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Abstract

Scientific extreme summarization, the task of
generating concise one-sentence summaries
(TLDRs) for scientific papers, presents sig-
nificant challenges due to the need for deep
domain-specific understanding and the ability
to distill salient information. This study identi-
fies the critical role of titles and keywords in en-
hancing TLDR generation through quantitative
analysis. We propose a novel method, External
Attention Prompting (EAP), which leverages
LLMs by guiding them to focus on the most
critical parts of the source text through varying
degrees of attention signals. Our method em-
ploys Markdown emphasis syntax to annotate
attention levels, enabling LL.Ms to prioritize
salient information effectively. Extensive ex-
periments demonstrate that EAP significantly
outperforms baseline methods across various
LLMs and metrics in both zero-shot and few-
shot settings. Further evaluations by GPT-4
demonstrate that EAP can enable LLMs to gen-
erate TLDRs of higher human-aligned quality.

1 Introduction

The rapid growth of scientific literature has made
it increasingly difficult for researchers to keep up
with the research frontiers and quickly identify the
most relevant and impactful information. In this
context, recent work (Cachola et al., 2020; Lu et al.,
2020; Mao et al., 2022; Takeshita et al., 2022; Atri
et al., 2023; Stiglic et al., 2023; Syed et al., 2024)
has studied the problem of scientific extreme sum-
marization, which involves generating a concise
one-sentence summary (TLDR: Too Long; Didn’t
Read) that captures the key aspects of a scientific
paper. Scientific extreme summarization is a chal-
lenging task that requires a deep understanding of
domain-specific content to accurately identify and
distill the most salient points (Cachola et al., 2020).
This task demands advanced methods capable of
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Figure 1: Contribution density of top-k TextRank key-
words from abstracts on the SciTLDR training set, show-
ing diminishing returns as k increases.

leveraging domain knowledge and prioritizing the
most important content.

Previous studies have found that key content
such as the titles and keywords of source docu-
ments are helpful to improve performance in sum-
marization task, as they often contain key informa-
tion (Chen et al., 2019; Cano and Bojar, 2019; Lee
et al., 2020; Cachola et al., 2020; Koto et al., 2022;
Mao et al., 2022). Our analysis on the SciTLDR
dataset (Cachola et al., 2020) further indicates that
their contributions to generating highly compressed
summaries differ as they contain diverse density
of key information (see Section 2), suggesting that
they should be given unequal levels of importance.

In this work, we leverage large language models
(LLMs) to tackle the scientific extreme summariza-
tion task, as they have demonstrated emergent abil-
ities such as in-context learning and made remark-
able advances in solving various NLP problems
(Wei et al., 2022; Zhao et al., 2023). We propose a
novel method called External Attention Prompting
(EAP) that enhances the performance of LLMs by
guiding them to pay varying degrees of attention to
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different segments of the source text. Our method
involves constructing prompts that assign differ-
ent levels of attention signals to the n-grams in the
source text based on their importance, using Mark-
down emphasis syntax to annotate the attention
strength. This approach enables the LL.Ms to pri-
oritize the salient information and generate more
accurate and informative TLDRs. Experimental
results demonstrate that our proposed prompting
method significantly enhances the performance of
LLMs in this task, outperforming baseline meth-
ods.

The main contributions of this work are as fol-
lows:

* We provide insights into the importance of dif-
ferent source input components (title, abstract,
and keywords) for scientific extreme summa-
rization, highlighting the role of the title and
keywords in capturing key information.

* We propose a novel prompting method, Ex-
ternal Attention Prompting, that enhances the
performance of LLMs in scientific extreme
summarization by guiding them to focus on
the most critical parts of the source text.

* We conduct extensive experiments on the Sc-
iTLDR dataset, demonstrating the effective-
ness of our approach in improving the quality
of generated TLDRs.

2 Source Contribution Analysis

Generating high-quality TLDRs requires capturing
precisely the salient aspects of the document. In
this section, we conduct a preliminary experiment
to investigate whether components such as the ti-
tle, abstract and keywords contribute differently to
the formation of a TLDR. By identifying the most
influential parts, we aim to enhance the summariza-
tion process by directing the model’s attention to
the most critical information.

To do this, we firstly introduce the concept of
contribution density, which measures the averaged
contribution of tokens from a specific source input
components (e.g., title, abstract, and keywords) to
the gold TLDR. We first tokenize the input com-
ponents and remove stopwords. Then, the contri-
bution density C'D(c¢) for an input component ¢ is
calculated as:

B > e TF(t,TLDR)

]

CD(c) (1

where ¢ is a token in the input component c,
TF(t,TLDR) is the term frequency of token ¢
in the gold TLDR, and |c| is the total number of
tokens in the input component c.

The calculation of contribution density draws
inspiration from methods used in previous works
(See et al., 2017; Narayan et al., 2018; Cachola
et al., 2020) to assess abstractiveness and extrac-
tiveness of generated summaries. However, in this
context, it serves as an analytical tool rather than
a direct evaluation metric for summary quality as-
sessment. The term "contribution" represents how
frequently the words from source input appear in
the gold TLDR. We use contribution density as a
proxy to quantify the relative importance of dif-
ferent source input components in contributing to
extreme summarization.

We take the training set of SciTLDR (Cachola
et al., 2020) for analysis, and calculate the contri-
bution density for title and abstract, which are 49.2
and 11.9, respectively. The results align with our
intuition that the title often captures the most core
idea of a paper. While titles may contain less over-
all information than abstracts, the information they
do contain is more densely packed with content
relevant to the TLDR. In other words, any given
n-gram from the title is more likely to contribute to
the TLDR than a random n-gram from the abstract.
Abstracts may contain more information that is ei-
ther less important or not sufficiently crucial to be
included in the TLDR.

Additionally, we calculate the contribution den-
sities for the top-k keywords from abstract using
TextRank algorithm (Mihalcea and Tarau, 2004),
the results are shown in Figure 1. The contribution
density decreases as k increases, indicating dimin-
ishing returns with more keywords. This highlights
the importance of selecting a concise set of highly
relevant keywords.

The above findings from our source contribution
analysis underscore the necessity of focusing on
the most important parts of the input text when
generating a TLDR.

3 External Attention Prompting

Based on the insight from section 2, we propose a
novel method called External Attention Prompt-
ing (EAP). The core idea of our method is to guide
LLMs to focus on the most critical parts of the
source text when generating TLDRs. As illustrated
in Figure 2, our method leverages external signals
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Figure 2: Overview of the proposed External Attention Prompting (EAP) method.

derived from the paper’s title and keywords to mod-
ulate the attention of the LLM. By emphasizing
different segments of the source text with varying
degrees of importance, we aim to enhance LLMs’
ability to distill the essence of the scientific paper
into a concise and informative TLDR.

3.1 Attention Signal Acquisition

To effectively guide the model’s attention, this
method first acquires attention signals. We hypoth-
esize that certain n-grams within the text, particu-
larly those overlapping with the title and keywords,
are more indicative of the core content. To identify
these n-grams, we perform the following steps:
Title Overlap Extraction We extract n-grams
from the title and identify their occurrences in the
source text. To ensure relevance, we remove stop
words and retain only the longest overlapping n-
grams.

Keyword Extraction Using the TextRank algo-
rithm (Mihalcea and Tarau, 2004), we extract key-
words from the source text, removing stop words
to focus on meaningful terms.

Attention Signal Levels Definition We define
attention signals of different levels as follows:

* Strong Attention Signal: N-grams present in
both the title and the top-5 keywords.

e Medium Attention Signal: N-grams present
in both the title and any keyword.

* Weak Attention Signal: N-grams present in
either the title or the top-5 keywords.
3.2 Prompt Construction

To operationalize these attention signals, we em-
ploy Markdown emphasis syntax to “visually” high-
light the importance of different n-grams within

the source text. Markdown is chosen for its inher-
ent three-level emphasis system (italic, bold, and
bold-italic) and because there is a large amount of
Markdown-formatted text in the training corpus of
LLMs, enabling them to understand the emphasis
cues implied by such annotations. Specifically, we
mark n-grams of strong attention signal with ***
(bold and italic), n-grams of medium attention sig-
nal with ** (bold) and n-grams of weak attention
signal with * (italic).

By using Markdown’s built-in emphasis features,
we avoid the need for custom formatting, allowing
the model to leverage its pre-existing understanding
of these conventions. This approach ensures that
the model can efficiently recognize and prioritize
the marked text without additional fine-tuning or
instruction.

The marked source text, along with necessary
instructions, is then used to construct the prompt,
which is fed into the LLMs to generate the TLDR.
Furthermore, we explicitly instruct the model to
pay special attention to the emphasized parts of the
text. The prompt template used for this method can
be seen in Appendix B.

The term "External"” in this method reflects two
key aspects:

External attention signals. The attention sig-
nals are derived from external information such as
the title and keywords, rather than being internally
recognized by the model. This external guidance
directs the model to follow specific cues.

External implementation. The attention mech-
anism is implemented through external input (i.e.,
the prompt) without fine-tuning LLMs. This makes
the method applicable even when model parame-
ters are inaccessible.
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The proposed method is highly generalizable and
can be applied to various tasks requiring controlled
text generation or tasks where the importance of
different parts of the input is known a priori. The at-
tention signals can be provided by domain experts,
making the approach adaptable to different con-
texts. This method is particularly suitable for tasks
with long input texts, such as summarization and
reading comprehension, where the model needs to
focus on key content.

The external attention mechanism makes use of
the LLMs’ capabilities in in-context learning and
instruction following. By providing clear, exter-
nally defined attention signals, LLMs can better
understand and prioritize the critical content, lead-
ing to improved performance in specific tasks.

4 Experiments

4.1 Experimental Setup

Dataset. We evaluate our method on SciTLDR
(Cachola et al., 2020), a widely used bench-
mark for scientific extreme summarization, fea-
turing high-quality, human-generated gold TL-
DRs. Our experiments focus on the abstract-only
subset (including title), rather than the AIC (ab-
stract+introduction+conclusion) and full text sub-
sets, to reduce API usage costs and to accommo-
date the limited context length of most LLMs. Ad-
ditionally, abstracts are generally more accessible
than full texts , making this setting more applicable
to real-world scenarios.

Baselines. We compare the proposed EAP
method with two baselines:

e Standard Prompting (SP): This baseline
only provide necessary instructions and the
abstracts to LLMs to generate the TLDRs. No
additional guidance or emphasis is included.

» Explicit Guidance Prompting (EGP): In this
baseline, the abstract is supplemented with
the paper’s title and the top-5 keywords ex-
tracted using the TextRank algorithm. The
LLMs are explicitly instructed to "pay atten-
tion to" the title and keywords, thereby di-
recting its focus towards these critical compo-
nents. This method provides explicit guidance
to the model without altering the abstract.

¢ Random Attention Prompting (RAP): This
baseline is a variant of our proposed EAP

method. It randomly applies different lev-
els of emphasis to n-grams in the source text,
maintaining the same number of emphasized
n-grams and n-gram lengths as the correspond-
ing EAP method. This baseline is designed to
investigate whether the performance changes
in EAP are due to the specific attention signals
or simply the presence of Markdown empha-
sis, regardless of the content being empha-
sized.

All methods are evaluated under both zero-shot
and few-shot settings. In the few-shot setting,
we use the same two demonstration examples in
prompt for all methods, with the input processed
according to each respective method. The specific
prompts utilized for all methods are detailed in
Appendix B.

Large language models. To evaluate the effec-
tiveness and generalizability of our proposed ap-
proach, we conduct experiments leveraging a di-
verse set of LLMs, including GPT-3.5, Llama-3,
GLM-4, and DeepSeek-V2, encompassing both
open-source and black-box models. The detailed
information on the versions of LLMs used in our
experiments is summarized in Table 2.

Evaluation metrics. In our evaluation, we use
Rouge-1, Rouge-2, and Rouge-L metrics (Lin,
2004), consistent with previous work in summa-
rization (Narayan et al., 2018; Lewis et al., 2020;
Cachola et al., 2020). Considering SciTLDR pro-
vides multiple target summaries for a given paper,
we follow Cachola et al. (2020) to taking the max-
imum Rouge score calculated over multiple gold
TLDRs as the final Rouge score. This can effec-
tively handles the variability in gold TLDRs.

Additionally, we use the Rouge-K metric
(Takeshita et al., 2024), a keyword-oriented evalu-
ation metric which specifically assesses the inclu-
sion of essential keywords in the generated sum-
maries, as it aligns with our goal of ensuring that
the generated TLDRs capture the most critical con-
tent from the source documents.

Implementation details. All LLMs utilized in
this work are accessed via API calls and configured
with the same generation parameters: temperature
of 0.1 and a maximum tokens limit of 128. Evalua-
tion results for each LLLM are averaged over three
independent inferences for each input to mitigate
the impact of sampling randomness of LLMs.
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Method GPT-3.5 Llama-3 GLM-4 DeepSeek-V2
Rl R2 RL RI1 R2 RL Rl R2 RL R1 R2 RL
g sp 3204 12.04 2604 3254 1236 2692 3146 1073 26.00 3049 1048 25.09
£ EGP 3256 1240 2648 3231 1196 2650 31.13 1020 2539 3041 1061 24.98
E RAP 3126 11.19 2536 3215 1195 2622 31.12 1040 2561 2942 972 2372
EAP"  32.64" 12.50" 2643 3274 1237 2678 31.54 1092 26.00 30.97 1091 25.42
5 SP 3376 1322 2791 3429 1324 2833 31.76 1090 2627 3373 13.03 28.06
; EGP 3332 1290 2740 3376 1290 27.75 31.79 11.03 26.05 33.62 1276 28.17
£ RAP 3301 1277 2723 3426 1328 2825 31.86 1094 2627 3234 11.82 26.88
EAP" 34397 13.69" 28.49" 34.78" 13.80" 28.82" 32.34" 11.39" 26.847 34.23" 13.34 28.58

Table 1: Rouge scores for different prompting methods across various LLMs in zero-shot and few-shot settings.
Best results per metric are bolded. The method marked with * is the proposed method in this paper. Scores marked
with T indicate that the EAP method significantly (o = 0.05) outperforms the Standard Prompting (SP) method,
determined using the Wilcoxon signed-rank test (Dror et al., 2018).

LLM Version
GPT-3.5 gpt-3.5-turbo-0125
Llama-3 llama-3-70b-instruct
GLM-4 glm-4 (2024-01-16)

DeepSeek-V2  deepseek-chat (2024-05-17)

Table 2: Specifications of large language models used
in the experiments.

4.2 Main Results and Analysis

The experimental results, as presented in Table 1,
demonstrate the effectiveness of the proposed EAP
method across various LLMs and metrics in both
zero-shot and few-shot settings. This indicates that
the external attention signals effectively guide the
LLMs to generate more accurate and informative
TLDRs.

Zero-shot results. In the zero-shot setting, EAP
outperforms all baseline methods (SP, EGP and
RAP) across all LLMs on Rouge-1/2, suggesting
that the external attention signals provided by EAP
are effective even without prior examples. How-
ever, in the case of the Rouge-L metric, the EAP
method underperforms compared to the baseline
methods for GPT-3.5 and Llama-3, possibly due to
the additional complexity and noise introduced by
this attention mechanism.

Few-shot results. In the few-shot setting, EAP
consistently outperforms all baseline methods
across all metrics and LLMs. The majority of
these improvements are statistically significant,
as evidenced by the Wilcoxon signed-rank test

(o = 0.05). This indicates that providing demon-
stration examples helps LLMs learn how to effec-
tively distill the core content by focusing on seg-
ments of varying importance, leading to the gener-
ation of more precise and comprehensive TLDRs.
This enhanced performance can be attributed to the
strong in-context learning capabilities of LLMs.

Explicit vs. implicit guidance. The EGP
method, which explicitly provides titles and key-
words as additional input, shows mixed results. In
some cases, it performs worse than the SP method,
which does not include any additional guidance.
This suggests that merely adding extra informa-
tion without fine-grained control can confuse the
model, leading to inconsistent results. In contrast,
the EAP method implicitly emphasizes different
parts of the source text, allowing the model to bet-
ter understand and prioritize the critical content.
This implicit approach appears to be more effective
in guiding the model’s attention, resulting in more
stable and improved performance.

Random Attention Prompting results. The
RAP baseline generally underperforms compared
to SP and EAP methods across all LLMs and met-
rics in both zero-shot and few-shot settings. In the
zero-shot setting, RAP often performs worse than
SP, suggesting that random emphasis can be detri-
mental to the LLMs’ understanding of the source
text. In the few-shot setting, while RAP shows
some improvement over SP in certain cases (e.g.,
for GLM-4), it still consistently underperforms
compared to EAP. These results indicate that the
performance gains of EAP are not merely due to
the presence of Markdown emphasis, but rather the
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strategic placement of attention signals on impor-
tant content. The effectiveness of EAP over RAP
underscores the importance of deriving attention
signals from key content such as titles and key-
words, rather than applying emphasis randomly.

Results across LLMs. The results indicate that
the EAP method consistently enhances perfor-
mance across different models, demonstrating its
generalizability and effectiveness. However, the de-
gree of improvement varies among models, which
may be related to the inherent capabilities of each
model. For instance, models with stronger in-
context learning abilities might benefit more from
the EAP method, as they can better utilize the im-
plicit attention signals to generate high-quality sum-
maries.

Rouge-K results. The Rouge-K metric
(Takeshita et al., 2024), which assesses the
inclusion of essential keywords in the generated
summaries, provides additional insights into the
performance of the EAP method. As shown in
Figure 3, in the zero-shot setting, EAP achieves
higher Rouge-K scores compared to the baseline
methods on Llama-3 and DeepSeek-V2. However,
the EGP method surpasses EAP on GPT-3.5
and GLM-4, suggesting that explicitly providing
keywords may be more effective for certain models
in the absence of demonstration examples. In the
few-shot setting, EAP consistently outperforms all
the baseline methods across all models in terms
of Rouge-K. This indicates that the combination
of implicit attention signals and demonstration
examples enables the models to better capture and
include the most critical points in the generated
TLDRs. The RAP method shows inconsistent
performance on Rouge-K across different settings
and models. In some cases, RAP outperforms SP
or EGP methods, while in others, it underperforms.
This variability can be attributed to the random
nature of the attention signals in RAP, which
may occasionally emphasize important content by
chance. It is worth noting that the Rouge-K scores
for all models and most methods are significantly
lower in the few-shot setting compared to the
zero-shot setting. This unexpected result may
be attributed to the demonstration examples
potentially biasing the models towards generating
summaries that prioritize overall content coverage
rather than focusing on specific keywords. Further
investigation is needed to fully understand this phe-
nomenon and its implications for keyword-oriented
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summarization tasks.

4.3 LLM as Evaluator

Setup. In addition to using traditional automatic
metrics, we explore the use of LLMs as evaluators
to assess the quality of generated TLDRs. This ap-
proach aims to address the limitations of automatic
metrics, which may not fully capture the nuances
of human preferences and the overall quality of
the summaries (Zheng et al., 2023). By leveraging
LLMs, we seek to provide a more comprehensive
and human-aligned evaluation of the generated TL-
DRs.

To this end, we employ GPT-4 (version gpt-4-
0613), which is currently recognized as one of the
most advanced LLMs, to assess the quality of TL-
DRs generated by our method compared to a base-
line method.

We randomly sample 100 data points and collect
TLDRs generated by GPT-3.5 using both the base-
line SP method and our EAP method under a few-
shot setting. The evaluation criteria focus on the
TLDR’s ability to concisely capture the key aspects
of a scientific paper while maintaining faithfulness
to the source. To mitigate position bias (Zheng
et al., 2023), each pair is evaluated twice with the
positions of the two TLDRs swapped. A method
is considered the winner for a sample only if both
evaluations favored the same TLDR. In cases of
conflicting results or ties, the sample is marked as
a tie. The above process is repeated with three dif-
ferent random seeds, resulting in three rounds of
evaluation.

Results. The results of GPT-4 evaluation are sum-
marized in Table 3, showing that the proposed EAP
method consistently outperforms the baseline SP
method, achieving an average win rate of 37.33 %
compared to the baseline’s 26.00 %. The average
tie rate is 36.67 %, with an average conflict rate
of 23.67 %. These results indicate that the EAP
method significantly enhances the performance of
LLMs in generating TLDRs, as judged by GPT-4.

4.4 Ablation Study

To investigate the effects of different components
in EAP method, we conduct an ablation study to
address two key research questions: (1) Does the
multi-level attention signal mechanism contribute
to the performance improvement compared to using
a uniform attention signal? (2) Are attention signals
derived from the title essential for enhancing the
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Sp EAP Tie results are summarized in Table 4.
Rounds . . .
Win Rate  Win Rate  (Conflict) Multi-Level Attention Signals The variant with-
Round1 26% 35% 399% out multi-level attention signals exhibit a slight
(27%) decline in performance across vast majority met-
"Round2 = 23% 40%  37% rics and LLMs compared to the original EAP
(23%) method. This suggests that the differentiation be-
"Round3 ~ 29% ~ 379% 349 tween strong, medium, and weak attention signals
(21%) plays a crucial role in guiding the LLMs to priori-
tize the most salient information effectively.
Avg. 26% 37.33% 36.67%
(23.67%) Title-Derived Attention Signals: The variant

Table 3: GPT-4 evaluation results comparing EAP and
SP methods for TLDR generation.

summarization quality?

To investigate the role of multi-level attention
signals, we design an ablation variant of our
method, in which we remove the differentiation
between strong, medium, and weak attention sig-
nals. Instead, we uniformly apply a single level
of attention signal by marking all relevant n-grams
from the title and keywords with bold Markdown
syntax.

To assess the importance of attention signals de-
rived from the title, we create another ablation vari-
ant in which we exclude attention signals derived
from the title and only mark the top-5 keywords ex-
tracted using the TextRank algorithm in the source
text.

We conduct experiments using the same setup as
described in Section 4.1, maintaining consistency
in dataset, baselines, and evaluation metrics. The

without title attention shows a noticeable reduc-
tion in performance, indicating that while the multi-
level attention mechanism is advantageous, the title-
derived signals play a more crucial role in captur-
ing the core idea of scientific papers, thereby con-
tributing significantly to the overall performance
improvement.

5 Related Work

Scientific Extreme Summarization Scientific
extreme summarization, the task of generating ex-
treme one-sentence summaries (TLDRs) for sci-
entific papers, has gained increasing attention in
recent years. Several datasets have been pro-
posed to facilitate research in this area, including
SciTLDR (Cachola et al., 2020), a high-quality
dataset with human-written summaries, and Cite-
Sum (Mao et al., 2022), which contains automati-
cally generated summaries based on citations. Ad-
ditionally, multi-document(Lu et al., 2020), mul-
tilingual (Takeshita et al., 2022) and multimodal
(Atri et al., 2023) datasets have been introduced to
explore the task in diverse settings. Existing ap-
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Method GPT-3.5 Llama-3 GLM-4 DeepSeek-V2
R1 R2 RL RI R2 RL RI R2 RL RI R2 RL
EAP 3264 1250 2643 3274 1237 2678 3154 1092 2600 3097 1091 25.42
3 CwioMLA 3241 1219 2620 3267 1241 2668 3149 1081 258 3097 1091 2539
oA 023 031 025 007 4004 010  -005 -0l -0.18 =000 000 -0.03
S woTA 3161 1150 2565 3230 1206 2634 3122 1060 2570 3089 10.62 25.19
A 103 -1.00 -078 -044 -031 -044 -032 -032 -030 -008 -029 -0.23
EAP 3439 13.69 2849 3478 13.80 28.82 3234 1139 2684 3423 1334 28.58
= wioMLA 3402 1335 2804 3458 13.63 28.66 3245 1138 2671 3415 13.19 2848
i’ A 037 034 -045 020 -0.17 -0.16 +0.11 -001 -0.13 -008 -0.15 -0.10
= & 09T 0 04 0200 007 A6 #0010 001 043 008 005 -0.10
£ wioTA 3326 1275 2745 3411 1320 28.14 3191 11.10 2634 3394 1298 28.19
A 113 094 -1.04 067 -0.60 -068 -043 -029 -0.50 -029 -036 -0.39

Table 4: Ablation study results. "w/o MLA" denotes the variant without multi-level attention signals, and "w/o TA"
represents the variant without title-derived attention signals. A indicates the performance difference between each
variant and the full EAP method. The results demonstrate that both multi-level attention and title-derived signals
contribute to the effectiveness of EAP, with title-derived signals playing a more crucial role.

proaches to scientific extreme summarization pri-
marily rely on fine-tuned Transformer-based mod-
els, such as BART (Lewis et al., 2020) and T5
(Raffel et al., 2023), which have achieved promis-
ing results. However, the potential of LL.Ms for
this task remains largely unexplored. While LLMs
are trained for general-purpose tasks and may not
match the performance of task-specific fine-tuned
models (Takeshita et al., 2024), their extensive do-
main knowledge and strong in-context learning
abilities make them a promising avenue for investi-
gation in scientific extreme summarization.

Key Content Utilization for Summarization
Previous studies have explored various key con-
tent, such as titles, keywords, topics, and key
segments, to enhance summarization performance
(Chen et al., 2019; Koto et al., 2022; Srivastava
et al., 2023; Tang et al., 2023). These methods
typically focus on incorporating key content as ad-
ditional input features or using the prediction of
key content as an auxiliary task. For instance, Koto
et al. (2022) investigated the impact of incorporat-
ing titles and keyphrases as structured input and
target outputs in news summarization. Cachola
et al. (2020) leveraging titles as auxiliary training
signals to improve model performance in the scien-
tific extreme summarization task. In this work, we
use key content to compute attention signals, rather
than as additional input or target, to guide LLMs
to focus on the important parts of the source text.

Prompt Optimization and Engineering Prompt
engineering has emerged as a crucial area of re-
search to enhance the capabilities of LLMs on com-
plex tasks. Early approaches focused on tuning soft
prompts, which are continuous embedding vectors
optimized using gradient descent methods (Li and
Liang, 2021; Vu et al., 2022; An et al., 2022; Tam
et al., 2023). However, these approaches require
access to the Internal parameters of LLMs, limiting
their applicability to black-box models. Another
direction involves designing task-specific natural
language instructions and selecting appropriate in-
context demonstrations (Shin et al., 2020; Brown
et al., 2020; Deng et al., 2022; Zhou et al., 2023;
Sun et al., 2023). Despite the promising results,
these methods may struggle to capture fine-grained,
instance-specific (Li et al., 2023). proposes a
method that generates instance-specific prompts
tailored to each input using a small, tunable policy
model optimized through supervised fine-tuning
and reinforcement learning. In this work, we aim
to provide LLMs with instance-specific attention
signals derived from key content to enhance their
performance in the task of scientific extreme sum-
marization.

6 Conclusion

In this work, we have presented External Attention
Prompting (EAP), a novel method for improving
the performance of large language models (LLMs)
in the task of scientific extreme summarization. By
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utilizing external attention signals derived from the
title and keywords of scientific papers, EAP effec-
tively guides LLMs to focus on the most salient
information, resulting in more accurate and infor-
mative TLDRs. Our extensive experiments on the
SciTLDR dataset demonstrate the superiority of
EAP over standard prompting and explicit guidance
methods, particularly in few-shot settings. The re-
sults underscore the importance of multi-level at-
tention and the significant role of title emphasis
in enhancing summarization quality. Future work
could explore the application of EAP to other do-
mains and tasks, further validating its versatility
and effectiveness in various text generation scenar-
ios.

7 Limitations

This work has the following limitations: (1) The
heuristic-based design and computation of atten-
tion signals in EAP may not fully capture salient
information in diverse contexts. Future work could
explore automated methods. (2) The keyword ex-
traction algorithm used in this work for computing
attention signals only considers TextRank. Future
research should explore and compare the effective-
ness of various keyword extraction methods. (3)
Our experiments focus on the abstract-only subset
of SciTLDR, which may not fully represent the
challenges of summarizing entire scientific papers.
Furthermore, SciTLDR is focused on the computer
science domain, which may limit the generalizabil-
ity of our findings.
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A Case Study

To further illustrate the effectiveness of our pro-
posed EAP method, we present a case study com-
paring the generated TLDRs from EAP and the
baseline SP method in zero-shot setting using GPT-
3.5.

Table 5 showcases an example from the Sc-
iTLDR dataset, where the source paper is about
combining differentiable decision trees (DDTs)
with supervised variational autoencoders (SVAEs)
to enhance the interpretability of classification
tasks.

The TLDR generated by the SP method fails
to capture the core idea of the paper, instead fo-
cusing on individual components such as DDTs
and SVAEs without highlighting their synergistic
combination. In contrast, the EAP method, guided
by the attention signals derived from the title and
keywords, successfully identifies the key aspects
of the work, even in the absence of demonstration
examples. The generated TLDR concisely conveys
the main contribution: the integration of DDTs and
SVAEs to create an interpretable and competitive
classifier+VAE for high-dimensional data.

Moreover, the EAP-generated TLDR achieves
a significantly higher Rouge-1 score (46.51) com-
pared to the SP-generated TLDR (27.03), indicat-
ing its superior quality and relevance to the gold
TLDRs. This case study demonstrates how the
EAP method effectively guides the LLM to focus
on the most critical information, resulting in more
accurate and informative summaries.

B Prompts

The prompts employed in this work for the stan-
dard prompting, explicit guidance prompting, and
external attention prompting methods in the zero-
shot and few-shot settings are illustrated in Figures
4,5, 6,7 and Figures 8, 9, 10, 11, respectively.
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Title Interpretable Classification via Supervised Variational Autoencoders and Differentiable Decision Trees

Source abstract ~ As deep learning-based classifiers are increasingly adopted in real-world applications, the importance of
understanding how a particular label is chosen grows. Single decision trees are an example of a simple,
interpretable classifier, but are unsuitable for use with complex, high-dimensional data. On the other
hand, the variational autoencoder (VAE) is designed to learn a factored, low-dimensional representation of
data, but typically encodes high-likelihood data in an intrinsically non-separable way. We introduce the
differentiable decision tree (DDT) as a modular component of deep networks and a simple, differentiable
loss function that allows for end-to-end optimization of a deep network to compress high-dimensional
data for classification by a single decision tree. We also explore the power of labeled data in a supervised
VAE (SVAE) with a Gaussian mixture prior, which leverages label information to produce a high-quality
generative model with improved bounds on log-likelihood. We combine the SVAE with the DDT to get
our classifier+ VAE (C+VAE), which is competitive in both classification error and log-likelihood, despite
optimizing both simultaneously and using a very simple encoder/decoder architecture.

TLDR-AU We combine differentiable decision trees with supervised variational autoencoders to enhance interpretabil-
ity of classification.

TLDR-PR1 This paper proposes a hybrid model of a variational autoencoder composed with a differentiable decision
tree, and an accompanying training scheme, with experiments demonstrating tree classification perfor-
mance, neg. log likelihood performance, and latent space interpretability.

TLDR-PR2 The paper tries to build an interpretable and accurate classifier via stacking a supervised VAE and a
differentiable decision tree
Standard Prompting (SP)
Generated The paper introduces the differentiable decision tree (DDT) as a modular component of deep networks
TLDR and a simple, differentiable loss function that allows for end-to-end optimization of a deep network to

compress high-dimensional data for classification by a single decision tree, and explores the power of
labeled data in a supervised VAE (SVAE) with a Gaussian mixture prior, which leverages label information
to produce a high-quality generative model with improved bounds on log-likelihood.

Rouge-1 27.03
External Attention Prompting (EAP)
Attention Strong: the differentiable decision tree
Signals Medium: a simple, interpretable classifier; the variational autoencoder; single decision trees; a supervised

VAE; classification error
Weak: deep learning-based classifiers; high-dimensional data; high-likelihood data; labeled data

Generated The differentiable decision tree (DDT) and supervised VAE (SVAE) are combined to create an interpretable
TLDR and competitive classifier+VAE for high-dimensional data with improved bounds on log-likelihood.
Rouge-1 46.51

Table 5: A case study comparing the TLDRs generated by GPT-3.5 using the standard prompting method and
external attention prompting method in the zero-shot setting. TLDR-AU refers to the gold TLDR written by author
and TLDR-PR1 and TLDR-PR?2 are gold TLDRs derived from the perspective of peer reviewers, according to the
representation in SCciTLDR. The attention signals that are mentioned in EAP generated TLDR are highlighted in red.
The EAP method, guided by attention signals derived from the title and keywords, generates a more accurate and
informative TLDR that captures the core idea of the paper, even without demonstration examples.
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# Task: Extreme summarization of scientific documents

## Task Definition
Given the abstract of a scientific paper, generate a short one-sentence summary that captures the key aspects of the paper.

## Input

### Abstract
[source abstract]

### One-sentence summary

Figure 4: The prompt for standard prompting in the zero-shot setting.

# Task: Extreme summarization of scientific documents

## Task Definition
Given the title and abstract of a scientific paper, as well as a list of keywords, generate a short one-sentence summary
that captures the key aspects of the paper. You should pay attention to the given title and keywords when summarizing.

## Input

#it# Title
[source title]

### Abstract
source abstract

### Keywords
[source keywords]

### One-sentence summary

Figure 5: The prompt for explicit guidance prompting in the zero-shot setting.

# Task: Extreme summarization of scientific documents

## Task Definition

Given the abstract of a scientific paper, generate a short one-sentence summary that captures the key aspects of the paper.
You should pay attention to the emphasized content in the input abstract when summarizing.

## Input

### Abstract
[source abstract]

### One-sentence summary

Figure 6: The prompt for random attention prompting in the zero-shot setting.
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# Task: Extreme summarization of scientific documents

## Task Definition

Given the abstract of a scientific paper, generate a short one-sentence summary that captures the key aspects of the paper.
You should pay attention to the emphasized content in the input abstract when summarizing.

## Input

### Abstract
[source abstract]

### One-sentence summary

Figure 7: The prompt for external attention prompting in the zero-shot setting.

# Task: Extreme summarization of scientific documents

## Task Definition
Given the abstract of a scientific paper, generate a short one-sentence summary that captures the key aspects of the paper.

## EXAMPLE 1

### Abstract

Due to the success of deep learning to solving a variety of challenging machine learning tasks, there is a rising interest in
understanding loss functions for training neural networks from a theoretical aspect. Particularly, the properties of critical
points and the landscape around them are of importance to determine the convergence performance of optimization
algorithms. In this paper, we provide a necessary and sufficient characterization of the analytical forms for the critical
points (as well as global minimizers) of the square loss functions for linear neural networks. We show that the analytical
forms of the critical points characterize the values of the corresponding loss functions as well as the necessary and
sufficient conditions to achieve global minimum. Furthermore, we exploit the analytical forms of the critical points
to characterize the landscape properties for the loss functions of linear neural networks and shallow ReLU networks.
One particular conclusion is that: While the loss function of linear networks has no spurious local minimum, the loss
function of one-hidden-layer nonlinear networks with ReL U activation function does have local minimum that is not
global minimum.

### One-sentence summary

We provide necessary and sufficient analytical forms for the critical points of the square loss functions for various neural
networks, and exploit the analytical forms to characterize the landscape properties for the loss functions of these neural
networks.

## EXAMPLE 2

### Abstract

Reinforcement learning in an actor-critic setting relies on accurate value estimates of the critic. However, the combination
of function approximation, temporal difference (TD) learning and off-policy training can lead to an overestimating value
function. A solution is to use Clipped Double Q-learning (CDQ), which is used in the TD3 algorithm and computes
the minimum of two critics in the TD-target. We show that CDQ induces an underestimation bias and propose a new
algorithm that accounts for this by using a weighted average of the target from CDQ and the target coming from a single
critic. The weighting parameter is adjusted during training such that the value estimates match the actual discounted
return on the most recent episodes and by that it balances over- and underestimation. Empirically, we obtain more
accurate value estimates and demonstrate state of the art results on several OpenAl gym tasks.

### One-sentence summary
A method for more accurate critic estimates in reinforcement learning.

## Input

### Abstract
[source abstract]

### One-sentence summary

Figure 8: The prompt for standard prompting in the few-shot setting.
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# Task: Extreme summarization of scientific documents

## Task Definition
Given the abstract of a scientific paper, generate a short one-sentence summary that captures the key aspects of the paper.
You should pay attention to the given title and keywords when summarizing.

## EXAMPLE 1

# Title
Critical Points of Linear Neural Networks: Analytical Forms and Landscape Properties

### Abstract

Due to the success of deep learning to solving a variety of challenging machine learning tasks, there is a rising interest in
understanding loss functions for training neural networks from a theoretical aspect. Particularly, the properties of critical
points and the landscape around them are of importance to determine the convergence performance of optimization
algorithms. In this paper, we provide a necessary and sufficient characterization of the analytical forms for the critical
points (as well as global minimizers) of the square loss functions for linear neural networks. We show that the analytical
forms of the critical points characterize the values of the corresponding loss functions as well as the necessary and
sufficient conditions to achieve global minimum. Furthermore, we exploit the analytical forms of the critical points
to characterize the landscape properties for the loss functions of linear neural networks and shallow ReLLU networks.
One particular conclusion is that: While the loss function of linear networks has no spurious local minimum, the loss
function of one-hidden-layer nonlinear networks with ReLU activation function does have local minimum that is not
global minimum.

### Keywords
ReLU activation function; linear neural networks; critical points; loss functions

### One-sentence summary

We provide necessary and sufficient analytical forms for the critical points of the square loss functions for various neural
networks, and exploit the analytical forms to characterize the landscape properties for the loss functions of these neural
networks.

## EXAMPLE 2

#H# Title
Dynamically Balanced Value Estimates for Actor-Critic Methods

### Abstract

Reinforcement learning in an actor-critic setting relies on accurate value estimates of the critic. However, the combination
of function approximation, temporal difference (TD) learning and off-policy training can lead to an overestimating value
function. A solution is to use Clipped Double Q-learning (CDQ), which is used in the TD3 algorithm and computes
the minimum of two critics in the TD-target. We show that CDQ induces an underestimation bias and propose a new
algorithm that accounts for this by using a weighted average of the target from CDQ and the target coming from a single
critic. The weighting parameter is adjusted during training such that the value estimates match the actual discounted
return on the most recent episodes and by that it balances over- and underestimation. Empirically, we obtain more
accurate value estimates and demonstrate state of the art results on several OpenAl gym tasks.

### Keywords
more accurate value estimates; Reinforcement learning; off-policy training; several OpenAl gym

### One-sentence summary
A method for more accurate critic estimates in reinforcement learning.

## Input

### Abstract
[source abstract]

### One-sentence summary

Figure 9: The prompt for explicit guidance prompting in the few-shot setting.
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# Task: Extreme summarization of scientific documents

## Task Definition
Given the abstract of a scientific paper, generate a short one-sentence summary that captures the key aspects of the paper.
You should pay attention to the emphasized content in the input abstract when summarizing.

## EXAMPLE 1

### Abstract

Due to the success of deep ***learning to solving*** a variety of challenging machine learning tasks, there is a rising
interest in understanding ***loss function***s for training neural networks from a theoretical aspect. Particularly, the
properties of critical points and the landscape around them are of importance to determine the convergence performance
of optimization algorithms. In this paper, we provide a necessary and sufficient characterization of the analytical forms
for the critical points (as well as global minimizers) of the square ***loss function***s for *linear neural networks*. We
show that the analytical forms of the critical points characterize the values of the corresponding ***loss function®***s as
well as the necessary and sufficient conditions to achieve global minimum. Furthermore, we exploit the analytical forms
of the critical points to characterize the landscape properties for the ***loss function***s of *linear neural networks*
and **shallow ReLU networks**. One particular conclusion is that: While the ***]oss function*** of linear networks
has no spurious local minimum, the ***loss function*** of **one-hidden-layer nonlinear networks** with ReLU
**activation function®* does have local minimum that is not global minimum.

### One-sentence summary

We provide necessary and sufficient analytical forms for the critical points of the square loss functions for various neural
networks, and exploit the analytical forms to characterize the landscape properties for the loss functions of these neural
networks.

## EXAMPLE 2

### Abstract

Reinforcement learning in an actor-critic setting relies on accurate value estimates of the critic. However, the combination
of *function approximation*, temporal difference (TD) learning and off-policy **training can lead** to an overestimating
value function. A solution is to use Clipped Double Q-learning (CDQ), which is used in the TD3 *algorithm and
computes* the minimum of two critics in the TD-target. We show that CDQ induces an underestimation bias and propose
a new algorithm that accounts for this by ***using a weighted average®** of the target from CDQ and the target coming
from a single critic. The weighting parameter is adjusted during training such that the value estimates match the actual
discounted return on the most recent episodes and by that it balances over- and underestimation. Empirically, we obtain
more accurate value estimates and demonstrate state of the art results on several ***OpenAl gym*** tasks.

### One-sentence summary
A method for more accurate critic estimates in reinforcement learning.

## Input

### Abstract
[source abstract]

### One-sentence summary

Figure 10: The prompt for random attention prompting in the few-shot setting.
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# Task: Extreme summarization of scientific documents

## Task Definition
Given the abstract of a scientific paper, generate a short one-sentence summary that captures the key aspects of the paper.
You should pay attention to the emphasized content in the input abstract when summarizing.

## EXAMPLE 1

### Abstract

Due to the success of deep learning to solving a variety of challenging machine learning tasks, there is a rising
interest in understanding *loss functions* for training neural networks from a theoretical aspect. Particularly, the
properties of ***critical points*** and the landscape around them are of importance to determine the convergence
performance of optimization algorithms. In this paper, we provide a necessary and sufficient characterization of
**the analytical forms** for the ***critical points*** (as well as global minimizers) of the square *loss functions*
for ***linear neural networks***. We show that **the analytical forms** of the ***critical points*** characterize
the values of the corresponding *loss functions* as well as the necessary and sufficient conditions to achieve global
minimum. Furthermore, we exploit **the analytical forms** of the ***critical points*** to characterize **the landscape
properties** for the *loss functions* of ***linear neural networks*** and shallow ReLU networks. One particular
conclusion is that: While the loss function of linear networks has no spurious local minimum, the loss function of
one-hidden-layer nonlinear networks with *ReLU activation function* does have local minimum that is not global
minimum.

### One-sentence summary

We provide necessary and sufficient analytical forms for the critical points of the square loss functions for various neural
networks, and exploit the analytical forms to characterize the landscape properties for the loss functions of these neural
networks.

## EXAMPLE 2

### Abstract

*Reinforcement learning* in **an actor-critic setting** relies on accurate ***value estimates*** of the critic. However,
the combination of function approximation, temporal difference (TD) learning and *off-policy training* can lead to
an overestimating value function. A solution is to use Clipped Double Q-learning (CDQ), which is used in the TD3
algorithm and computes the minimum of two critics in the TD-target. We show that CDQ induces an underestimation
bias and propose a new algorithm that accounts for this by using a weighted average of the target from CDQ and the target
coming from a single critic. The weighting parameter is adjusted during training such that the ***value estimates***
match the actual discounted return on the most recent episodes and by that it balances over- and underestimation.
Empirically, we obtain ***more accurate value estimates*** and demonstrate state of the art results on *several OpenAl
gym* tasks.

### One-sentence summary
A method for more accurate critic estimates in reinforcement learning.

## Input

### Abstract
[source abstract]

### One-sentence summary

Figure 11: The prompt for external attention prompting in the few-shot setting.
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