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Abstract

LOCALITY and INTERFERENCE are two mech-
anisms which are attested to drive sentence
comprehension. However, the relationship be-
tween them remains unclear—are they alter-
native explanations or do they operate inde-
pendently? To answer this question, we test
the hypothesis that in Hindi, interference ef-
fects (measured by semantic similarity and case
markers) significantly predict locality effects
(modelled using dependency length quantify-
ing distance between syntactic heads and their
dependents) within a sentence, while control-
ling for expectation-based measures and dis-
course givenness. Using data from the Hindi-
Urdu Treebank corpus (HUTB), we validate
the stated hypothesis. We demonstrate that sen-
tences with longer dependency length consis-
tently have semantically similar preverbal de-
pendents, more case markers, greater syntactic
surprisal, and violate intra-sentential givenness
considerations. Overall, our findings point to-
wards the conclusion that locality effects are
reducible to broader memory interference ef-
fects rather than being distinct manifestations
of locality in syntax. Finally, we discuss the
implications of our findings for the theories of
interference in comprehension.

1 Introduction

The language comprehension system is long known
to be constrained by working memory considera-
tions (Ebbinghaus, 1885; Yngve, 1960; Ebbing-
haus, 2013). Several theories and mechanisms
of syntactic complexity have been proposed in
sentence comprehension literature to account for
processing difficulties. LOCALITY and INTERFER-
ENCE are two such mechanisms by which online,
incremental processing happens in language com-
prehension (Vasishth, 2011). As defined in that
work, locality is the claim that the distance be-
tween syntactically related words (i.e, dependent
and head) determines the difficulty of integrating

a dependent with its head in a syntactic structure,
owing to limited working memory capacity dur-
ing comprehension. In contrast, the notion of in-
terference denotes situation wherein linguistic el-
ements sharing common characteristics, such as
form, meaning, animacy, or concreteness, result
in processing difficulties when they are situated
nearby or in close proximity (Lewis, 1996). No-
tably, interference effects causing forgetting has a
long history in cognitive psychology literature, sug-
gesting that interference could be a manifestation
of memory overload during retrieval (Baddeley and
Hitch, 1977; Roediger III and Abel, 2022).

In an extensive survey of locality and interfer-
ence effects and their interplay, Vasishth (2011)
proposed that locality and interference may rep-
resent two sides of the same underlying memory
effects. For example, locality represented in terms
of the number of discourse referents between head
and dependent in theories like Dependency Local-
ity Theory (DLT, Gibson, 2000), primarily reflect-
ing the accessibility or availability of intervening
elements. Conversely, interference emerges from
the similarity among intervening materials, thereby
impeding the dependent’s integration at the head.
Therefore, it is not clear yet if locality and inter-
ference are two alternative explanations or do both
the factors operate independently? Vasishth charac-
terizes this point as the locality-interference debate
and advocates an empirical investigation to disen-
tangle their relative impact.

Our work addresses this gap in the literature by
investigating the relationship between locality and
interference effects using observational data from
naturally occurring sentences in Hindi. We test the
hypothesis that interference effects significantly
predict dependency length within a sentence, while
we statistically control for predictability measures
and givenness discourse considerations as poten-
tial confounds. We quantify locality effects using
dependency length, which is inspired from integra-

240
Proceedings of the Society for Computation in Linguistics (SCiL) 2024, pages 240-256.

Irvine, California, June 27-29, 2024



tion costs posited by DLT, and interference effects
using semantic similarity among preverbal heads
and metrics based on case density (number of case
markers per sentence). Hindi, an Indo-Aryan lan-
guage within the Indo-European family, exhibits a
robust case-marking system and flexible word order
with Subject-Object-Verb (SOV) as its canonical
structure (Kachru, 2006):

(1) amar ujala-ko
Amar Ujala-ACC

yah
it

sukravar-ko
friday-on

daak-se
post-INST

prapt
receive

hua
be.PST.SG

Amar Ujala received it by post on Friday.

Our hypothesis is inspired by a substantial body
of evidence from the studies on dependency local-
ity and interference effects across languages (Staub,
2010; Vasishth, 2011; Vasishth and Drenhaus,
2011; Jäger et al., 2015; Ranjan et al., 2019; Stone
et al., 2020). These studies suggest that language
processor concurrently exhibits both dependency
distance and interference minimization to over-
come pressure related to working memory load.
In contrast to English, verb-final languages like
Hindi lack strong empirical support for locality
effects (Vasishth and Lewis, 2006; Husain et al.,
2014, 2015; Ranjan et al., 2022a,b; Ranjan and van
Schijndel, 2024, cf. Ranjan and von der Malsburg,
2023; Ranjan and von der Malsburg, 2024) and
numerous instances of anti-locality effects have
been reported. Levy (2008) demonstrated that anti-
locality patterns can be effectively explained us-
ing expectation-based accounts such as surprisal
theory, with a view that introduction of more in-
tervening words sharpens expectations at the ver-
bal integration site within the sentence, thereby
aiding comprehension. However, Vasishth and
Lewis (2006) proposed an alternative unified expla-
nation that explains both locality and anti-locality
effects in Hindi. Based on Adaptive Control of
Thought—Rational (ACT-R) framework (Ander-
son and Paulson, 1977), Vasishth and colleagues
suggest that these effects can either be on account
of activation decay in memory (anti-locality) or due
to interference of intervening elements (locality).
Subsequent studies in the literature advocate for a
comprehensive theory of syntactic complexity en-
compassing both expectation-based and memory-
based theories (Levy et al., 2013; Husain et al.,
2014; Ranjan et al., 2022b).

To test the stated hypothesis, we deploy data
from Hindi-Urdu Treebank (Bhatt et al., 2009,

HUTB) corpus containing written text from
newswire domain. We compute sentence-level
cognitive measures: dependency length as local-
ity measure, trigram surprisal and PCFG surprisal
as predictability measures, semantic similarity and
case-marker features as interference measures, and
lastly, information status as discourse measure.
We then compute their averaged values through-
out each sentence and subsequently, fit a linear
regression model to predict the average depen-
dency length of corpus sentences. This approach is
well motivated from the previous studies that have
tried explaining dependency locality in natural lan-
guages (Futrell, 2019; Sharma et al., 2020). Our re-
sults demonstrate that similarity-based interference
(as modelled using semantic similarity of prever-
bal dependents) is a significant predictor of depen-
dency length for the entire dataset as well as for spe-
cific constructions of interest, viz., non-canonical
OSV orders and conjunct verbs. Our analysis of
different bins of increasing dependency lengths
consistently revealed higher occurrences of case
markers and semantically similar elements. Over-
all, our findings suggest that dependency length,
indicative of locality effects, is modulated by more
general memory interference effects. Finally, we
discuss the implications of our findings for the the-
ories of interference in comprehension.

Our main contribution is that we provide an em-
pirical basis for the Vasishth (2011)’s theoretical
proposal on the interference-locality debate using
broad-coverage study in Hindi. Moreover, we make
use of naturally occurring sentences as opposed to
artificially crafted sentences in a controlled labora-
tory experiments, thereby providing broader signif-
icance to the presented findings. Finally, our work
extends the scope of psycholinguistic research be-
yond an anglocentric focus, allowing for a broader
typological base for theory development (Jaeger
and Norcliffe, 2009; Norcliffe et al., 2015).

2 Measures of Processing Difficulty

In this section, we present details of the theories
alluded to in the introduction and measures derived
from them for our experiments.

2.1 Locality measure

Dependency Locality Theory (Gibson, 1998, 2000,
DLT) has been successfully shown to empirically
predict the source of comprehension difficulty
within sentences. DLT quantifies memory load
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during sentence comprehension in two ways: a)
by counting the number of new discourse refer-
ents introduced between heads and dependents
(INTEGRATION COST), b) by counting the num-
ber of incomplete dependencies (upcoming heads)
at a given word that needs to be stored in mem-
ory (STORAGE COST). The theory assumes decay
as its underlying cognitive construct, suggesting
that as the distance between head-dependent pairs
increases, the information fades away, leading to
forgetting. As a result, language users strive to
minimize the distance between syntactically re-
lated units in the sentence. The aforementioned
DLT metrics have been successfully shown to ac-
count for greater complexity (measured in terms
of reading times) of object relative clauses com-
pared to subject relatives in English, and more
generally have been influential in shaping natural
languages (Liu, 2008; Futrell et al., 2015, 2020;
Ranjan and von der Malsburg, 2023, 2024).

Inspired by Gibson’s word-by-word integration
cost, we define the dependency length as the count
of intervening words between head and dependent
units within a dependency graph (Temperley, 2007).
Figure 4 in Appendix A illustrates the calculation
of dependency length for Example sentence 1. The
average dependency length for each sentence was
computed by dividing the total dependency length
(sum of per-word dependency lengths) by the sen-
tence length (count of words in the sentence).

2.2 Interference measure
Previous studies on similarity-based interference
have quantified the comprehension difficulty by
examining the intervening materials between syn-
tactically related units, and the elements retrieved
at the integration site in the sentence (Gordon et al.,
2006, 2002, 2001; Van Dyke and Lewis, 2003; Van
Dyke and McElree, 2006; Jager et al., 2017; Lewis,
1998; Lee et al., 2005; Van Dyke and Johns, 2012).
These studies reported that comprehender tends
to make more retrieval errors when they experi-
ence similar items that need to be retrieved from
the working memory. This happens because sim-
ilar items share common feature attributes in the
memory and cause undesired confusion while re-
trieving the correct target element. For instance,
both Traxler et al. (2002) and Staub (2010) con-
tend that the processing difficulties associated with
English relative clause examples shown in Figure
1 can be explained using interference effects in
addition to distance effects. Sentences containing

The reporter who attacked the senator admitted the error.

The reporter who the senator attacked admitted the error.

3
2

0

0

1

1

Subject RC:

Object RC:

Figure 1: Interference-locality debate

objective relative clauses (ORC) are typically more
challenging to process and comprehend than sub-
ject relative clauses (SRC) due to their greater de-
pendency length. However, this behavior can also
be attributed to interference phenomena. The ORC
structures involve more interference compared to
SRC structures. The nouns like ‘reporter’ and ‘sen-
ator’ in ORCs, both falling into the same category,
induce greater interference during retrieval at the in-
ner verb ‘attacked,’ unlike their SRC counterparts.

As pointed previously, the interference explana-
tion has its independent motivation from the theory
of working memory retrieval—cue-based retrieval
model derived from the ACT-R cognitive archi-
tecture, which includes decay, re-activation, cue-
matching, and interference (Lewis and Vasishth,
2005; Anderson et al., 2004). Contrasting DLT’s
decay and retrieval interference mechanisms, Va-
sishth (2011) expounds that decay is a lack of fo-
cused attention over to-be-retrieved information
when the processor is engaged with interpreting
the intervening elements. On the contrary, interfer-
ence is about attention being shared unnecessarily
to multiple units of information leading to unavail-
ability of the required information. Therefore, un-
der this logical space, Vasishth posits that DLT and
interference could be the two manifestations of the
same phenomenon that we intend to probe in the
current work.

We operationalize these insights by estimating
the semantic similarity between adjacent preverbal
heads (directly linked to the main-verb) in the sen-
tence. The similarity scores sim(di) for each pre-
verbal head was estimated by computing the cosine
similarity (Salton, 1972) of the target head word
with the adjacent head-word (see Equation 1). For
instance, consider the sentence Example 1 and cor-
responding dependency graph shown in Figure 2,
we computed the cosine similarity between follow-
ing pairs: (ujala, yah); (yah, sukravar); (sukravar,
daak); (daak, prapt).
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sim(di) =
wv(di) · wv(di+1)∥∥wv(di)

∥∥ ∥∥wv(di+1)
∥∥ (1)

wv(d) and wv(di+1) denote the word vectors
of the head-word di and di+1, respectively. These
word vectors were obtained from the pre-trained
word2vec model for Hindi (Grave et al., 2018).
We then calculated the average semantic similar-
ity by summing the similarity score over all the
preverbal heads and then divided it by total pre-
verbal heads in the sentence. As a sanity check,
we deployed this method to understand how well
the cosine similarity predicts the human judgment
ratings1 of word-similarity in Hindi (Bhatia et al.,
2021). Notably, we found that the cosine similarity
had a Spearman’s rank correlation of 0.75 with the
human judgment ratings, signifying its capability
to model interference effects. Prior work has shown
that cosine similarity metric is effective in model-
ing interference phenomenon (Sharma et al., 2020;
Smith and Vasishth, 2020) and reading time (Frank,
2017; Salicchi et al., 2021) but also see Merlo and
Ackermann (2018) and De Deyne et al. (2016).

2.3 Predictability measures
Surprisal theory (Hale, 2001; Levy, 2008) posits
that language knowledge (or grammar) is proba-
bilistic in nature, shaped by prior linguistic expe-
riences and language learning. The cited authors
suggest that the cognitive effort required to com-
prehend a word wk in its context can be quantified
using Shannon’s information-theoretic measure of
the log of the inverse of word’s conditional proba-
bility given the preceding context (w1...k−1):

Effort (wk) ∝ log
1

P (wk|w1...k−1)
(2)

Sk = − logP (wk|w1...k−1) = log
P (w1...wk−1)

P (w1...wk)
(3)

Subsequently, the surprisal of the kth word, wk,
is defined as the negative log probability of wk

given the preceding intra-sentential (w1...k−1) con-
text (see Equation 3). These probabilities can be
computed either over word sequences or syntactic
configurations and reflect the information load (or
predictability) of wk. The theory is supported by a
large body of empirical evidence from behavioural
as well as broad-coverage corpus data (Demberg
and Keller, 2008; Boston et al., 2008; Roark et al.,

1https://github.com/ashwinivd/similarity_hindi

2009; Agrawal et al., 2017; Dammalapati et al.,
2021; Ranjan et al., 2022a). The cited studies sug-
gest that words with high surprisal tend to have
high reading time. In this work, we estimated the
per-word lexical trigram surprisal using n-gram
language model and syntactic surprisal using prob-
abilistic context-free grammar (PCFG) parser as
described below.

• Trigram surprisal: We estimated the lexical
surprisal for each word in the sentence using
a 3-gram language model (LM) trained on
the written section of the EMILLE Hindi Cor-
pus (Baker et al., 2002), consisting of 1 mil-
lion sentences, using the SRILM toolkit (Stol-
cke, 2002) with Good-Turing discounting.

• PCFG surprisal: We estimated the syn-
tactic surprisal of each word in a sentence
using the Berkeley latent-variable PCFG
parser2 (Petrov et al., 2006). We trained the
parser using 12000 phrase structure trees ob-
tained by converting Bhatt et al.’s HUTB de-
pendency trees into constituency trees using
the approach described in Yadav et al. (2017).
We adopted the 5-fold cross-validation ap-
proach to compute the surprisal scores from
the PCFG parser i.e., surprisal for each test
sentence was estimated by training a PCFG
LM on four folds of the phrase structure trees
and then testing on a fifth held-out fold.

For both measures above, we computed the av-
erage surprisal for each sentence by summing the
word-level surprisal of all the words in the sentence
and then divided it by sentence length.

2.4 Information status measure
Languages are known to obey given-before-new
principle by producing elements that are previously
mentioned in the discourse prior to the new content
in the sentence (Clark and Haviland, 1977; Chafe,
1976; Kaiser and Trueswell, 2004).

In this work, we annotate each sentence in our
dataset with GIVEN-NEW ordering. The preverbal
subject and object constituents of a target sentence
were assigned Given tag if any content word within
the phrase appeared in the preceding sentence in
the corpus or the head of the phrase was a pronoun;
else, the phrases were tagged as New. We then as-
signed scores to each ordering as per the following

25-fold cross-validated parser training and testing F1-score
metrics were 90.82% and 84.95%, respectively.
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ROOT

hua

 main

uajala

 k4

yah

 k1

sukravar

 k7t

daak

 k3

prapt

 pof

।

 rsym

amar

 pof__cn

ko

 lwg__psp

ko

 lwg__psp

se

 lwg__psp

(a) Dependency tree

Label Dependency
relation

Invariant syntactic relations
k1 subject/agent
k2 object/patient
k3 instrument
k4 object/recipient
k7t location in time
Complex predicate relation
pof parts of

conjunct verb
pof_cn parts of

compound noun
Local word group (lwg)
lwg_psp postposition
lwg_vaux auxilliary verb
Symbols
rsym symbol relation

(b) Dependency relations

Figure 2: HUTB dependency tree and corresponding dependency relation labels for Example 1

scheme: a) New-Given = -1 b) Given-New = +1 c)
Given-Given and New-New = 0. See Appendix B
for an illustration.

2.5 Case markers

In Hindi, case markers are identified as postposi-
tions,3 crucial for conveying grammatical relation-
ships within sentences (Kachru, 2006; Agnihotri,
2007). Case markers influence comprehension via
the mechanisms of either predictability (Avetisyan
et al., 2020) or interference effects (Tily, 2010; Ran-
jan et al., 2019). They have been shown to predict
the upcoming verb (Husain et al., 2014; Grissom II
et al., 2016) and effectively reduce interference
in memory by correctly distinguishing between
subject and objects, thereby enhancing retrieval at
the verb. Moreover, there is extensive research on
case marker interference in sentence comprehen-
sion in SOV languages like Japanese (Lewis and
Nakayama, 2001), Korean (Lee et al., 2005) and
Hindi (Vasishth, 2003). Inspired by these insights,
we compute following measures to quantify the
distinct effects of case markers:

• Case density: Ratio of the number of case
markers to the word counts in the sentence.

• Same case bigrams: Total number of iden-
tical case marker sequences associated with
pairs of adjacent preverbal constituents.

3Table 4 in Appendix C outlines Hindi case markers and
their functions.

3 Data and Methods

Our dataset consists of 1996 declarative sen-
tences with well-defined subject and object phrases
from the Hindi-Urdu Treebank (HUTB) corpus
of the written text belonging to the newswire do-
main (Bhatt et al., 2009). For each sentence, we
first compute average values of various cognitive
measures. We then fit a linear regression model
to predict the average dependency length of sen-
tences in our dataset, using the remaining cognitive
measures discussed in the preceding section as in-
dependent variables. All the independent variables
were normalized to z-scores, i.e., the predictor’s
value (centered around its mean) was divided by its
standard deviation. We used the glm function in R
to perform our regression experiments expressed
using the glm equation below:

Dependency length ∼





similarity + same case bigram +
trigram surprisal + PCFG surprisal +
case density + IS score

(4)

The pairwise Pearson correlation coefficients
among these measures are shown in Appendix D,
Figure 5. We observed a moderate correlation of
0.31 between dependency length and semantic sim-
ilarity, whereas the remaining predictors exhibited
weaker correlations with dependency length.

4 Results

In this section, we test the hypothesis that local-
ity effects as captured by dependency length are
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Predictor β̂ σ̂ t

Intercept 1.87 0.016 118.81
IS Score -0.04 0.013 -3.13
PCFG surprisal 0.06 0.019 2.99
3.gram surprisal -0.05 0.019 -2.53
same case bigram -0.01 0.015 -0.27
case density 0.09 0.015 5.94
similarity 0.19 0.015 13.16
PCFG x 3.gram surp -0.05 0.011 -4.08

Table 1: Linear regression model predicting average
dependency length on full data set (1996); significant
predictors denoted in bold

reducible to more general memory-interference ef-
fects as captured by semantic similarity and case
marker features while controlling for expectation-
based measures and discourse givenness. We, there-
fore, expect that interference-based features should
have positive regression coefficients in the regres-
sion model. In other words, sentences with longer
dependency length in Hindi should exhibit greater
interference effects as quantified by more case
markers, and interfering noun phrases (NPs) with
similar featural attributes. Our results are discussed
in the remaining subsections.

4.1 Predicting dependency length

We first performed regression analyses on the entire
data set to investigate the influence of predictabil-
ity, interference, and givenness measures on the
dependency length. We then reported the statistical
analyses on different bins of dependency lengths.
Table 1 displays the regression results over the en-
tire data set. All interference measures other than
same-case bigram counts are significant predictors
of dependency length, thus validating our proposed
hypothesis. The positive regression coefficient for
semantic similarity indicates that with every unit in-
crease in its score, the value of dependency length
also increases, thus shedding light on how locality
effects are modulated in Hindi. Moreover, adding
similarity score into a model containing all other
predictors significantly improved the fit of our re-
gression model (χ2 = 166.75; p < 0.001). The pos-
itive regression coefficient of case density suggests
that sentences with more case markers tend to have
higher dependency length, consequently highlight-
ing both predictability and interference effects of
case markers as discussed in the comprehension lit-
erature (Husain et al., 2014; Avetisyan et al., 2020).

The negative regression coefficient of the IS score
suggests that sentences with longer dependency
length have NEW-GIVEN ordering. Finally, syntac-
tic PCFG and lexical trigram surprisal measures
have positive and negative regression coefficients,
respectively, with a significant interaction between
the two while predicting dependency length, sug-
gesting that syntactically complex sentences may
have more probable word sequences.

We investigated the relationship between case
marking and dependency length in more detail. For
each of the 25 most frequent verbs in the HUTB,
we plotted the average case density of all sentences
having that verb as the root of the sentence against
the average dependency length of those sentences
(refer to Figure 3). Many of the high-frequency
verbs have an average dependency length greater
than the average value for all verbs. Such verbs
also have higher a case density value compared to
the average value for verbs in the entire dataset.
Almost all these verbs are perfective verbs which
are transitive in nature. In Hindi, it is well known
that the ergative marker ne indicates the presence
of an upcoming transitive verb with perfective as-
pect (Choudhary et al., 2009; Husain et al., 2014).
Vice-versa, we observe verbs having lower-than-
average values for both average dependency length
and case density. The verbs in this set are mostly
auxiliary verbs like hai and tha. Thus root verbs
with longer dependencies are associated with de-
pendents marked by more case markers and con-
versely, verbs involved in shorter dependencies are
linked to fewer case-marked heads.

In a recent work, Ranjan et al. (2022b) conjec-
tured that the presence of semantically similar noun
phrases and case markers are a strong factor poten-
tially overriding the pressure for dependency length
minimization in determining Hindi word-ordering
choices. They further observed that the dependency
length was an effective predictor of human choices
only at very high dependency length values, con-
sistent with prior work in the literature denoting in-
terference effects in long-distance dependency res-
olution (Van Dyke and McElree, 2006; Van Dyke,
2007; Lewis, 1996). To substantiate these insights
further, we fitted separate regression models con-
taining all the predictors on four different bins of
the dependency length; we report the results in
Table 2. Our results at high dependency length
suggest that long-distance dependency resolution
is indeed driven by interference effects. However,
case-marker effects are significant in all bins except
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Figure 3: Average case density and dependency length for the 25 most-frequent HUTB verbs (average dependency
length and case density values for the entire dataset depicted as dotted lines parallel to X and Y axes respectively)

the final one, a finding which requires more explo-
ration factoring in the possibility of the interplay
between case-based facilitation (Logačev and Va-
sishth, 2012) and cosine similarity. In other words,
interference (whether proactive or retroactive) on
account of a greater number of similar intervening
items might be the working mechanism behind the
processing difficulty postulated for longer depen-
dency distances. This finding is also consistent
with prior work in the literature, which argues that
decay, the underlying cognitive construct behind
locality, does not have robust empirical evidence
supporting it (Engelmann et al., 2019; Oberauer
and Lewandowsky, 2013, 2014; Stone et al., 2020;
Berman et al., 2009, cf. Hardt et al., 2013).

4.2 Construction Analysis
In this section, we examined two Hindi syntactic
constructions studied in the sentence processing lit-
erature, viz., object-fronted (non-canonical) word
orders, i.e., direct (DO) and indirect object (IO)
fronting (Vasishth, 2004), and conjunct verb con-
structions (Husain et al., 2014).

4.2.1 Non-canonical word order
We analyzed HUTB sentences that displayed
Object-Subject-Verb (OSV) order, as illustrated
in Example 1. The fronted objects could be di-

rect or indirect. Vasishth (2004) showed that de-
pendency length effectively predicts the processing
difficulties associated with OSV orders. Husain
et al. (2014) demonstrated that sentences with con-
junct verbs exhibit anti-locality effects. Table 3
displays the regression results for DO-/IO-fronted
subsets and conjunct-verb constructions. For both
DO- and IO-fronted sentences, our results revealed
that the similarity measure is the only feature that
significantly predicts the dependency length, while
other effects are non-significant. The regression
coefficient is also in the expected direction. Va-
sishth (2004) in his investigation of OSV order in
Hindi reported that unlike IO-fronted sentences,
the DO-fronted sentences still remained difficult
to comprehend when provided with appropriate
discourse context as compared to their canonical
counterparts. He attributed the difficulty to greater
dependency length, and thereby greater memory
load, associated with DO-fronted sentences.

Example 2 illustrates a DO-fronted sentence
from our dataset where all preverbal heads (gundon
(henchmen), hathiyaar (wepons), police, kshetra
(area), giraftaar (arrest)) directly linked to the
main verb (kiya) are highlighted. This non-
canonical sentence exhibits a greater dependency
length (1.91) than average (1.83), indicating that
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Predictor dl <= 1.36 1.36 <dl <= 1.80 1.80 <dl <= 2.20 dl >2.20
(#495) (#555) (#448) (#498)

Intercept 1.13 1.59 1.99 2.70
case density 0.03 0.01 0.02 NS
similarity 0.06 NS 0.01 0.07
IS Score NS -0.01 NS -0.04
PCFG x 3.gram surprisal -0.02 NS NS NS

Table 2: Four different regression models predicting average dependency length in binned data sets with the no.
of data points in each indicated in column headers; column values represent regression coefficient of different
predictors in the regression model; dl = Average dependency length; Bin-wise number of data points in parentheses;
trigram and PCFG surprisal, and same case bigram features not shown as they are not significant (NS) in the models;
Avg dl (Min, 1st Quartile, Mean, 3rd Quartile, Max) = 0.37, 1.36, 1.83, 2.20, 6.20

Predictor β̂ σ̂ t

DO-FRONTED SUBSET

Intercept 1.66 0.053 31.32
similarity 0.27 0.052 5.11

IO-FRONTED SUBSET

Intercept 1.78 0.065 27.62
similarity 0.22 0.054 4.03

CONJUNCT-VERB SUBSET

Intercept 1.93 0.021 92.24
PCFG surprisal 0.08 0.027 3.32
case density 0.09 0.022 4.13
similarity 0.18 0.019 9.34

Table 3: Linear regression model predicting average
dependency length on DO-fronted (133), IO-fronted
(101), and conjunct-verb (1158) data sets; significant
predictors denoted in bold; non-significant predictors
not shown here but see Appendix E for full details)

OSV sentences generally impose a higher mem-
ory load. Additionally, this sentence also has a
higher semantic similarity (0.18) than the aver-
age (0.08) due to confusability among the four
aforementioned preverbal head nouns (two animate
and two inanimate nouns) when retrieved at the
main verb. Therefore, these results suggest that
the observed difficulty, as captured by dependency
length in these OSV constructions, can be effec-
tively explained by examining the semantic simi-
larity among the preverbal heads within a sentence.

(2) [kukhyaat sargana chhota rajan giroh-ke
Infamous gangster chhota raja gang-GEN

chaar gundon-ko]DO

four goons-ACC
hathiyaar sahit
weapons along with

[police-ne]S
police-ERG

sehar-ke
city-GEN

uttari paschami kshetra-se
north-western area-LOC

[giraftaar]POF

arrest
kiya
do.PST.PFV.SG.M

The police arrested four henchmen from the no-

torious gangster Chhota Rajan gang, along with
weapons, from the north-western area of the city.

4.2.2 Conjunct verbs
We focused on sentences in the corpus that con-
tained noun-verb complex predicates, commonly
referred to as conjunct verbs (Kachru, 1982; Butt,
1995; Mohanan, 1994). A conjunct verb consists
of a complex predicate composed of a noun and
a subsequent verb; these are annotated with the
POF dependency relation in the HUTB corpus (See
Example 5 in Appendix F).

For conjunct verb constructions (bottom block
in Table 3), our analysis revealed that semantic sim-
ilarity, case density, and PCFG surprisal emerged
as significant predictors of dependency length. No-
tably, these predictors displayed positive regression
coefficients, affirming the validity of our proposed
hypothesis. In a self-paced reading study, Husain
et al. (2014) found no significant reading time dif-
ferences at the final verb in non-compositional
sequences (e.g., khyaal rakhna) when the noun-
verb distance increased with intervening adverbials.
They observed locality effects only in simple predi-
cates where the final verb was not predictable from
its noun counterpart (e.g., guitar rakhna). Table 8
in Appendix G depicts construction-wise average
feature values. In comparison to sentences with
non-canonical word orders (11.72%), the conjunct
verbs constructions (58.02%) are very frequent in
our dataset and have higher average dependency
length, number of constituents, similarity, and case
density. Thus the differential impact of various
features across the three constructions can be ex-
plained by the variation in these basic properties.

Thus, these construction-specific results further
corroborate the view that the underlying reason
behind locality effects may not be decay but rather
more general memory retrieval and interference

247



effects as captured by semantic similarity.

5 Discussion

Our results show that our proposed interference
measures, viz. semantic similarity and case density,
model locality effects (as captured by dependency
length) in Hindi. Their effects remain consistent
at high dependency length, suggesting that depen-
dency locality may be driven not just by decay
of information but also by proactive and retroac-
tive interference. Our findings also highlight that
long dependencies involve a greater proportion of
case markers. This reinforces the idea that within
a natural corpus, the processing load on account
of longer dependencies is due to increased mem-
ory load caused by interference and predictability
effects arising from case markers. Additionally,
we found that sentences with longer dependency
lengths consistently exhibited high PCFG syntactic
surprisal but low lexical trigram surprisal, with a no-
table interaction between the two. This hints at the
possibility that syntactically complex sentences (as
denoted by longer dependencies or greater syntac-
tic surprisal) perhaps feature more probable word
sequences, potentially mitigating the memory load.
Finally, we noted that the interference due to same-
case bigrams (i.e., adjacent NPs marked with the
same case marker) is insignificant in predicting de-
pendency length, and further analyses confirmed
that their effects were already accounted by our
semantic similarity measure.

For non-canonical OSV orders, we found that se-
mantic similarity was the only significant positive
predictor of dependency length. In contrast, for
the sentences with conjunct verbs, in addition to
PCFG surprisal, both semantic similarity and case
density were significant predictors of dependency
length, thereby validating our initial hypothesis
across both constructions. These findings provide
further insights for retrieval interference as an ex-
planatory mechanism underlying locality effects
that have been observed across various construc-
tions in Hindi (Vasishth, 2004; Vasishth and Lewis,
2006; Husain et al., 2014; Ranjan et al., 2022b;
Ranjan and von der Malsburg, 2023, 2024). Our
results corroborate previous conjectures suggesting
that temporal decay alone may not be the only ex-
planation for the observed locality effects (Berman
et al., 2009; Oberauer and Lewandowsky, 2013,
2014; Engelmann et al., 2019; Stone et al., 2020;
Ranjan et al., 2022b, cf. Hardt et al., 2013).

More recently, Ranjan and van Schijndel (2024)
in their extensive study of non-canonical word or-
ders in a corpus of naturally occurring Hindi text
demonstrated that discourse expectations captured
by surprisal estimates from neural language models
fine-tuned over preceding sentential context primar-
ily govern the production of Hindi sentences. No-
tably, they report that discourse-enhanced surprisal
entirely subsumes the impact of dependency length
minimization effects in predicting Hindi OSV or-
ders. Future work needs to investigate how inter-
ference, locality and surprisal jointly shape natural
languages and human behaviour.

Our results provide an empirical basis for Va-
sishth (2011)’s theoretical proposal, where it was
argued that locality and interference could be dif-
ferent manifestations of the same phenomenon. Va-
sishth contends that dependency locality instanti-
ates the concept of decay in the form of dependency
distance by counting the number of intervening dis-
course referents. In contrast, interference has no
notion of memory limitation (storage) and only
exhibits its effect through syntactic and semantic
integration during retrieval processes, which get
affected by the nature, quality, and specific con-
tent of information stored in the memory. Our
semantic similarity measure (as quantified by co-
sine similarity among preverbal heads) significantly
predicts the dependency length in Hindi, possibly
indicating that interference effects may subsume
the predictions of dependency locality. Therefore,
we propose that interference effects also need to
be factored in while developing a comprehensive
theory of sentence processing.

As a part of future work, we plan to investigate
the role of interference in presence of various other
factors such as surprisal, locality, and discourse
considerations. We also intend to tease apart the
distance vs. interference effects by studying the
nature of intervening material between the head
and dependent units in a more controlled setup.
Finally, future work should explore the impact of
these factors on other languages to make cross-
linguistic generalizations, as well as on language
production using spoken datasets.

In sum, our results suggest a significant asso-
ciation between locality and interference effects,
perhaps indicating that locality might be a surface
phenomenon whose internal workings are driven
by interference during memory retrieval.
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Appendix

A Dependency length calculation

amar ujala ko yah sukravar ko daak se prapt hua

‘Amar Ujala received it by post on Friday.’

7 (DL=18)

5

4

2

00 0 0 0

Figure 4: Calculation of dependency length in a dependency tree; Total dependency length (DL) of the structure
indicated above the top arc; Word’s dependency length is mentioned above each dependency arc

B Information Status Annotation

(3) Preceding context sentence

amar ujala-ki
Amar Ujala-GEN

bhumika
role

nispaksh
unbiased

rehti
remain

hai
be.PRS.SG

Amar Ujala’s role remains unbiased.

(4) Target Sentence
a. [amar ujala-ko]O

Amar Ujala-ACC
[yah]S
it

sukravar-ko
friday-on

daak-se
post-INST

prapt
receive

hua
be.PST.SG

[Given-Given = 0]

Amar Ujala received it by post on Friday.

In the above target example, the object phrase shares a content word “amar ujala" with the preceding
context sentence. Therefore, the object phrase is assigned a GIVEN tag. Additionally, the subject phrase
“yah" in the target sentence is a pronoun, so it is also assigned a GIVEN tag. As a result, the target sentence,
overall, belongs to GIVEN-GIVEN ordering.
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C Hindi Case Markers

Marker Case (Gloss) Grammatical
Function

ϕ nominative (NOM) subject/object
ne ergative (ERG) subject
ko accusative (ACC) object

dative (DAT) subject/indirect object
se instrumental (INS) subject/oblique/adjunct

ka/ki/ke genitive (GEN) subject (infinitives)
specifier

mẽ/par/tak locative (LOC) oblique/adjunct

Table 4: Hindi case markers (Butt and King, 1996)
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Figure 5: Pearson’s correlation coefficient between various cognitive measures
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E Construction Analysis

Predictor β̂ σ̂ t

Intercept 1.66 0.053 31.32
IS Score 0.02 0.044 0.35
PCFG surprisal 0.06 0.066 0.88
3.gram surprisal -0.01 0.064 -0.15
same case bigram -0.01 0.052 -0.27
case density 0.08 0.052 1.57
similarity 0.27 0.052 5.11
3.gram x PCFG surp -0.05 0.034 -1.31

Table 5: Linear regression model predicting average dependency length on DO-fronted dataset (133); significant
predictors denoted in bold; other predictors not shown as they are not significant in the model

Predictor β̂ σ̂ t

Intercept 1.78 0.065 27.62
IS Score 0.02 0.050 0.40
PCFG surprisal 0.04 0.081 0.48
3.gram surprisal 0.03 0.084 0.40
same case bigram -0.01 0.060 -0.14
case density -0.04 0.058 -0.65
similarity 0.22 0.054 4.03
3.gram x PCFG surp -0.07 0.045 -1.59

Table 6: Linear regression model predicting average dependency length on IO-fronted dataset (101); significant
predictors denoted in bold; other predictors not shown as they are not significant in the model

Predictor β̂ σ̂ t

Intercept 1.93 0.021 92.24
IS Score -0.02 0.018 -1.54
PCFG surprisal 0.08 0.027 3.32
3.gram surprisal -0.05 0.027 -1.64
same case bigram -0.03 0.019 -1.57
case density 0.09 0.022 4.13
similarity 0.18 0.019 9.34
3.gram x PCFG surp -0.03 0.02 -1.72

Table 7: Linear regression model predicting average dependency length on conjunct-verb dataset (1158); significant
predictors denoted in bold; other predictors not shown as they are not significant in the model
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F Conjunct Verb Construction

In Hindi conjunct verbs, a highly predictable verb follows a nominal element, resulting in a non-
compositional meaning such as khyaal rakhna (‘care keep/put’; ‘to take care of’) as opposed to guitar
rakhna (‘guitar keep/put’; ‘to put down or keep a guitar’). The following example illustrates Hindi
conjunct verbs:

(5) baasu chatterjee-ne
baasu chatterjee-ERG

apne parivaar-ka
his own family-GEN

[khyaal]POF

care
rakha
keep.PST.PFV

Basu Chatterjee took care of his family.

G Dataset distribution

Construction(#cases) DL Similarity Case Same-Same Trigram PCFG Sentence #Preverbal
density Sequence surprisal surprisal length constituents

Conjunct verbs (1158) 46.40 0.42 0.21 0.49 49.26 138.97 22.42 4.28
IO-fronted orders (101) 38.73 0.35 0.21 0.29 45.71 126.19 20.33 3.66
DO-fronted orders (133) 29.56 0.31 0.19 0.46 41.53 112.54 17.08 3.69
Full data (1996) 40.04 0.38 0.21 0.44 45.03 125.93 20.03 4.04

Table 8: Construction-specific statistics (mean values)
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