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Abstract
Markedness in natural language is often asso-
ciated with non-literal meanings in discourse.
Differential Object Marking (DOM) in Korean
is one instance of this phenomenon, where post-
positional markers are selected based on both
the semantic features of the noun phrases and
the discourse features that are orthogonal to the
semantic features. Previous work has shown
that distributional models of language recover
certain semantic features of words—do these
models capture implied discourse-level mean-
ings as well? We evaluate whether a set of large
language models are capable of associating dis-
course meanings with different object mark-
ings in Korean. Results suggest that discourse
meanings of a grammatical marker can be more
challenging to encode than that of a discourse
marker.

1 Introduction

The distributional hypothesis states that the mean-
ing of a word can be derived in part from the lin-
guistic contexts in which it is used (Harris, 1954).
Accordingly, language models built on distribu-
tional patterns of language use have proved use-
ful for modeling both content words (Lenci, 2018;
Boleda, 2020) and function words (Marelli and
Baroni, 2015). With recent advancements, large
scale neural language models have demonstrated
that distributional semantic models encode substan-
tial amount of semantic knowledge (Tenney et al.,
2019a; Trott and Bergen, 2021) and even contex-
tualized meanings of words (Tenney et al., 2019b).
In the current work, we ask whether distributional
semantics in a large scale can encode meanings
of function words that encompasses semantic and
discourse meanings.

Differential Object Marking (DOM), particularly
in Korean, poses an interesting challenge to dis-
tributional semantics. DOM is a phenomenon in
which grammatical objects can be marked with dif-
ferent grammatical structures (e.g., case markers)

(see Bossong, 1991), often explained with varying
semantic features of the referent (see Aissen, 2003).
In Korean, DOM is associated not only with the
semantic features of an object but also with the dis-
course status of the object (Kwon and Zribi-Hertz,
2008; Lee, 2006). As an instance, three alternative
markings—lul, nun,1 and null-marking—can ap-
pear after an object that is picked out from a set of
contextualized alternatives. While the null-marking
option reflects that the object is contextualized ele-
ment in the discourse context, lul and nun markers
imply the exhaustive status of the object, contrasted
with other alternatives from the set. Furthermore,
each of the lul and nun markers derives the ex-
haustive status that posit different constraint on the
upcoming discourse.

Thus, in order to account for Korean DOM, dis-
tributional patterns of object markings must be able
to encode multiple meanings of the markers at once:
the discourse features that are grounded with the
discourse context, as well as semantic features of
objects that are orthogonal to discourse context.
To test this, we used pre-trained Large Language
Models (LLMs). LLMs have been evaluated as a
subject of psycholinguistics (Futrell et al., 2019) for
their ability to grasp non-literal meanings (Hu et al.,
2023; Jeretič et al., 2020) and those that are closely
tied to the pragmatic context (Trott et al., 2023). In
line with these studies, we evaluate whether LLMs
exhibit the competency with discourse meanings
associated with different object markings in Ko-
rean.

2 Patterns under evaluation

In this study, we focus on three post-positional
marking options in Korean, as illustrated in (1).2

1The lul and nun markers are allomorphic and are respec-
tively realized as ul and un to follow a syllable that ends with
a coda (consonant). For clarity, we refer to each marker as lul
and nun.

2Following abbreviations are used in the examples. ∅ =
null-marking, ACC = accusative, ADD = additive, CT = con-
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The first lul marker is canonically an accusative
case marker. Without any considerations on specific
discourse context, the lul marker indicates that a
noun phrase is a grammatical direct object. The
nun marker, on the other hand, is mainly used as a
discourse marker and replaces the lul marker. In (1),
the nun marker indicates that the object is being
contrasted with other entities (Choi, 1996; Kim,
2018). The last marking option in (1), annotated
with ∅, indicates that no markers follow the object.
This option, what we refer to as “null-marking”, is
common in colloquial Korean (Choi-Jonin, 2008;
Lee, 2007). All of the three marking options in (1)
are grammatical and felicitous to appear after an
object.

(1) Mina-ka
Mina-NOM

pizza-{lul/nun/∅}
pizza-{ACC/CT/∅}

kacyewasse.
brought

‘Mina brought a pizza.’

Some options listed in (1), however, can lead to
implicatures in a discourse context. Implicatures
refer to the meaning that is not conveyed by the
truth-conditional meaning of each words, but what
can be inferred from those in the context of the
usage (Grice, 1989). As a specific type of impli-
cature, exhaustivity implicature arises when there
is a set of alternatives in the discourse. When one
element from the set is picked out as an answer to
the question, the mentioned element is perceived as
an exhaustive information relevant to the question
(Büring, 2003; Horn, 1981; Rooth, 1992; Van Rooij
and Schulz, 2004).

The lul and nun marker can both evoke exhaus-
tivity implicatures, while the null-marking does not.
To illustrate, in (2), the given context evokes a set
of alternatives {pizza, cake}. In the first response
option (A), one alternative pizza from the set is
picked out but appears without any marker. In this
response, the null-marking does not convey an ex-
haustivity status of the object, but indicates that the
speaker refers to the contextualized object in the
discourse context.

(2) Context: Interlocutors know that guests
were invited to bring a pizza and a cake to
the party, and that Mina attended the party.
Q. What did Mina bring?
A. Pizza-∅

pizza-∅
kacyewasse.
brought

‘(Mina) brought the pizza.’

trastive, NOM = nominative, NEG = negation, # = infelicitous.

B. Pizza-lul
pizza-ACC

kacyewasse.
brought

Cake-to
cake-ADD

kacyewasse.
brought
‘(Mina) brought the pizza.
(→ Mina didn’t bring anything else.)
(Mina) also brought the cake.’

C. Pizza-nun
pizza-CT

kacyewasse.
brought

#Cake-to
cake-ADD

kacyewasse.
brought
‘(Mina) brought the pizza.
(→ Mina didn’t bring anything else.)
(Mina) also brought the cake.’

C′. Pizza-nun
pizza-CT

kacyewasse.
brought

Cake-un
cake-CT

ahn
NEG

kacyewasse.
brought
‘(Mina) brought the pizza.
(→ Mina didn’t bring anything else.)
(Mina) didn’t bring the cake.’

Both of the lul and nun markers can evoke ex-
haustivity implicatures, but each marker’s impli-
catures differ in terms of whether the information
conveyed by the implicature can be corrected in
the upcoming discourse. In other words, the lul
and nun marker’s exhaustivity implicatures exhibit
different cancelability (Lee, 2003, 2017). In (2) B,
pizza is picked out from the set of alternatives and
marked with the lul. The lul marker conveys an
exhaustivity implicature (given in the parentheses),
which is cancelable in the upcoming discourse (Lee,
2003). Due to its cancelability, the second utterance
‘(Mina) also brought a cake.’ forms a felicitous con-
tinuation of the response.

C and C′ in (2) illustrates the exhaustivity impli-
cature evoked by the nun marker. However, unlike
the lul marker, the nun marker evokes an exhaustiv-
ity implicature that is not cancelable (Kim, 2018;
Lee, 2003). In C, the second sentence cannot be the
felicitous discourse continuation, because it con-
tradicts the uncancelable exhaustivity implicature
derived by the nun marker. C′ presents the felici-
tous discourse continuation, where the exhaustivity
status of the object indicated by the nun is not con-
tradicted.3

3To be more precise, exhaustive interpretations of the lul
and nun markers have been discussed in association with dif-
ferent types of Information Structure (Lambrecht, 1994). The
lul marker is associated with the Contrastive Focus (CF) status
and derives the exhaustivity of the CF element(s) (Lee, 2003,
2017). The nun marker is associated with the Contrastive
Topic (CT) status, and implies that there is unanswered por-
tion of a Question Under Discussion (QUD) (Büring, 2003).
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Thus, paradigmatic contrasts between lul, nun,
and null-marking derive non-literal meanings that
are captured in the discourse domain: exhaustivity
implicatures and their cancelability in association
with each marking options. In the following sec-
tions, we examine whether LLMs’ semantic rep-
resentations of each marking options reflect these
discourse meanings.

3 Models under evaluation

To assess distributional semantics with discourse
meanings of Korean DOM, we examine a set of
pre-trained LLMs. Pre-trained LLMs are trained to
perform a token prediction task on large volumes
of corpora (e.g., sometimes billions or trillions of
words) using many parameters. LLMs learn to pre-
dict words in context by observing statistical pat-
terns in which words and word sequences are most
likely to co-occur. This makes them well-suited as
operationalizations of the distributional hypothesis.

Previous research suggests that distributional
semantics may be able to effectively encode dis-
course meanings, particularly when the training
data and the model are both sufficiently large. Ten-
ney et al. (2019b) discovered that more contextual-
ized knowledge may emerge in deeper layers of a
model’s architecture. Jeretič et al. (2020) found that
models are adept at learning non-literal meanings,
even though off-the-shelf models may lack prag-
matic competency. Additionally, Hu et al. (2023)
observed that larger models achieve high accuracy
and align with human error patterns in various prag-
matic phenomena. Considering these results, we
evaluate models with different numbers of parame-
ters to determine whether distributional semantics
can effectively encode discourse meanings associ-
ated with different object markings as the models
scale up.

We test a series of generative pre-trained trans-
former models that are developed for the Korean
language and as multi-lingual models. Starting
from models with smaller parameters to larger
ones, we include KoGPT-2 (125M)4 and KoGPT-
Trinity (1.2B),5 both developed and trained specif-
ically for Korean. We also test Polyglot-Ko mod-

To identify discourse patterns that language models can be
evaluated for, we defer discussions on theoretical notions.

4https://huggingface.co/skt/kogpt2-base-v2
5https://huggingface.co/skt/ko-gpt-trinity-1.

2B-v0.5

els with 3.8B,6 5.8B,7 and 12.8B8 parameters, de-
veloped under a project for multilingual LLMs
and primarily trained with Korean data. Lastly,
we test text-davinci-003/GPT-3 (175B)9 and gpt4-
1106-preview/ChatGPT, both accessed with Ope-
nAI API.10 These two models stand out as they are
trained with reinforcement learning from human
feedback (RLHF); this makes them less suitable to
a direct test of the “pure” distributional hypothesis
(given that they receive explicit human feedback),
but they remain useful operationalizations of what
can be learned from a linguistic training signal.
Despite not being developed specifically for Ko-
rean, their massive size and diverse training data
enable them to demonstrate competency in using
the Korean language.

All models, with the exception of ChatGPT,
grant access to their internal semantic represen-
tations through logits/log probabilities assigned to
input and output tokens. ChatGPT, on the other
hand, is optimized for ‘prompting,’ limiting the
assessment of its semantic representation via the
model’s meta-judgments on inputs. We employ dis-
tinct approaches to evaluate these two model types.

4 Experiment 1: Discourse meanings in
processing

We first investigate whether LLMs’ semantic repre-
sentation of words can reflect discourse meanings
of the lul and nun. We compare LLMs’ and humans’
sensitivity towards exhaustivity implicatures indi-
cated with the lul and nun markers and the different
cancelability of each marker’s implicatures.

We created 288 stimuli (48 items to appear in 6
conditions), as shown in Table 1. Each item begins
with a sentence contextualizing a set of alternatives,
followed by a question about one alternative from
the set. The response portion of the conversation
always consists of two sentences. The first sentence
was manipulated to have different object markings
between lul and nun. The second sentence states
how the other alternative from the set forms the
relation with the elided subject. The previous verb
from the question (and the first response sentence)

6https://huggingface.co/EleutherAI/
polyglot-ko-3.8b

7https://huggingface.co/EleutherAI/
polyglot-ko-5.8b

8https://huggingface.co/EleutherAI/
polyglot-ko-12.8b

9Accessed before its deprecation on January 4th, 2024.
10https://platform.openai.com/docs/

api-reference
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Figure 1: Evaluations of discourse continuations where the exhaustivity status implied by lul and nun is canceled
(with repeated continuations) or not canceled (with negated continuations), and where the previous sentence is
logically contradicted (dashed line). Mean surprisals and 95% CIs gathered from the 6 models are presented on
the left. Higher surprisals indicate that the model had lower expectations for encountering the continuation. On
the right side, mean of z-transformed appropriateness ratings and 95% CIs from ChatGPT and 34 native Korean
speakers are presented. Higher ratings indicate that the discourse continuation was evaluated as more felicitous.
Stars indicate adjusted significance levels obtained from paired t-tests with Bonferroni corrections (****: p < 0.001,
**: p < 0.005, *: p < 0.05).

Set of alter-
natives

Sohee knows that Mina and Yuna
could receive medals and tro-
phies.

Question Sohee: What did Yuna receive?
Object
marking

Mina: Received a medal-{lul/
nun}.

Continuation {Also received/Didn’t re-
ceive/Only received} a trophy.

Table 1: An illustration of items used in the Experiment
1. Non-italic components in the right column are pre-
sented in Korean, and only one option in curly brackets
is presented in a single item. See the Appendix A for
this example written in Korean.

is manipulated to be either repeated or negated.
When the previous verb is repeated, the exhaustiv-
ity status established in the previous sentence is
canceled; when it is negated, the exhaustivity sta-
tus is maintained. As a baseline, we also included
contradictory continuations where the alternative
object (e.g., trophy in Table 1) is marked with the
‘only’ (-man) marker and evokes a logical contra-
diction with the first sentence.

4.1 Surprisal measurements

As an assessment of semantic representations of
different marking options, we obtained surprisal of
each sentence following different markings (e.g.,

Continuation sentence in Table 1) from all mod-
els except ChatGPT. Logits assigned to each token
in the sentence are first converted into log proba-
bilities. We then summed log probabilities of all
tokens in a sentence and normalized for the number
of tokens in a sentence. These are then converted
to surprisal. For GPT-3, we skipped the step of
converting logits into log probabilities, as the out-
put already provides log probabilities. If models
perceive the exhaustivity implicature and its cance-
lability, they should exhibit notably higher surprisal
only when the nun marker is followed by a repeated
verb continuation (e.g., “also received” in Table 1).

Surprisal scores are summarized in the left sub-
figure of Figure 1. Among the six models, only
the GPT-3 could distinguish logical contradiction
(dashed line in Figure 1) from pragmatically in-
felicitous discourse. Additionally, GPT-3 was the
only model sensitive to the non-cancelable exhaus-
tivity implicature of the nun marker. However, the
model exhibited higher surprisal when encounter-
ing an uncanceled implicature following the lul
marker, deviating from the observed pattern in (2)
B and from human speakers. All Polyglot-Ko mod-
els showed sensitivity towards the lul marker fol-
lowed by non-canceled exhaustivity, which is also
incoherent with the cancelability observed in (2) B
and from human speakers.

153



Coefficients
β of surprisal β of z-transformed

(p-value) ratings (p-value)
KoGPT-2 Ko-Trinity Poly-3B Poly-5B Poly-12B GPT-3 ChatGPT Human

Intercept 16.60 18.79 17.51 18.53 18.02 1.07 0.78 0.75
(***) (***) (***) (***) (***) (***) (***) (***)

Marker:Nun 0.08 0.18 0.20 0.13 0.20 -0.49 -0.02 -0.02
(0.46) (0.30) (0.15) (0.24) (*) (***) (0.85) (0.65)

Continuation:Repeated -1.14 0.30 0.65 0.39 0.34 -0.12 -0.58 -0.01
(0.21) (0.09) (***) (***) (***) (***) (***) (0.88)

Marker:Nun× -0.08 -0.05 -0.21 -0.22 -0.19 0.21 0.24 -0.44
Continuation:Repeated (0.64) (0.85) (0.29) (0.17) (0.14) (***) (0.15) (***)

Table 2: Surprisal scores obtained with each of the first six models are fitted with the mixed effects model: surprisal
∼ marker * continuation + (1|item). Positive coefficients indicate increase in the surprisal, thus decrease in
the model’s expectedness. Ratings obtained with ChatGPT and human are z-transformed and fitted with the mixed
effects model. For ChatGPT: z-rating ∼ marker * continuation + (1|item). For human: z-rating ∼
marker * continuation + (1+marker*continuation|participant) + (1+marker*continuation|item).
In these models, positive coefficients indicate increase in the ratings of appropriateness. ***: p < 0.001, *: p < 0.05.

4.2 Elicited ratings

ChatGPT’s and humans’ processing patterns were
assessed by asking them to rate how much each
type of continuations (c.f. Table 1) is appropriate
to follow the previous sentence. A 7-point likert
scale was provided, with 1 representing the second
sentence being ‘inappropriate’ and 7 representing it
being ‘appropriate’. For ChatGPT, we set a system
message—Make sure to respond only with a num-
ber between 1 and 7.—via OpenAI API. This can
be considered as a meta-instruction guiding how
the model should respond to each prompt. We also
set the temperature to 0, which guides the model to
generate responses deterministically based on the
probability assignments. For human participants,
the context preamble was written more specifically
to describe the shared knowledge of speakers and
listeners regarding the set of alternatives (see the
Appendix A for the full item). In the human experi-
ment, contradictory continuations were presented
as a part of fillers. Each participant saw 24 criti-
cal items appearing in one out of 4 conditions, 24
fillers, and 4 attention checks. Native speakers of
Korean were recruited and compensated via online
crowdsourcing platform based in South Korea.11

After the data elimination process, responses from
34 participants are retained and reported.

We transformed ChatGPT’s and each of the 34
participant’s appropriateness ratings, including rat-
ings on contradictory continuations, into z-scores,
using the mean and standard deviation obtained
within each participant/model. The z-transformed
ratings are presented in the right subfigure in Fig-
ure 1. Raw ratings without z-transformation are

11https://gosurveasy.com/

presented in the Appendix B. When interpreting
ChatGPT’s results, we adopt a cautious and non-
conclusive approach, guided by the findings of Hu
and Levy (2023). Instead of viewing the chat re-
sponses as a direct reflection of the model’s seman-
tic representation, we consider them as indicative
of the model’s proficiency in making evaluations
about the input.

In general, ChatGPT and humans showed pos-
itive ratings for critical items targeting appro-
priateness ratings, while giving negative ratings
for contradictory continuations targeting truth-
conditional judgements (dashed line in Figure 1).
This confirms that their ratings were based on dis-
course (in)felicity, not on truth-conditional mean-
ings. ChatGPT showed similar sensitivity observed
with GPT-3. The model was somewhat sensitive
towards the nun marker’s non-cancelable exhaus-
tivity implicature, which was coherent with human
speakers’ patterns. However, the model also pro-
duced more negative ratings for the lul marker’s
cancelable implicature, which differed from the
pattern observed in human speakers.

4.3 Mixed-effects models

We fitted a mixed effects regression model to fur-
ther investigate each model’s sensitivity towards
the cancelability of the exhaustivity implicature.
For models assessed with surprisal measurements,
we fitted a model predicting surprisal with marker,
continuation, and the interaction of the two, while
controlling for random effects of each lexicalized
item. For ChatGPT and humans assessed with rat-
ings, we fitted a model predicting z-transformed
ratings. For predicting humans’ ratings, random
effects of each participant were additionally con-
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trolled. Results are summarized in Table 2, with
models listed from smaller to larger ones.

Comparing the first two KoGPT series model
with Polyglot-Ko models, we observe that the
Polyglot-Ko models have gained sensitivity to-
wards the repeated continuation. As the Polyglot-
Ko models reaches 12B parameters, they also gain
sensitivity towards the markedness of an object.
GPT-3 exhibited sensitivity to the infelicity arising
from the nun marker followed by canceled exhaus-
tivity (Marker:Nun×Continuation:Repeated). Ad-
ditionally, it displayed sensitivity to other factors
that human speakers did not perceive as influenc-
ing discourse felicity. ChatGPT demonstrated sen-
sitivity only to the continuation factor that human
speakers were insensitive to.

5 Experiment 2: Discourse meanings in
production

From the previous experiment, we observed that
Polyglot-Ko models and GPT-3 were surprised
to see the lul marker followed by the canceled
exhaustivity, while human speakers accepted the
lul marker followed by either canceled or non-
canceled exhaustivity. As noted with the exam-
ple (1) in Section 2, the lul marker is canonically
a grammatical case marker, and its grammatical
function persists without the considerations on dis-
course context. Although the experimental items
were designed to evoke the lul marker’s discourse
function, it needs to be confirmed that the results
from Experiment 1 stem from models and hu-
mans associating the lul marker with its additional
discourse meaning (exhaustivity implicature), not
solely from its grammatical function (marking the
grammatical objects). To address this, we con-
ducted the second experiment.

We designed 480 stimuli (48 items to appear
with 10 manipulated components) exemplified in

Intended
message

Mina intends to respond that Yuna
received {only the medal/both the
medal and the trophy}.

Question Sohee: What did Yuna receive?
Response Medal-{lul/nun/∅} received.

Table 3: An example of items used in the Experiment
2. Non-italic components in the right column are pre-
sented in Korean, and only one option among others in
curly brackets are presented in the actual item. See the
Appendix C for the item written in Korean.

Table 3. Each item started with the intended mes-
sage, wherein the exhaustivity status of an object
that a speaker intends to indicate was manipulated.
Then, a question on the object and the response
with three different marking options followed. The
response sentence could have lul-, nun-, or null-
marked object. As a baseline, we included a ‘con-
tradictory’ response that does not match the (non-
)exhaustivity status described in the intended mes-
sage. Additionally, a ‘verbatim repeat’ response
was included, maintaining the exact structure of
the relative clause from the intended message state-
ment. If LLMs can indeed associate the lul and
nun markers with the exhaustivity status of the
object, they should generate lul-marked and nun-
marked responses when exhaustivity of the object
is intended, and null-marked responses when ex-
haustivity of the object is not intended.

5.1 Probability measurements

Assessing all models except ChatGPT, we mea-
sured log probabilities assigned to the response
sentences with different object markings. Log prob-
ability of a sentence is obtained in the same manner
as in Experiment 1: logits of each token in a sen-
tence are converted into log probabilities, which
are then summed and normalized for the number
of tokens in a sentence; only with GPT-3, log prob-
abilities are directly accessed. We report the log
probabilities instead of surprisal for this experi-
ment in order to directly reflect the likelihood of
generating different object markings.

We created two different types of prompts from
one item, one including the intended message state-
ment and one without it—and subtracted the log
probabilities obtained from the former from the log
probabilities obtained from the latter. This was to
show how much the exclusivity status in the in-
tended message is associated with the log probabil-
ities assigned to each response type. In other words,
models saw 960 prompts, with 480 containing the
intended message statement and 480 without it. We
report 480 log probability measurements obtained
from each pair from each model.

Results are reported in Figure 2. Except GPT-3,
all models struggled to assign higher probability to
verbatim responses than to contradictory responses.
Excluding this baseline results, Polyglot-Ko-12B
demonstrated some competency in associating the
nun marker with exhaustivity status: It assigned
lower probabilities to nun-marked responses when
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Figure 2: Mean log probabilities assigned to lul-, nun-, and null-marked responses when non-exhaustive or exhaustive
messages are intended are shown. Error bars indicate 95% CIs. Dashed horizontal lines indicate the mean log
probabilities assigned to contradictory responses, such as “Received only the medal” when a non-exhaustive message
(both the medal and the trophy) is intended, or “Received both the trophy and the medal” when an exhaustive
message (only the medal) is intended. Solid horizontal lines indicate the mean log probabilities assigned to verbatim
responses, such as “Received both the trophy and the medal” when a non-exhaustive message (both the medal and
the trophy) is intended, or “Received only the trophy” when an exhaustive message (only the medal) is intended.

β of log probability (p-value)
KoGPT-2 Ko-Trinity Poly-3.8B Poly-5.8B Poly-12B GPT-3

Intercept -0.59 (***) -0.83 (***) -0.37 (***) -0.28 (***) -0.60 (***) -0.40 (***)
Exhaustivity:Yes -0.07 (0.14) 0.05 (0.30) 0.16 (***) 0.15 (***) 0.04 (0.28) 0.59 (***)
Marker:lul -0.01 (0.88) 0.13 (*) 0.07 (0.08) 0.04 (0.34) -0.06 (0.09) -0.02 (0.54)
Marker:nun -0.07 (0.11) 0.10 (0.06) 0.04 (0.26) -0.09 (*) -0.20 (***) 0.22 (***)
Exhaustivity:Yes×Marker:lul 0.04 (0.55) 0.05 (0.51) -0.07 (0.18) -0.01 (0.87) 0.00 (0.92) 0.04 (0.32)
Exhaustivity:Yes×Marker:nun 0.07 (0.31) -0.02 (0.80) -0.09 (0.10) -0.03 (0.62) 0.23 (***) -0.06 (0.17)

Table 4: Log probabilities obtained with the six models are fit with the mixed effects model: log probability ∼
exhaustivity * marker + (1|item). Baseline model is set as Exhaustivity:No, Marker:Null. Positive coefficients
indicate that the models assign higher probability to a response in varying exhaustivity in the intended message.
***: p < 0.001. *: p < 0.05.

exhaustivity was not intended, and higher probabil-
ities when exhaustivity was intended. In the first
experiment, we observed that GPT-3 exhibited pro-
cessing patterns that were partially comparable to
humans. However, GPT-3 did not associate the in-
tended exhaustivity provided in the prompt with
different marking options, as it did not assign sig-
nificantly higher probabilities to lul or nun-marked
responses when exhaustivity needed to be deliv-
ered.

5.2 Mixed-effects models

Probability measurements obtained from the six
models in Figure 2 are further analyzed with a set
of mixed-effects models. We fitted a mixed-effects
model predicting log probability of a response sen-
tence with the intended exhaustivity status of the

object and different markings of the object, while
controlling random effects of each lexicalization of
an item. Results are reported in Table 4.

Seen with the Polyglot-Ko-3.8B, Polyglot-Ko-
5.8B, and GPT-3, larger models are more likely
to assign distinct probabilities when intended ex-
haustivity differs. Although not in the direction that
matches patterns in natural language, larger mod-
els (Polyglot-Ko-5.8B, Polyglot-Ko-12B, GPT-3)
appear at least to gain sensitivity towards paradig-
matic selections of marking options, as they as-
signed significantly different probabilities to nun-
marked responses. Again, the results with Polyglot-
Ko-12B is notable, as it assigns significantly higher
probability to nun-marked responses when exhaus-
tivity needs to be delivered.

No models associated intended exhaustivity with
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the lul marker. Since the lul marker is canonically a
grammatical case marker, this indicates that encod-
ing dual meanings of a marker may be more chal-
lenging to LLMs. Considering this result with the
Experiment 1 (c.f., Figure 1), we conclude that sig-
nificantly different surprisals observed with the lul
marker in Experiment 1 are unlikely to have come
from associating the marker with the exhaustivity
implicature. Rather, it is likely that the models’ sen-
sitivity towards verb continuations were heightened
when more canonical object marker (lul) appeared.

5.3 Forced-choice responses

We elicited responses from ChatGPT and humans
with forced-choice tasks. Forced-choice tasks had
the intended message, the question portion (c.f. Ta-
ble 3), and either a pair of lul-marked and null-
marked response, or a pair of nun-marked and null-
marked as ‘response sets’. By presenting the op-
tions in these pairs, we aimed to ensure that partici-
pants and the model did not select the lul marker
solely based on its grammatical function. If partici-
pants or the model associates lul and nun with ex-
haustivity implicatures but not with null-markings,
the expected choices would be lul over null-marked
responses and nun over null-marked responses.

After providing the response sets, we asked to
choose the best message among the two to send
as a response to the preceding question. For Chat-
GPT, we set the temperature to 0 and provided the
system message via OpenAI API: Please choose
the response as you would speak in everyday con-
versations. Provided options may not express ev-
erything that you need to say. Nevertheless, please
choose the best option among the two. ChatGPT
was presented with one prompt twice, once each
with switched order of the response. In total, Chat-
GPT was presented with 192 prompts (48 items
with 2 response sets, twice with switched order of
response options), all in a zero-shot manner.

In the human experiment, the order of the
marked and unmarked options of responses were
randomly switched in every question. Each partic-
ipant saw 24 critical items, 24 fillers on subject
markings, and 4 attention check items. Human par-
ticipants are also given the instruction, after each
question, to choose the most proper response even
if none of the two can represent everything that
the speaker needs to say. See the Appendix C for
the forced-choice tasks written in Korean. Partici-
pants were recruited and compensated via online

Figure 3: Proportions of responses elicited from Chat-
GPT and from 35 human participants. The left pan-
els (marked = lul) summarize choices when the re-
sponse sets included lul-marked and null-marked ob-
jects. Here, the ‘marked’ proportion, colored in red, indi-
cates the proportion of lul-marked responses, while the
‘unmarked’ proportion, in blue, indicates the proportion
of null-marked responses. On the right panels (marked
= nun), choices are summarized when response sets in-
cluded nun-marked and null-marked objects. Here, the
‘marked’ proportion, colored in red, indicates the pro-
portion of nun-marked responses, while the ‘unmarked’
proportion, in blue, indicates the proportion of null-
marked responses.

crowdsourcing platform based in South Korea.12

After the data elimination process, we report 35
participants’ responses.

Results of forced-choice responses are summa-
rized in Figure 3. To begin, ChatGPT frequduently
made ‘random’ choices, meaning that the model
didn’t select the same option when the order of two
responses was flipped. Even when disregarding the
random choices, the model exhibited a pattern con-
trary to that found in human responses. When ex-
haustivity needed to be expressed, ChatGPT more
often selected null-marked responses, whereas hu-
mans were more likely to mark the object with
either the lul or nun marker. Overall, ChatGPT
appears incompetent at generating the lul or nun
markers to evoke the implicature in our tasks. This
result suggests that the decreased ratings observed
with repeated continuations in Experiment 1 (c.f.,
Figure 1) are unlikely to stem from the association

12https://pickply.com/
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of the marker with the exhaustivity implicatures.

6 Discussion

We observed that some bigger models’ results on
the nun marker were partially coherent with hu-
man speakers’ patterns. GPT-3—the largest model
among the ones we assessed with log probabilities—
showed sensitivity towards the non-cancelable im-
plicature of the nun marker (Exp 1), although it
did not exhibit sensitivity to the lul marker’s cance-
lable exhaustivity implicature (Exp 1, 2). Polyglot-
Ko-12B—second to the largest model—exhibited
competency in utilizing the nun marker to evoke
the exhaustivity implicature (Exp 2), but the model
didn’t show sensitivity towards the implicature’s
non-cancelability (Exp 1).

The current experiments evaluated LLMs’ sensi-
tivity towards discourse pragmatics, not the infer-
ential pragmatics encoded with grammatical struc-
tures in a language. Most of the models we tested
did not distinguish semantic contradictions from
pragmatic infelicity encoded with linguistic struc-
tures, nor did they showcase the ability to alternate
object markings to generate a particular discourse
interpretation. GPT-3, the model trained as an in-
struction model, and ChatGPT, a model trained to
follow conversational instructions, showed patterns
closest to how humans associate discourse mean-
ings with the two markers, albeit not identical. Both
models demonstrated sensitivity to the discourse
interpretation of the discourse marker nun, but not
to the discourse interpretation of the canonically
grammatical case marker lul.

In our results, larger-scale models—particularly
those fine-tuned using RLHF—produced behavior
that was more sensitive to the discourse meanings
of morphological markers. This is consistent with
past work suggesting that increases in model scale
are correlated with improvements in performance
(Kaplan et al., 2020). Of course, many factors were
not controlled across the models we tested: the
amount of training data, the architecture, whether
the model was trained on multiple languages, and
more. Future work would benefit from a finer-
grained analysis of the corpus data that different
models are trained on and examining the impact
of the frequency of a given morphological marker
with the model’s ability to generate behavior sensi-
tive to that marker’s implicatures.

What does this result tell us about the general
capabilities of distributional semantics in encod-

ing patterns of natural language? The particular
challenge in the current experiments was that dis-
tributional semantics needed to encode dual mean-
ings of morphological markers—grammatical ob-
ject function and exhaustive interpretations estab-
lished in the context. Distributional semantics, at
least as operationalized in LLMs trained without
human feedback, do not seem to capture how hu-
mans understand the dual functions of the markers.
However, providing human feedback and scaling
up the embedding space resulted in patterns closer
to those in natural language. Thus, encoding dual
meanings in multiple domains of language does not
appear as an entirely impossible task for distribu-
tional semantics to handle.

7 Conclusion

The success of Large Language Models in various
domains lends support to the hypothesis that much
can be learned about the grammatical function and
contextual meanings of words from their distribu-
tional patterns. In the current work, we examine
whether distributional statistics are also sufficient to
encode information about the discourse function of
words or affixes in addition to their canonical mean-
ing or function. Despite the proven competency
of LLMs in grammatical domains, most models
tested do not exhibit the human-like ability to use
different structures in language to express nuanced
meaning in the discourse context. Our study pro-
vides baseline assessments of what distributional
semantics without any further fine-tuning could
achieve.
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A Items used in Experiment 1

An example of items provided to LLMs excluding
ChatGPT.

소희는미나와유나가메달과트로피를받을

수있었다는것을알고있습니다.

소희:유나는뭘받았어?
미나: {메달을 받았어./메달은 받았어.} {트
로피도 받았어./트로피는 못 받았어./트로피
만받았어.}

An example of items provided to ChatGPT, with
the system message set as “반드시 1과 7사이의
숫자중하나로만답해주세요.”

소희는미나와유나가메달과트로피를받을

수있었다는것을알고있습니다.

소희:유나는뭘받았어?
미나: {메달을 받았어./메달은 받았어.} {트
로피도 받았어./트로피는 못 받았어./트로피
만받았어.}

위의 대화에서 미나가 첫 번째 답장에 이어

두 번째 답장을 말한 것이 얼마나 적절한지

1과 7사이의숫자로답해주세요. 1은 ‘전혀
적절하지 않다’는 것을 뜻하고 7은 ‘매우 적
절하다’는것을뜻합니다.

An example of items provided to human partici-
pants.

소희,미나,유나가함께마라톤경주에참여
하기로 했습니다. 마라톤 경주에 참여한 사
람들은 메달과 트로피를 받을 수 있었습니

다.미나와유나는약속한대로함께경주에
참여했습니다.소희는약속을지키지않았기
때문에경주에서누가무엇을받았는지모르

고있습니다.이후소희와미나는다음페이
지에나와있는문자메시지를주고받았습니

다.

아래에 소희와 미나가 마라톤 경주에 대해

이야기한문자메시지가주어져있습니다.

소희:유나는뭘받았어?
미나: {메달을 받았어./메달은 받았어.} {트
로피도받았어./트로피는못받았어.}

위의 대화에서 미나가 첫 번째 답장에 이어

두 번째 답장을 말한 것이 얼마나 적절하다

고생각하십니까?

전혀적절하지않다 매우적절하다

1 2 3 4 5 6 7

→

Figure 4: The question and answer portions in the hu-
man experiment items were presented in an interface
resembling that of mobile text messages. Each message
appeared in a 3-second interval within a short video clip.

B Raw ratings from Experiment 1

Figure 5: Raw ratings obtained from ChatGPT in Experi-
ment 1 (1 = not approriate at all, 7 = highly appropriate).
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Figure 6: Raw ratings obtained from 34 human partic-
ipants in Experiment 1 (1 = not approriate at all, 7 =
highly appropriate).

C Items used in Experiment 2

An example of items provided to LLMs, excluding
ChatGPT.

{미나는 유나가 메달만 땄다고 답하려고 합
니다./미나는유나가메달과트로피를둘다
땄다고답하려고합니다.}

소희:유나는뭘받았어?
미나: {메달을 받았어./메달 받았어./메달은
받았어./메달만 받았어./메달이랑 트로피를
둘다받았어.}

An example of items provided to ChatGPT, with the
system message set as “일상적인대화상황을생
각하고 답장을 골라 주세요. 주어지는 답장들은
말해야하는모든것을나타내지않을수있습니

다. 이와 상관 없이 두 개의 답장 중에 더 적절하
다고생각하는답장을골라주세요.”

{미나는 유나가 메달만 땄다고 답하려고 합
니다./미나는유나가메달과트로피를둘다
땄다고답하려고합니다.}

소희:유나는뭘받았어?
미나: {메달을 받았어. 메달 받았어./메달은
받았어.메달받았어.}

An example of items provided to human partici-
pants.

소희,미나,유나가함께마라톤경주에참여
하기로 했습니다. 마라톤 경주에는 메달과
트로피이 걸려 있었습니다. 미나와 유나는
약속한 대로 함께 경주에 참여했습니다. 미
나는 유나가 메달을 땄고 트로피를 따지 못

했다는 것을 알고 있습니다. 소희는 약속을
지키지 않았기 때문에 유나가 무엇을 땄는

지 모르고 있습니다. 이후 소희는 미나에게

아래에나와있는문자메시지를보내왔습니

다.

소희:유나는뭘받았어?

미나는유나가메달만땄다고답하려고합니

다.아래에주어진문장들중미나가답장으
로 보내기에 가장 적절한 것은 무엇입니까?
아래에주어진문장들은미나가말해야하는

모든것을나타내지않을수있습니다.이와
상관없이미나가보내기에최선이라고생각

하는답장을선택해주세요.

선택지1: ⃝메달을받았어. ⃝메달받았어.
선택지2: ⃝메달은받았어. ⃝메달받았어.

Figure 7: The question and response options in the hu-
man experiment items were presented in an interface
resembling that of mobile text messages.
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