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Abstract

An effective multi-turn instruction-following
assistant can be developed by creating a simula-
tor that can generate useful interaction data.
Apart from relying on its intrinsic weights,
an ideal user simulator should also be able
to bootstrap external knowledge rapidly in its
raw form to simulate the multifarious diver-
sity of text available over the internet. Previ-
ous user simulators generally lacked diversity,
were mostly closed domain, and necessitated
rigid schema making them inefficient to rapidly
scale to incorporate external knowledge. In this
regard, we introduce Kaucus, a Knowledge-
Augmented User Simulator framework, to out-
line a process of creating diverse user simula-
tors, that can seamlessly exploit external knowl-
edge as well as benefit downstream assistant
model training. Through two GPT-J based sim-
ulators viz., a Retrieval Augmented Simula-
tor and a Summary Controlled Simulator
we generate diverse simulator-assistant interac-
tions. Through reward and preference model-
based evaluations, we find that these interac-
tions serve as useful training data and create
more helpful downstream assistants. We also
find that incorporating knowledge through re-
trieval augmentation or summary control helps
create better assistants.

1 Introduction

Significant advancements in Large Language Mod-
els (LLMs) have made them exceptionally adept
in conversational applications like virtual assis-
tants (Touvron et al., 2023; FitzGerald et al., 2022;
OpenAl, 2023; Team et al., 2023). This proficiency
is largely attributed to the notably parallelizable
transformer architecture (Vaswani et al., 2017) en-
abling these models to utilize extensive pre-training
datasets effectively (Raffel et al., 2019; Computer,
2023). To create effective assistants, LLMs are
then further enhanced by learning from human
interactions including popular paradigms such as
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RLHF (Bohm et al., 2019; Ziegler et al., 2019;
Ouyang et al., 2022a). Such conversational human
alignment of assistants requires large amounts of
interactive dialog data, both for training as well as
testing.

However, interactive data collection is a manual
and slow process, particularly (a) for covering a
wide range of user behaviors as well as (b) for
diverse adversarial and behavior testing.

These challenges can be mitigated by simulating
user behaviors by automating the generation of in-
teractive data, reducing both time and cost, while
maintaining control over the interactions. Simu-
lated interactions can be executed at a much faster
pace than manual collection efforts, limited only
by the speed of inference.

Yet, current user simulators lack diversity, are
mostly closed domain, and require rigid schema for
control or conversation grounding. The necessity
of intermediate schema in the form of a knowledge
base (Kim et al., 2023) or handcrafted rules (like
user persona or specific behaviors) while being
excellent drivers to ground conversations, make
it hard to develop scalable simulators — that can
utilize natural text freely available on the internet
and rapidly create corresponding assistant mod-
els. A simulator should be able to exploit external
knowledge rapidly and also be controllable with-
out a rigid schema. We argue that such a knowl-
edge simulator can be helpful in two ways — It can
seamlessly convert free-form text to useful training
data without user intervention as well as provide
a natural control to direct simulators for specific
behaviors (Mille et al., 2021; Cheng et al., 2023).

Hence, in this work, we propose Kaucus,
a Knowledge Augmented Simulator Framework .
Through this framework, we demonstrate the usage
of external sources of knowledge — viz. Retrieval
Augmentation and Summary Control — for creating

!pronounced like Caucus derived from Algonquian cau’-
cau’-as’u meaning ‘adviser’
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Figure 1: The complete three step framework of Kaucus — creating, utilizing and evaluating a user simulator.

user simulators that can incorporate free-flowing
text and result in better assistant training.

The paper is organized as follows: In Section 2,
we first discuss existing work related to user sim-
ulators. In Section 3, we define simulators and
introduce Kaucus, through two knowledge simu-
lators. We further describe the efficacy of each
through training and evaluating downstream as-
sistant models. Our retrieval augmented simula-
tor, SRAG shows how retrieving relevant passages
with a simple BM25 retriever can be used to im-
prove intrinsic metrics as well as provide useful
training data to train helpful assistants. We also
introduce the summary-controlled setting, SCTRL
to build scalable simulators to exploit freely avail-
able text and further measure their performance
with and without retrieval.

2 Related Work

User simulators have been studied in various set-
tings. Aher et al. (2023) create four simulators that
elicit behavior to judge an assistant’s fairness, ratio-
nality, grammaticality, and general knowledge, and
then measure them qualitatively. Their simulators
are models with different prompt templates. Train-
ing multi-agent interactions has been a popular
choice in reinforcement learning. Horton (2023);
Argyle et al. (2023) create simulations for eco-
nomic purposes by endowing GPT3 (Brown et al.,
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2020) with demographic characteristics and then
get responses in various scenarios that match what
is seen empirically. Irving et al. (2018) in Al safety
has proposed using self-play and self-debate to
train Al agents to pursue human goals and prefer-
ences. Two tasks in the collaborative benchmark,
BIG-Bench (Srivastava et al., 2023) evaluate the
model’s ability for self-evaluation by simulating
specific human professions. They make the models
to act as lawyers, tutorsZ, judges3, students, etc.
and then have separate model instances to evaluate
the conversation. Each of the roles is invoked by
user-specific prompts like “You are a lawyer” and
a subsequent model-based evaluation is performed
by prompting to seek numerical ratings.

Kreyssig et al. (2018)’s Neural User Simula-
tions involve training encoder-decoder RNNs on
dialogues between real users and a spoken dialogue
system (SDS) in a restaurant domain and then us-
ing the trained simulator to train the policy of a
reinforcement learning based SDS. They further
use Schatzmann et al. (2005)’s cross-model evalua-
tion to compare user simulators by training differ-
ent policies with each simulator and testing it with
other simulators. Gur et al. (2018) encode dialog
history and a goal to generate user responses for
task-oriented dialog. Kraus et al. (2023a); Li et al.

2BIG-Bench Self Evaluation Tutoring
3BIG-Bench Self Evaluation Courtroom



https://github.com/google/BIG-bench/tree/main/bigbench/benchmark_tasks/self_evaluation_tutoring
https://github.com/google/BIG-bench/tree/main/bigbench/benchmark_tasks/self_evaluation_courtroom

(2022b) prompt LL.Ms with task-oriented dialog
data, such as goals, and perform intrinsic evaluation
over the generated data to show the effectiveness of
their approaches. Kim et al. (2023) generate conver-
sations grounded on common sense by prompting
InstructGPT with knowledge base triples. Their
human evaluations show that oftentimes humans
prefer model outputs against their human-written
counterparts. Liu et al. (2023) leverage multiple
user simulators to train task-oriented dialog sys-
tems. Faltings et al. (2023) utilize user simulators
that offer edits to guide the model towards achiev-
ing a specified target text training them using Imi-
tation Learning.

Other studies augment simulators with emo-
tions (Lin et al., 2023) and trusting be-
haviours (Kraus et al., 2023b). For instance, Lin
et al. (2023) simulate user emotions alongside
user behavior based on the user goal, the dia-
logue history, and persona. Giabbanelli (2023) uti-
lize GPT-based models for scientific simulations
while Schaefer et al. (2023) explore LLMs to simu-
late biological systems.

With the popularity of large language mod-
els deployed in closed-source settings, boot-
strapping training data from them has become
useful. Taori et al. (2023) create downstream
assistant models by training LLama-7B and
13B models (Touvron et al., 2023) on 52K
single-turn instruction following demonstrations
generated through self-instruct (Wang et al.,
2023b) from text-davinci-003 (Brown et al.,
2020). Bian et al. (2023) create a dialog corpus by
extending the same to the multi-turn setting. Dai
et al. (2022) show improved conversation retrieval
by proposing a mechanism to convert Wikipedia
passages to dialog.

On the other hand, retrieval augmentation has
been the focus of many recent efforts (Schick et al.,
2023; Zhang et al., 2023; Wang et al., 2023a; Li
et al., 2022a) as it offers advantages such as up-to-
date information access beyond an LLM’s training
dataset, incorporation of proprietary or domain-
specific data at runtime, and enhanced factuality in
outputs compared to standard LL.Ms. Studies have
been performed by training RAG systems end-to-
end (Guu et al., 2020; Lewis et al., 2020) as well
as using retrieval in context for various tasks (Ram
et al., 2023; Jiang et al., 2023; Gao et al., 2023;
Dhole and Agichtein, 2024).
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3 The Kaucus Framework

In this section, we introduce Kaucus, a 3-stage
framework, and outline the process of creating
knowledge-augmented simulators as shown in Fig-
ure 1. Our approach involves the following steps:

3.1 Data Collection and Augmentation

We start by gathering interaction data — essentially
conversations between a user and a base assistant
LLM, which will be later augmented to enrich the
training process. For instance, the base LLM could
take the form of closed-source instruct models such
as OpenAl’s GPT-4, Claude, or BingChat which
are widely used for work.

3.2 Training a Language Model (LM) as a
Simulator

The next step involves training a Language Model
(LM) to act as a simulator. This LM can then
serve as a conversation generator for data augmen-
tation (Dhole et al., 2023) or be integrated into
a pipeline that relies on conversation interactions,
such as Reinforcement Learning from Human Feed-
back (RLHF) (Ziegler et al., 2019; Ouyang et al.,
2022b). Our work focuses on the former.

3.3 Leveraging the User Simulator

Once the user simulator is trained, there are sev-
eral methods to utilize for improving an assistant
Language Model (LM). Our work resorts to data
augmentation, which will be the focus of our sec-
ond set of experiments. It involves using the user
simulator to generate additional training data to
enhance the assistant LM’s performance.

3.4 Evaluation

To evaluate the effectiveness of the user simulator,
we will employ both intrinsic and extrinsic metrics.
Intrinsic metrics will be measured over the interac-
tions with the simulator, assessing its performance
in generating relevant and coherent responses. On
the other hand, extrinsic metrics will be based on
evaluating a downstream assistant model trained
over these interactions, which will help us gauge
the impact of the user simulator on overall assistant
performance. We will describe the evaluation in
detail in Section 5.

4 Methods and Experiments

We now specifically describe the two types of
knowledge-augmented simulators, viz. Utterance



S1

Human: Can you write a short infrodu%
about the relevance of the term

"monopsony" in economics? Please use
examples related to potential monopsonies
in the labour market and cite relevant
research

Assistant: Monopsony refers to a market
structure where there is only one buyer of
a good or service. In the context of labor
markets, a monopsony occurs when there is
only one employer in a particular
geographic area or industry, giving them
significant power to set wages and working
conditions......

Human: What can be done at a regulatory
level to ensure, in a monopsony, that the
power over the employees isn't abused?
List a few options and focus on the organs
that should act.

SRAG

RN

Human:* " " A monopoly is distinguished
from a monopsony, in which there is only
one buyer of a product or service: a
monopoly may also have monopsony control
of a sector of a market.”"" Can you write
a short infroduction about the relevance of
the term "monopsony" in economics? Please
use examples related to potential
monopsohies in the labour market and cite
relevant research

Assistant: Monopsony refers to a market
structure where there is only one buyer of
a good or service....

Human:* " " The term may also be used to
describe the restriction of certain access
rights when an employee has changed
roles within the organization. Onboarding
and offboarding procedures must be
documented to ensure compliance with

SCTRL

Summary: "Monopsony" in economitﬁ
is a market structure where there is
only one buyer of a good or service.

The power over the employees isn't
abused in a monopsony.

Human: Can you write a short
introduction about the relevance of
the term "monopsony" in economics?
Please ...

Assistant: Monopsony refers to a
market structure w..., when there is
only one employer in a particular
geographic area or industry, giving
them significant power to set wages
and working conditions.......

Human: What can be done at a
regulatory level to ensure, in a
monopsony, that the power over the

wstam: Yes, that's correct. Keepiny

regulatory requirements. employees isn't abused? ...
done at a regulatory level to ensure, ina \
nopsony, that the power....", ’

""" What can be

/

Figure 2: The format of the conversations used for training S1 (a vanilla simulator), SRAG (retrieved document

shown in green), and SCTRL (summary shown in red).

Grounded Simulators (S1 and SRAG) and Sum-
mary Controlled Simulators (SCTRL).

4.1 Utterance Grounded Simulators

Here we train simulators with human-machine
demonstration data by feeding models the conver-
sation history to create simulators that can be trig-
gered from a starting utterance. We create two sim-
ulators — S1 and SRAG by fine-tuning an unsuper-
vised pre-trained GPJ-6B (Wang and Komatsuzaki,
2021) model. We describe the training process for
both below:

411 S1

Simulator Trained on Anthropic and Open Assis-
tant Conversations

e Training Data: For training S1, we use
demonstration data available through Open
Assistant’s conversations (Kopf et al., 2023)
and Anthropic’s helpful splits (Bai et al.,
2022).

* Format: The Simulator’s training data con-
sists of (context, human-response) pairs.
For every “Human” utterance in all the conver-
sations, we select all the previous utterances
along with their speaker information and pass
it as an input to the model. The input also
consists of a “Human:” string at the end. The
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associated human response is passed as the
output.

4.1.2 SRAG

Retrieval Augmented Simulator Trained on An-
thropic and Open Assistant Conversations with
BM25 Retrieval on MSMarco

Simulators could benefit from the incorporation
of external knowledge which can be helpful to steer
the conversation, improve factuality and most im-
portantly introduce variation. To test our hypoth-
esis, we train the second simulator, SRAG by in-
corporating passages retrieved from an external
retriever.

* Training Data: We augment the interactions
used to train S1 with passage snippets from
the MS-Marco dataset (Nguyen et al., 2016;
Bajaj et al., 2016), which is a large-scale
dataset of 8.8M passages popularly used for
information retrieval and reading comprehen-
sion. Having been generated from real users’
search queries, it provides a vast repository of
documents collected on a plethora of topics
over the web.

e Format: We use (context,
human-response) pairs in the style of
S1 with human turns annotated with retrieved
MSMarco passages. Using the human



utterance as a query, we execute a BM25
retriever against an MSMarco Passage
Index for every human turn. Each of the
human utterances is then prepended with a
retrieved passage as shown in Figure 2 in
green. We use the MSMarco index provided
by IRDatasets (MacAvaney et al., 2021)
and the BM25 implementation provided by
PyTerrier (Macdonald et al., 2021).

4.2 Summary Controlled Simulators

The previous utterance-grounded setting relies on a
conversational utterance at inference time to initiate
the interaction. While it can be easy to obtain such
conversational utterances using existing conversa-
tional datasets, they can quickly become scarce and
out-of-date. It would be of interest to be able to
scale over vast amounts of free text available over
the web. However, most of the web data exists in
a non-conversational format unsuitable for direct
incorporation in the training process.

SCTRL: In that regard, we introduce the training
of summary controlled simulators that can uti-
lize the conversational summary obtained from an
external conversation summarizer during training.
This can be potentially helpful in two ways — It can
provide a mechanism for the simulator to attempt
to seamlessly convert “free form text” to “interac-
tion data” while also coming up with the “simulator
trigger” by itself reducing our reliance on conversa-
tional corpora. As compared to a fixed schema or
a knowledge base, it can provide a natural control
to guide simulators for specific behaviors via nat-
ural language texts which are generally available
in plenty as compared to their conversational or
interactive counterparts.

* Training Data: To create the training data,
we append a conversational summary gener-
ated from an external conversational summa-
rizer, at the beginning of the conversation. Our
objective is to force the simulator to be able
to learn the association between the initial
non-conversational text and the subsequent
conversation. We choose an existing BART
Summariser (Wolf et al., 2020) fine-tuned on
various dialog and non-dialog summarisation
datasets like DialogSum, AMI and XSUM.

Format: We prepend the predicted summary
at the start of the conversation as shown in
Figure 2 in red.
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We create the two summary-controlled counterparts
of S1 and SRAG as SCTRL and SCTRL-RAG re-
spectively.

SCTRL-RAG Summary Controlled Simulator
Trained on Anthropic and Open Assistant Conver-
sations with MSMarco BM25 Retrieval

We use a GPT-J-6B model RLHF fine-tuned on
demonstration data as our base assistant model and
our simulator. We use deepspeed (Rasley et al.,
2020) to optimize training and train for 10 epochs
on a learning rate of 10~°.

5 [Evaluation & Results

5.1 Intrinsic Metrics

We first seek to assess the “diversity” of the gener-
ated interactions. In assessing diversity, we utilize
well-established reference-free lexical metrics viz.
TTR, 1ogTTR, RootTTR, HDD, and MTLD are
based on type-token ratios and are quick to com-
pute. The Measure of Textual Lexical Diversity
(MTLD) is a prevalent and contemporary TTR met-
ric that does not vary as a function of text length
and explains textual information that similar lexical
diversity approaches do not account for (McCarthy
and Jarvis, 2010). It gauges the proportion of dis-
tinct word stems (types) to the overall word count
(tokens). HDD is an alternative metric that captures
additionally unique lexical information (McCarthy
and Jarvis, 2010)*.

We first generate 125 interactions by making
each of the simulators interact with a fixed assis-
tant model. The conversation is initialized with
an existing Anthropic conversation in the case
of S1 and SRAG and five more turns are gener-
ated (referred to as the augmented length). In SC-
TRL and SCTRL-RAG, 5 turns are generated from
scratch from Anthropic’s conversation summary.
We present the results in Table 2. The metrics mea-
sure the lexical diversity only on the utterances
generated via the simulator interaction (and not on
the initial Anthropic conversation history that was
fed to initiate the interaction). Across all metrics,
incorporating a knowledge component, through re-
trieval augmentation (SRAG) or summary control
(SCTRL) improves diversity. Incorporating both
improves diversity across RootTTR and HDD met-
rics.

*Through a separate ancillary study, we also find that sim-
ulators trained on dialog data generate more diverse text as
compared to pre-trained ones according to the above metrics.


https://huggingface.co/knkarthick/MEETING-SUMMARY-BART-LARGE-XSUM-SAMSUM-DIALOGSUM-AMI
https://huggingface.co/knkarthick/MEETING-SUMMARY-BART-LARGE-XSUM-SAMSUM-DIALOGSUM-AMI

Source Type \ Generated Interaction Data Assistant
Human - Assistant Trained With Anthropic_8k A0

S1 Without Knowledge Simulated Anthropic_8k Al

SRAG With Retrieval Augmentation | Simulated Anthropic_8k + MSMarco A1-RAG
S1-CTRL With Summary Control Simulated Anthropic_8k*10 summaries A1-CTRL
S1-CTRL-RAG | Both Simulated Anthropic_8k*10 summaries + MSMarco | A1-CTRL-RAG

Table 1: The sources of various simulated data used in Kaucus to train the corresponding assistants

Simulator ‘ MTLD Root TTR LogTTR HDD
S1 23.177 2918 0.818 0.04
SRAG 24.632 3.223 0.82 0.134
SCTRL 25.864 3.437 0.844  0.131
SCTRL-RAG | 22.761 2.976 0.766  0.278

Table 2: Lexical diversity metrics on 125 conversations
of each simulator. The top-2 highly diverse simulators
are the knowledge-based ones - SRAG and SCTRL on
all metrics.

5.2 Extrinsic Metrics

Although the aforementioned metrics can assist in
evaluating and comparing various user simulators
as potential data augmenters and generators, it is
crucial to determine if they benefit subsequent as-
sistant models. The RLHF paradigm, by training
reward models, has demonstrated assistants that are
more helpful, honest, and less harmful providing a
promising direction for aligning with human pref-
erences. In this regard, we resort to the family of
reward and preference models to measure how well
assistant models trained using data produced from
various simulators perform.

Training Downstream Assistant Models: For
each simulator trained (S1, SRAG,..), we create a
subsequent assistant model (A1, ARAG, ...) and
use reward modeling to measure the helpfulness of
each of the assistant models. To create training data
for each of the assistant models, we first simulate
interactions between the corresponding simulator
model along a separately held-out assistant model.

For each utterance grounded simulator (S1 and
SRAG), we use 8000 Anthropic conversations
as triggers. Particularly, we utilize the com-
plete Anthropic conversation as the starting his-
tory for both the simulator and the separately
held-out assistant model and allow ten turns (5
pairs) of interactions to be generated. Using
the simulator to generate longer contexts pro-
vides an opportunity to collect a larger number
of (context, assistant-response) pairs for
training the downstream assistant model.

For the retrieval augmented simulator, SRAG,
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it is necessary to retrieve passages relevant to the
ongoing conversation. We hence use the previous
assistant response as a query to our MSMarco Pas-
sage Index before generating the simulator turn.
The top-ranked passage via BM25 is then placed at
the end of the input to SRAG.

For generating interactions from SCTRL, we
need free-flowing text as the initial trigger. We gen-
erate 8000 conversations from conversation sum-
maries of the Anthropic dataset. We use additional
9*8K passages from MS-Marco as initial triggers
to act as implicit summaries.

After generating the conversations, we con-
vert them into (context, assistant-response)
pairs and use them as training data for predicting
the assistant response given all the previous utter-
ances. We call the subsequent assistant models A1,
ARAG and ACTRL. The training details of each
assistant model are described in Table 1.

Baseline: We additionally train an assistant
model, A0 using raw 8000 conversations from An-
thropic to act as appropriate baseline.

Test Set: For evaluation, we utilize 200 utter-
ances from the test set of Anthropic’s dataset.

FastChat Evaluation: FastChat (Zheng et al.,
2023) is a platform for evaluating and serving
LLMs. We resort to FastChat evaluation for
prompting GPT-4 (OpenAl, 2023) for a compar-
ative evaluation between two simulators. The pro-
cess involves GPT-4 being input with two conver-
sations, placed one after the other, along with an
instruction to evaluate and generate a numerical
score. We attribute a win, a loss, or a tie depending
on whether the first (assistant model on the left in
all the images) has a value greater, lesser, or equal
to the second (one on the right).

SteamSHP Reward Model Evaluation
SteamSHP-XL (Ethayarajh et al.,, 2022) is
a preference model fine-tuned on top of an
instruction-tuned model FLAN-TS5-XL (Wei
et al.; Longpre et al., 2023) to predict which
response humans will find more helpful, given
some context and two possible responses. On



being prompted the same context, the reward
model setting compares the probabilities assigned
independently to each model response to infer the
preference label.

SteamSHP Preference Model Evalua-
tion (Ethayarajh et al., 2022) Preference modeling,
like the FastChat Evaluation, compares two model
responses through a single inference pass, which
can be used to compute the probability of the first
one being better than the second.

To avoid any bias occurring through the order
of two conversations, we also calculate the scores
with the simulator order reversed in the prompt.

For each plot, the columns indicate the two as-
sistant models being compared. The colors in blue
for each row indicate when the evaluation system
prefers the left-hand side model as compared to
the right-hand side when compared against AO.

FastChat Evaluation (Utterance Grounded)

B Wwins [l Losses Ties

A1vs AD 46

ARAG vs A0 45

ARAG vs A1

75%

Wins, Losses and Ties on Comparative Evaluation (LHS = Blue)

100%

Figure 3: FastChat Evaluation of Assistants created
from Utterance Grounded Simulators (A1 and ARAG)
against baseline assistant (A0)

Effect of Simulator: We first compare Al (i.e.
the assistant trained on 8k interactions generated
from S1) against AO (i.e. the one trained without

FastChat Comparisons (Summary Controlled)

B wins [ Losses

Ties

ACTRL vs A0

ACTRL-RAG vs A0

ACTRL-RAG vs
ACTRL

200

Figure 4: FastChat Evaluation of Assistants created
from Summary Controlled Simulators (-CTRL) against
baseline assistant (AQ)
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SteamSHP Reward Model Comparisons (Utterance
Grounded)

B wins [l Losses

Ties

A1vs A0

ARAG vs A0

ARAG vs A1

0% 25% 50% 75% 100%

Figure 5: SteamSHP reward model Evaluation of Assis-
tants created from Utterance Grounded against baseline
assistant (A0)

SteamSHP Reward Modelling Comparisons (Summary
Controlled)

B wins [ Losses Ties
ACTRL vs A0

ACTRL-RAG vs A0

ACTRL-RAG vs
ACTRL

0%

25%

50% 75% 100%

Figure 6: SteamSHP reward model Evaluation of As-
sistants created from Summary Controlled Simulators
(-CTRL) against baseline assistant (A0O)

the help of the simulator). Al outperforms AO in
all three evaluations as seen on the first rows of
Figures 3, 5 and 7. The results are more prominent
in SteamSHP’s evaluations. This shows that with
the help of a simulator, we can generate more data
and improve downstream assistant performance.

Effect of Retrieval Augmentation: We then
compare whether an assistant model ARAG,
trained from retrieval augmented data benefits train-
ing. With the retrieval augmented simulator, down-
stream performance across all metrics is improved.
ARAG’s interactions are preferred more often as
compared to AQ as well as Al as seen in the 2nd
and 3rd rows of Figures 3, 5 and 7.

Effect of Summary Control: The assistants AC-
TRL and ACTRL-RAG trained from the summary-
controlled simulators are more often preferred
across all the evaluations as shown in the first two
rows of Figures 4, 6 and 8. However, the non-
retrieval counterpart ACTRL is more often pre-
ferred as compared to the retrieval counterpart.



SteamSHP Preference Model Evaluation (Utterance
Grounded)

B Wwins [ Losses

A1vs AD

ARAG vs A1

0% 25% 50% 75%

100%

Figure 7: SteamSHP Preference model Evaluation of
Assistants created from Utterance Grounded Simulators
against baseline assistant (A0)

SteamSHP Preference Model Evaluation (Summary
Contolled)

W wins W Losses

ACTRL vs A0

ACTRL-RAG vs A0

ACTRL-RAG vs ACTRL

0% 100%

Figure 8: SteamSHP Preference model Evaluation of
Assistants created from Summary Controlled (-CTRL)
against baseline assistant (A0)

6 Conclusion

Simulators provide a way to generate data to cre-
ate downstream assistant models saving human
time and effort. Through our framework Kau-
cus, we further showed that augmenting simulators
by exploiting external knowledge helps generate
diverse interactions and as well as creates more
helpful assistants than vanilla simulators. We de-
scribe two types of knowledge-augmented simu-
lators, a Retrieval Augmented Simulator, SRAG,
and a summary-controlled simulator, SCTRL both
of which consume external knowledge in unique
ways.

Raw text is more prevalent than the conversa-
tional counterparts. Controlling simulators through
conversational summaries or external documents
can be a quick and powerful tool to convert public
text to trainable interaction data and create more
helpful assistants. It provisions the simulator to
generate interactions for novel information outside
the scope of an LLM’s intrinsic parameters. We
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hope Kaucus will help encourage the development
of automated techniques to be able to incorporate
the vast amount of text produced rapidly over the in-
ternet and align assistant models better with newer
data as well as be able to control the distribution of
training data without the need for a rigid schema.

Limitations

Retrieval Augmentation helps incorporate diver-
sity as well as benefit downstream models. We
chose to use BM25 as our choice of retriever. How-
ever, there are dense retrievers (Khattab and Za-
haria, 2020) and neural rerankers (Pradeep et al.,
2023) that perform better than BM25 across a range
of information retrieval benchmarks. Our focus
was to show the benefit of incorporating external
knowledge while performing a rigorous set of ex-
periments with the same. Future studies could
specifically study the impact of additional hyper-
parameter tuning by using varied choices of the re-
triever, the retrieving query, choice of summarisers
and also gauge the impact of different domains than
those of the Anthropic and the MSMarco datasets.

Besides, our study does not consider the im-
pact of prolonged training on generated data which
could cause potential problems of model forget-
ting over the long run (Shumailov et al., 2023).
More experiments conducted to gauge long-term
viability would shed better light on the efficacy of
knowledge simulators.

All the evaluations conducted in this paper were
automated — through popular reward or preference
models. Human evaluations can provide better
additional insights. Besides, the current intrinsic
metrics primarily focus on diversity, which, while
important, is only one dimension of dialogue eval-
uation and future work would benefit from other
measures depending on the application.

Ethics Statement

Our study has focused on the benefits of employing
simulators to improve downstream assistant mod-
els. We believe that these simulators can also act as
effective testers of assistants to pre-encounter and
regurgitate harmful or undesirable assistant content
before assistant models are deployed in impact-
ing end applications. We should maintain caution
against their unethical usage or if such regurgitation
is exploited to cause harm. Just like assistants or
other applications of large language models (Dhole,
2023), simulators should also be gauged from a



socio-technical lens, and appropriate checks and
fallback mechanisms should be employed before
their actual usage. Besides, simulators themselves
could inadvertently learn biases in the training data,
leading to unfair or biased generations, and can
be exploited for malicious purposes such as gen-
erating fake news and harmful content or asking
triggering questions.
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