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Introduction

We are excited to welcome you to SCALE-LLM 2024, the First Workshop on the Scaling Behavior of
Large Language Models. SCALE-LLM 2024 is being held in Malta on 22 March 2024, co-located with
EACL 2024.

The purpose of this workshop is to provide a venue to share and discuss results of investigations into the
scaling behavior of Large Language Models (LLMs). We are particularly interested in results displaying
interestingscaling curves (e.g., inverse, u-shaped, or inverse u-shaped scaling curves) for a variety of
tasks. These results, where the performance of the LLMs decreases with increasing model size or follows
a non-monotonic trend, deviating from the expected the bigger, the betterpositive scaling laws, are of
great scientific interest as they can reveal intrinsic limitations of current LLM architectures and training
paradigms and they provide novel research directions towards a better understanding of these models and
of possible approaches to improve them.

Recently, there has been an increasing interest in these phenomena from the research community, culmi-
nating in the Inverse Scaling Prize, which solicited tasks to be systematically evaluated according to a
standardized protocol in order to perform a systematic study. The SCALE-LLM Workshop will expand
these efforts. In contrast to the Inverse Scaling Prize, which focused on zero-shot tasks with a fixed
format, we are also interested in, for example, few-shot and alternate prompting strategies (e.g. Chain-
of-Thoughts), multi-step interactions (e.g. Tree-of-Thoughts, self-critique), hardening against prompt
injection attacks (e.g. user input escaping, canary tokens), etc.

The program includes two keynote talks, three oral presentations, a discussion panel and a poster session.
We extend special thanks to our Program Committee members, our Keynote speakers Najoung Kim
and Ian McKenzie, the EACL workshop chairs Nafise Moosavi and Zeerak Talat, the publication chairs
Danilo Croce and Goezde Guel Sahin and all the EACL organizers.

We thank our Platinum sponsor Google Research, our Silver Sponsor Meta and our organizers personal
sponsors UKRI Research Node on Trustworthy Autonomous Systems Governance and Regulation (for
Antonio Valerio Miceli-Barone) and Apart Research (for Fazl Barez). Thanks to the generosity of our
Platinum sponsor Google Research we are able to provide a monetary prize for our best paper award and
provide financial aid to student presenters.

The SCALE-LLM 2024 organizers

Antonio Valerio Miceli-Barone, Fazl Barez, Shay B. Cohen, Elena Voita, Ulrich Germann, Michal Lu-
kasik
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Keynote Talk
Inverse Scaling: When Bigger isn’t Better

Ian McKenzie
OpenAl (contractor)
2024-03-22 09:45:00 — Room: Fortress 1

Abstract: Work on scaling laws has found that large language models (LMs) show predictable impro-
vements to overall loss with increased scale (model size, training data, and compute). I'll discuss the
phenomenon of inverse scaling": that LMs may show worse task performance with increased scale, e.g.,
due to flaws in the training objective and data. We collected empirical evidence of inverse scaling on 11
datasets collected by running a public contest, the Inverse Scaling Prize. Through analysis of the datasets,
along with other examples found in the literature, we identified four potential causes of inverse scaling:
(i) preference to repeat memorized sequences over following in-context instructions, (ii) imitation of un-
desirable patterns in the training data, (iii) tasks containing an easy distractor task which LMs could focus
on, rather than the harder real task, and (iv) correct but misleading few-shot demonstrations of the task.
Our tasks have helped drive the discovery of U-shaped and inverted-U scaling trends, where an initial
trend reverses, suggesting that scaling trends are not always monotonic and that existing scaling laws less
reliable at predicting the behavior of larger-scale models than previously understood. Our results suggest
that there are tasks for which increased model scale alone may not lead to improved performance, and
that more careful thought needs to go into the data and objectives for training language models.

Bio: Ian McKenzie is the main organizer of the Inverse Scaling Prize and first author of the associated
paper, currently he is a contracting Research Engineer on OpenAI’s Dangerous Capability Evaluations
project.
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Keynote Talk

Najoung Kim
Boston University / Google
2024-03-22 14:30:00 — Room: Fortress 1

Abstract: to be decided

Bio: Najoun Kim is an Assistant Professor at Boston University and a researcher at Google. She is also
one of the authors of the Inverse Scaling Prize paper as well as other foundational works in this field.
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A Proposal for Scaling the Scaling Laws
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Abstract

Scaling laws are predictable relations between
the performance of Al systems and various scal-
able design choices such as model or dataset
size. In order to keep predictions interpretable,
scaling analysis has traditionally relied on
heavy summarisation of both the system design
and its performance. We argue this summarisa-
tion and aggregation is a major source of predic-
tive inaccuracy and lack of generalisation. With
a synthetic example we show how scaling anal-
ysis needs to be instance-based to accurately
model realistic benchmark behaviour, highlight-
ing the need for richer evaluation datasets and
more complex inferential tools, for which we
outline an actionable proposal.

1 Introduction

Analysing how Al systems scale — how their perfor-
mance is affected by various design choices such as
parameter count or dataset size — has become a fruit-
ful empirical tool: it informs the design of new gen-
erations of (scaled-up) systems (Hoffmann et al.,
2022), uncovers architectural limitations (McKen-
zie et al., 2023), and generally helps both industry
and policy in planning for what the near future
of Al might look like. For example, the concept
of scaling laws (Hestness et al., 2017; Villalobos,
2023) deals with capturing predictable patterns in
the relation between scale and performance into
simple mathematical relations, from which data
driven extrapolations and predictions about next-
generation performance can then be made.
Despite the usefulness of scaling analysis, there
are also several issues. A primary concern is gen-
eralisation. Scaling laws need to be tailored (i.e.
fitted) to different domains, architectures, and often
even to each set of model hyperparameters indepen-
dently. There is no universal ‘scaling law’ (Abnar
et al., 2021; Caballero et al., 2022). Insights that
generalise across tasks and metrics are rare. A
second notable issue is predictive accuracy. For

1

example, modelling breakpoints — changes in the
behavioural trend — has proven difficult, partly be-
cause of the limited expressivity of the functional
forms (Caballero et al., 2022), but also because
new capabilities seemingly emerge out of the blue
at certain scales (Wei et al., 2022)".

We argue that oversummarisation is a significant
contributing factor to these issues. Firstly, the di-
mensions of scale and size capture only a small part
of technological innovation, and are a rudimentary
summary of the attributes that define and differen-
tiate Al systems overall. Current methods typically
consider only one or two scalable design choices.
This is the oversummarisation of systems.

Secondly, the empirical aggregate performance
metrics that act as the unit of analysis are, by con-
struction, summary statistics. By not looking at
the actual features of the task instances — like a
researcher might — performance is treated as an
abstract number, devoid of information that could
explain differences. The detection of patterns un-
derlying the relation between task features, sys-
tem features, and performance is off the table from
the start. For example, the aggregate metrics can-
not capture any difference in scaling behaviour
between subsets of the benchmark. This is the
oversummarisation of task performance.

While this heavy summarisation is sensible in the
light of interpretability or data scarcity, it comes
at a cost of generalisation and predictive power.
With major NLP evaluation efforts like BIG-Bench
(Srivastava et al., 2022) and HELM (Liang et al.,
2022) producing huge quantities of instance-level
evaluation results across a plethora of different Al
systems, it is time to capitalise on the available
data, and much like we scale Al itself, to also scale
the inferential tools we use in our analysis of Al

!Schaeffer et al. (2023) convincingly argue that this is due
to the bluntness of the used metrics.
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Figure 1: Synthetic example of task performance correlating with system scale which cannot be modelled from
aggregate measures, while being completely regular from an instance-level perspective. The plot shows ten synthetic
Al systems, whose synthetic evaluation scores are designed to be dependent on an abstract feature of the system. For
example, system 2 has feature-value 20 (e.g. number of parameters), and has a mean score of about 0.2. The violin
plots, with the quantiles marked, represent the distribution of scores of the respective systems. The red line is a
power law fitted to the mean scores, while the blue line represents the aggregated predictions of a simple multi-layer
perceptron (MLP) that predicts instance level scores. Both are trained/fitted on the smallest seven systems only. The
last three systems then act as a test for the performance predictor.

2 Synthetic Example

To illustrate the challenges outlined earlier and to
lay the foundation for our proposed methodology,
we present a synthetic scenario where the scaling
behaviour cannot be modelled from aggregate mea-
sures. The setup is as follows: we hypothesise ten
Al systems, each of which scales up over the same
(abstract) system feature, e.g. number of model pa-
rameters. We also devise a simple synthetic dataset
consisting of 1000 instances divided into two sub-
populations. The instances of the dataset syntheti-
cally have only one feature: a one-hot coded vector
indicating which of the two different subgroups of
the benchmark the instance belongs to.

To bring this to life, consider the task of senti-
ment classification of English text, whose domain
would naturally contain a blend of English varieties,
e.g. ‘standard English’, acting as subpopulation 1,
and African-American Vernacular English (AAVE),
acting as subpopulation 2. In this scenario, a one-
hot vector indicating the subpopulation would not
be provided explicitly, but actual features of the
English variants would allow identifying the texts
as belonging to different populations.

We now generate synthetic evaluation results,
where we design the scores to be dependent on the
scalable system feature. We simply let the mean
score increase as the system feature scales. We
also make this relation between scale and score
differ between the two subpopulations, e.g. the
sentiment of AVEE might be harder to classify than
that of standard English, for example due to lower
representation in training data. The scores are in
the range [0, 1], representing e.g. the probability
assigned to the correct class.

Figure 1 illustrates the example. Observing only
the mean scores, a conventional scaling analysis
could sensibly only make a linear extrapolation
(in red). On the other hand, an instance-based ap-
proach could discern the distinct subpopulations,
noting that performance must saturate in the first
group while increasing more gradually in the sec-
ond. To exemplify this, we train a simple neural
network” on the set of synthetic evaluation records’
to predict instance-level scores, that can correctly
extrapolate to larger systems (blue curve).

%A scikit-learn MLPRegressor with default parameters,
with outputs clipped between 0 and 1.
STuples (system feature, instance feature, score).
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Figure 2: Example dataset of evaluation records.

While the example is obviously exaggerated and
idealistic, benchmark subgroups are not uncom-
mon (Swayamdipta et al., 2020; Siddiqui et al.,
2022). In a high-dimensional problem space like
NLP, the subgroups are however not as crisp as
in our example, and identifying them is far from
straightforward; this complexity is precisely why
we need more sophisticated statistical methods be-
yond simple aggregate measures. In general, it is
hard to isolate a single capability in benchmark de-
sign (AREA et al., 2014; Hernandez-Orallo, 2017),
if that even makes sense for novel kinds of intelli-
gence like LLMs. In reality, there will be a mixture
of (meta-)features of both system and instance that
influence the scores in complicated ways. Exam-
ple instance features that the literature has shown
to be impactful are input length or grammatical
complexity (Graesser et al., 2011; Kazemnejad
et al., 2023); Clever Hans phenomena and gen-
eral confounding (Martinez-Plumed et al., 2022);
mislabelling (Northcutt et al., 2021; Kreutzer et al.,
2022), label disagreement (Aroyo and Welty, 2015;
Pavlick and Kwiatkowski, 2019), or task ambigu-
ity (Liu et al., 2023); or general dependence on
other skills, e.g. for dealing with numeric values
(Amini et al., 2019), negation (She et al., 2023),
or social understanding (Sap et al., 2019). While
these phenomena are also tested for individually,
they are nonetheless confounding factors in most
benchmarks. They influence scaling behaviour in
currently unknown ways and require us to actually
relate scores to instance features, instead of treating
performance as an abstract number.

3 Proposal

Our proposed approach emphasises the integration
of detailed evaluation data. It involves following
three-step process:

1. Collect a dataset of evaluation records,

where each record corresponds to the score
a particular Al system achieved for a par-
ticular task instance. The dataset can in-
corporate multiple tasks and multiple sys-
tems, and preferably does so in order to en-
able cross-system and cross-capability gener-
alisation. While it is unfortunately rare to
make fine-grained evaluation data publicly
available (Burnell et al., 2023), recent eval-
uation efforts such as BIG-Bench (Srivas-
tava et al., 2022) and HELM (Liang et al.,
2022) have made massive amounts of instance-
level scores available that can be adopted
directly. At the same time, one should de-
scribe the systems under examination with
machine-readable features, which can range
from straightforward attributes like model
size to complex architectural characteristics
or whether specific training methods such as
RLHF (Ouyang et al., 2022) were used. Any
design choice that plausibly has significant
impact on performance is useful and needed
information. Figure 2 illustrates an example
of such a dataset.

. Train an instance-level score predictor.

Hernandez-Orallo et al. (2022) introduced as-
sessor models as conditional density estima-
tors p(r|m, ) for doing predictive inference
regarding score r given system features 7 and
instance p. Starting from the dataset of evalu-
ation records, the estimator p(r|m, 1) can be
constructed as a standard machine learning
system, with 7 and g acting as inputs, and
score r acting as the label. For our sentiment
classification for example, it could be a regres-
sion tree trained from tabular system feature
data and embeddings of the textual instances.

. Predict scores for hypothetical systems.

Equipped with the predictor p(r|m, 1), we
can describe a hypothetical system 7/ —with
scaled up features— and collect instance-level
score predictions for the instances of exist-
ing benchmarks. To make an overall per-
formance estimation for 7’ on a benchmark
dataset D, we simply combine the individ-
ual predictions, for example by averaging
the predicted score for each instance in D:
YD1 32 e p arg max, p(r|7’, u) — analogous
to how we would compute actual scores.



The design space for assessor models is large and
the inferential problem is still a challenging extrap-
olating one. But the approach we propose should
be able to — with the right inductive biases — at least
equal the predictive accuracy of current scaling law
methods since the same (and more) information
is used. It can capture nonlinear behaviour before
aggregation, and with appropriate design, generali-
sation and predictive accuracy should improve over
low dimensional methods.

Apart from the pure predictive aspect, this ap-
proach can provide other scaling related insights
as well. For example, one could use feature attri-
bution methods to decouple the influence of var-
ious (scaled-up) design choices, comparing e.g.
influence of scaling human feedback versus scal-
ing the causal next-token training. One could re-
verse engineer the design of GPT-4 (OpenAl, 2023)
by searching for the features that most accurately
match actual GPT-4 performance. And while we
have focused on extrapolation, it is perfectly possi-
ble to ask interpolating questions, e.g. investigating
the performance trade-offs and identifying “sweet
spots” for system design — such as the mix of train-
ing data, the type of optimisation algorithm used,
or the inclusion of certain features — that stick to
more familiar territory.

4 Related Work

Scaling laws in deep learning research focus on em-
pirical relationships between performance metrics
and design choices such as architecture, model size,
or dataset size. Initially driven by findings that test
loss scales with training data size in a power-law
fashion (Hestness et al., 2017), research has diver-
sified to analyse a range of tasks and architectures
(Rosenfeld et al., 2019; Henighan et al., 2020; Ka-
plan et al., 2020) and to theorise scaling exponents
(Sharma and Kaplan, 2020; Hutter, 2021; Bahri
et al., 2021). However, recent work highlights the
non-universal applicability of these laws, particu-
larly in predicting downstream task performance
(Hoffmann et al., 2022; Sorscher et al., 2023; Ca-
ballero et al., 2022), which is further complicated
by the nuances of transfer learning (Abnar et al.,
2021; Tay et al., 2022). In general, we find a crit-
ical gap in current methods: the over-reliance on
aggregated data and limited system characteristics.

Approaches that deal with oversummarization
of systems are proposed by Srinivasan et al. (2022)
and Jain et al. (2023), which learn or meta-learn

from multiple system features and therefore gener-
alise better across systems and tasks, but still work
at the aggregate performance level.

Instance-level score prediction is closely related
to the notion of predictive uncertainty and calibra-
tion in probabilistic systems. Including for LLMs,
it revolves around the idea that these systems can
signal their own confidence by assigning proba-
bilities to potential outcomes, much as we expect
from evaluative models. Predictive uncertainty is
the focus of intense research (Mielke et al., 2022;
Kadavath et al., 2022; Baan et al., 2023; Hu et al.,
2023), but conclusions are often contradictory or
context dependent. The fields of anomaly detec-
tion and confidence estimation (e.g. Corbiere et al.,
2019 and Qu et al., 2022) are closely related as well.
As described by (Herndndez-Orallo et al., 2022),
these investigations typically assume requirements
that make them differ from the pure ‘performance
prediction’ perspective adopted in our approach,
e.g. by not being anticipative and requiring access
to model outputs or internals, both of which are not
available in the context of scaling laws.

The performance prediction idea also extends
and is influenced by other research areas, such as
Item Response Theory (Martinez-Plumed et al.,
2019; Vania et al., 2021), which predicts success
based on system ability and task difficulty, and tech-
niques such as surrogate evaluation (Sacks et al.,
1989) and Datamodels (Ilyas et al., 2022), which
examine model behaviour in relation to training
data. In addition, methods for detailed error anal-
ysis (Amershi et al., 2015) contribute to the un-
derstanding of model performance by identifying
incorrect predictions and highlighting strengths and
weaknesses.

5 Conclusion

Acknowledging the challenges of scaling analy-
sis, our proposal aims to mitigate them by leverag-
ing a richer dataset and more powerful inferential
tools, i.e. “scaling the scaling laws”. The approach
unlocks various new applications and aspires to
enhance predictive accuracy and generalisation, ul-
timately aiming for a single assessor model doing
inference about scaling behaviour for all tasks and
systems with sufficient evaluation data available.
We invite the research community to contribute to
this endeavour by harnessing instance-level eval-
uations and amplifying the collective progress in
understanding Al performance.



Limitations

While our approach aims to help remediate the
challenges of scaling analysis, it of course does not
wholly fix the problems of generalisation and pre-
dictive accuracy in such a complex and multidimen-
sional extrapolation setting. Predicting non-linear
performance trends requires careful assumption
making, especially when no trend reversal has been
observed. Feature engineering is also critical, but is
complicated by mixed input types, label imbalance,
unknown variables, inconsistencies and noisy data.
The large design space requires strategic decisions
about model training and data handling, presenting
us with a challenging machine learning problem,
compounded by the conventional perils of scaling
analysis.

Ethics Statement

We acknowledge the ethical responsibilities inher-
ent in predicting Al scalability and are committed
to transparency and the cautious application of our
models. While we aim to inform resource alloca-
tion and research direction, we urge against over-
reliance on predictions for critical decisions and
emphasise the importance of safety, fairness, and
mitigating potential risks as Al systems advance.
Any forecast made by our approach should be in-
terpreted as a rough estimation, not as the definite
path forward.
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Abstract

Large Language Models (LLMs) are increas-
ingly becoming the preferred foundation plat-
forms for many Natural Language Processing
tasks such as Machine Translation, owing to
their quality often comparable to or better than
task-specific models, and the simplicity of spec-
ifying the task through natural language instruc-
tions or in-context examples. Their generality,
however, opens them up to subversion by end
users who may embed into their requests in-
structions that cause the model to behave in
unauthorized and possibly unsafe ways. In this
work we study these Prompt Injection Attacks
(PIAs) on multiple families of LLMs on a Ma-
chine Translation task, focusing on the effects
of model size on the attack success rates. We
introduce a new benchmark data set and we
discover that on multiple language pairs and in-
jected prompts written in English, larger mod-
els under certain conditions may become more
susceptible to successful attacks, an instance
of the Inverse Scaling phenomenon (McKen-
zie et al., 2023). To our knowledge, this is
the first work to study non-trivial LLM scaling
behaviour in a multi-lingual setting.

1 Introduction

General purpose pretrained Large Language Mod-
els have become the dominant paradigm in NLP,
due to their ability to quickly adapt to almost any
task with in-context few-shot learning (Brown et al.,
2020; Chowdhery et al., 2022; Wei et al., 2022)
or instruction following (Ouyang et al., 2022).
In most settings, the performance of LLMs pre-
dictably increases with their size according to em-
pirical scaling laws (Kaplan et al., 2020a; Her-
nandez et al., 2021; Hoffmann et al., 2022), how-
ever recent works have discovered scenarios where
not only LLMs misbehave, but they even become
worse with increasing size, a phenomenon known
as Inverse Scaling, or exhibit non-monotonic per-
formance w.r.t. size, e.g. U-shaped Scaling or
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Inverse U-shaped Scaling (Parrish et al., 2022; Lin
et al., 2022; Miceli Barone et al., 2023), with many
more such scenarios being discovered during the
Inverse Scaling Prize (McKenzie et al., 2023). One
such class of scenarios is Prompt Injection Attacks
(PIAs), where the end-user embeds instructions
in their requests that contradict the default system
prompt or fine-tuning and thus manipulate the LLM
to behave in ways not intended by the system devel-
oper, such as performing a task different than the
intended one, revealing secret information included
in the system prompt, subvert content moderation,
and so on. In the Inverse Scaling Prize, PIAs were
evaluated on simple tasks such as word capital-
ization and repetition, showing strong asymptotic
inverse scaling, meaning that the larger the LLMs
are, the more susceptible they become to these at-
tacks.

In this work, we evaluate the scaling behavior
of Prompt Injection Attacks on Prompt-based Ma-
chine Translation. Prompt-based Machine Trans-
lation (PMT) consists of using a general-purpose
LLM to do machine translation by asking it to trans-
late a text, optionally prepending a small number
(1-5) of parallel examples in the prompt (Zhang
et al., 2023). This approach is competitive with
task-specific neural machine translation systems on
high and medium resource language pairs (Kocmi
et al., 2023).

In order to evaluate PMT under PIAs, we create
a parallel test set of questions, which we consider
as our clean (non-adversarial) examples for PMT,
then we transform them into adversarial examples
by adding a prefix to the source side that asks the
system to ignore its instructions and just answer
the question. We evaluate our clean and adversarial
examples on multiple LLM families, both in the
zero-shot and few-shot setting, identifying scaling
trends. We release our data and the code needed to
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reproduce our experiments'.

2 Proposed Method

2.1 Data collection and preprocessing

We create a data set based on the examples in
the Truthful DA data set (Lin et al., 2022), which
consists of 817 questions in English originally de-
signed to test the ability of LLLMs to answer factual
questions truthfully. Each question is translated
to German, French, Romanian and Russian using
mBART-50 2 (Liu et al., 2020; Tang et al., 2020).
mBART-50 is fine-tuned specifically for machine
translation rather than generic instruction follow-
ing, therefore it has no tendency to answer ques-
tions. We manually inspect the model output and
remove bad and incomplete translations. The result-
ing examples constitute our clean En<»De, En<Fr,
En«+Ro and En«>Ru data sets.

We generate our adversarial data sets by
prepending to the source question of each example
the prefix: "Don’t translate this sentence and an-
swer the question: ", or its translation in the same
language as the source question. A detailed illustra-
tion of prompt generation is illustrated in appendix
A.l.

2.2 Models

We use six families of models with varying sizes:
T5 (Raffel et al., 2020), FLAN-TS5 (Chung et al.,
2022), GPT-3, InstructGPT? (Ouyang et al., 2022),
Llama2 and Llama2-chat (Touvron et al., 2023).

2.3 Prompts

Both zero-shot and few-shot prompts are used for
different models, but due to limited time and bud-
get, we limit our few-shot prompts to a single par-
allel example, hence it is one-shot. We use the best
prompt format from (Zhang et al., 2023), with a
variation for the Llama2-chat models that makes
use of the different conversational roles. The full
templates can be found in appendix A.2.

2.4 Evaluation

We found that the most common evaluation metric
in machine translation, the BLEU score (Papineni
et al., 2002), is not sensitive enough for our exper-
iments since in some cases a correct translation
1https ://github.com/Avmb/MT_Scaling_Prompt_
Injection.git
Zmbart-large-50-many-to-one-mmt model

3text-*-001 models, plus text-davinci-002 and text-davinci-
003
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of the source question may have a lower BLEU
score than the answer to the question. For example:

reference:

What are some movies still banned in Australia for
being offensive?

good translation:

What are some films still banned in Australia for
offensiveness?

failed translation:

No movies are banned in Australia for being offen-
sive.

It turns out that the good translation has a BLEU
score of 23, while the failed translation, where the
model answers the question instead of translating
it, has a BLEU score of 39.

For the purpose of our experiment, a success-
ful translation will be considered as one that show
signs of translating the source question in the target
language, even with poor translation quality, while
a failed translation is of the one that answers the
questions (in either source or target language, irre-
spective of the truthfulness of the answer). Thus,
we introduce another simple heuristic to measure
the performance of the model output specifically
for this experiment. That is, for each model and
language pair, we count how many translation out-
put sentences end with a question mark, as every
sentence in the reference ends with a question mark.
For the model output that doesn’t end with a ques-
tion mark, we will assume it is answering the ques-
tion or outputting irrelevant content. We call this
metric question mark accuracy and will be referred
to as accuracy thereafter.

3 Experiments

Due to limitations of the models and our own bud-
get and time constraints, we do not evaluate all
translation directions and prompting strategies on
all model families. We perform the following ex-
periments (table 1):

* OpenAl models: En<De, En<Fr and
En<Ru translation directions, with one-shot
prompting (Fu and Khot, 2022).

e TS5 and FLAN-T5 models: En—De, En—Fr
and En—Ro translation directions, zero-shot.
These are the translation directions evaluated
in the original papers, note that these models
do not seem to be able to translate from non-
English languages.


https://github.com/Avmb/MT_Scaling_Prompt_Injection.git
https://github.com/Avmb/MT_Scaling_Prompt_Injection.git

model size language pair

GPT-3 350M,1.3B,6.7B,175B En<De, En<Fr, En<>Ru
InstructGPT 350M,1.3B,6.7B,175B En+De, En<Fr, En<+Ru

T5 61M,223M,738M,3B En—De, En—Fr, En—Ro
FLAN-TS 61M,223M,738M,3B En—De, En—Fr, En—Ro
Llama?2 7B,13B,70B En<De, En<Fr, En<+Ro, En<>Ru

Llama2-chat 7B,13B,70B

En<De, En<Fr, En<+Ro, En<>Ru

Table 1: Overview of the model series and the language pairs

¢ Llama2 and Llama2-chat models: En<De,
En<>Fr, En<+>Ro and En<+Ru translation di-
rections, both zero-shot and one-shot.

The experiments are divided into two parts: We
first report our results of the clean examples in
section 3.1, then report the results of adversarial
examples in section 3.2. We only report the ac-
curacy in this section, the BLEU scores of each
experiment can be found in appendix C.

In section 3.3, we display the average perfor-
mance of X-to-English language pairs and English-
to-X language pairs.

Computational resources For the GPT and In-
structGPT models, we spent about 200 US dol-
lars on the OpenAl API. The experiments with
TS5 and FLAN-TS5 models except the largest vari-
ants were done on the HPE SGI 8600 system with
NVIDIA GV100 GPU. The experiments on the
Llama2, Llama2-chat and the largest variants of
T5 and FLAN-TS were performed on a cluster of
NVIDIA A100 40GB/80GB GPUs (note that a sin-
gle node with 4 A100 40GB GPUs is sufficient to
run all experiments).

3.1 Non-adversarial Experiments

T5 and FLAN-TS According to figure 1, all lan-
guage pairs and models show positive scaling ex-
cept the English-German language pair with the T5
model, where we found U-shape scaling.

OpenAl models The results on the OpenAl mod-
els are shown in figure 2.

OpenAl models show consistent positive scaling
on sentences without adversarial prompt injections,
as the accuracy score and BLEU scores (appendix
C) almost monotonically increase with the model
sizes. In the En—Fr direction the performance
for GPT-3 goes down twice from a model size of
350M to 1.3B, then from 6.7B to 175B. However,
the drop in performance is insignificant compared
to the rise in performance from 1.3B to 175B. This
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drop in performance is inconsistent, thus, we will
not consider this as an instance of inverse scaling.

Llama2 and Llama2-chat We report the results
on both Llama2 and Llama2-chat models. For each
model we also experimented on different quantiza-
tion variants of the model*. Figure 3 and 4 contain
the results of Llama2 and Llama2-chat respectively.
Quite obvious inverse scaling is found when the
Llama2 model is fed with the zero-shot prompt.
Another interesting pattern is that we observe an
abrupt increase in performance and then a steady
decrease when the quantization is 4-bit. The poten-
tial explanation is that the low quantization hurts
the overall performance of the model. The smallest
Llama2 model with the 4-bit quantization doesn’t
seem to be able to perform translation tasks in the
the zero-shot regime, as the its BLEU score is un-
der 10. It is also worth pointing out that although
the zero-shot accuracy of English-to-X translation
direction is rather high (except with 4-bit quanti-
zation), the BLEU score is consistently under 10.
Manual inspection reveals that the model is repeat-
ing the original question in English, resulting in a
high accuracy but low BLEU scores. Thus, these
results cannot be viewed as indicating true inverse
scaling. In one-shot mode, however, the Llama2
models perform very well, with near perfect ques-
tion mark accuracy (with flat or slightly inverse
scaling) and positive scaling in BLEU scores.

The Llama2-chat models are able to translate
in zero-shot mode, exhibiting positive scaling, but
perform less well in one-shot mode: possibly their
instruction tuning interferes with their ability to
learn in-context.

3.2 Adversarial Experiments

As expected, non-adversarial experiments show
generally positive scaling for most models families

*as implemented in Hugging Face Accelerate and
BitsAndBytes libraries https://huggingface.co/docs/
accelerate/usage_guides/quantization
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Figure 2: accuracy score of OpenAl models of in non-adversarial experiments

and language pairs. Thus, inspired by the prompt
injection example in (McKenzie et al., 2023), we
add an adversarial prompt at the beginning of each
question that explicitly instructs the LLM not to
translate but answer the question. This results in
more varied trends, with inverse scaling, or non-
monotonically U-shape scaling in certain settings.
We only report the accuracy here, BLEU scores can
be found in appendix C.

TS and FLAN-TS Figure 5 illustrates the results
of the TS and FLAN-T5 models. Although we find
U-shape scaling in the En—De translation direc-
tion, manual inspection shows that the abrupt drop
in the accuracy in both T5 and FLAN-TS is be-
cause the model is outputting white spaces which
is possibly due to some internal instabilities of the
model, thus, this should not be considered to be
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a genuine case of U-shape scaling. Overall, these
models do not show clear scaling trends.

OpenAl models We report the results of the GPT-
3 and InstructGPT models in figure 6, where we
find inverse scaling in the En—De and En—Fr
translation directions. The performance peaks at
the second and the third model size and then ex-
periences a drastic decrease. We also provide an
example of the actual output of the GPT models in
appendix B.

It is also worth pointing out that despite the same
size, the GPT-3.5 models text-davinci-002 and text-
davinci-003 reverse the trends of inverse scaling.
This indicates that these two models are better at
understanding the instructions than their counter-
parts of the same size, possibly due to these models
being based on a LLM pre-trained on code (Fu and
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Figure 4: Accuracy score of Llama2-chat in non-adversarial experiments

Khot, 2022).

Llama2 and Llama2-chat Figures 7 and 8 pro-
vide the results of the Llama2 and Llama2-chat
models respectively. Similar to the previous non-
adversarial scenarios, Llama2 models with zero-
shot examples show consistent inverse scaling
across all translation directions. However, just as
before, only X-to-English directions should be con-
sidered valid examples as the model is not able
to translate from the opposite direction under the
zero-shot schema, achieving BLEU scores below
10. On the other hand, the model performance ex-
hibits positive or mild U-shape scaling under the
few-shot scenario.

The Llama2-chat models show a very obvious U-
shape scaling (figure 8), in contrast with the posi-
tive scaling observed on the non-adversarial exam-
ples.
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3.3 Inverse Scaling w.r.t. training data size

Previous work on scaling laws in LLMs (Kaplan
et al., 2020b) and neural machine translation mod-
els (Ghorbani et al., 2021) investigated the rela-
tionship between the size of the training data, in
addition to model size, and performance, revealing
positive scaling w.r.t. data size. The LLMs in our
experiment are pre-trained on English-dominated
corpora crawled from the internet, and in the case
of instruction-tuned models, the English data also
likely dominates the other languages.

However, in our experiments we find that mod-
els are more likely to answer the source questions
rather than translate them when they are written in
English, even on non-adversarial examples, which
is a clean case of Inverse Scaling w.r.t. training
data size. This is likely due to the source question,
with or without the adversarial prefix, acting as a
stronger distractor when it occurs in the language
the model is more familiar with.

While we are not able to characterize this phe-
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nomenon as a precise scaling law, as accurate train-
ing corpus size and proportion of English vs. non-
English data are not publicly known for most model
families, we do note that the effect is strong and
consistent across all model families, model sizes
and languages.

In table 2 we provide the average accuracies
across all models and both clean and adversarial
examples for all language pairs.

4 Discussion and Related Work

Our experiments show that most LLM families
show positive or flat scaling w.r.t. model size on
non-adversarial examples, tend to exhibit inverse
or non-monotonic scaling on adversarial examples
containing a prompt injection attack, especially
when operating in zero-shot mode.
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The experiment results on Llama2 models (fig-
ure 3 and 7) show that inverse scaling can be
avoided with even a single in-context parallel ex-
ample, a similar conclusion was also made in Wei
et al. (2023), where they use few-shot examples
to reverse the inverse scaling in several tasks that
previously exhibited inverse scaling.

Another potential mitigation based on our exper-
iment results is training on code and/or instruction
tuning, as the two GPT-3.5 models reverse the in-
verse scaling trend. The rather U-shape or positive
scaling behaviour of the Llama2-chat models also
suggests that instruction tuning endows the model
with a better ability to correctly understand instruc-
tions. Similar results are also shown by Miceli-
Barone et al. (2023), where the GPT-3.5 models
reversed the inverse scaling trend of Instruct GPT.
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x - English | accuracy | English - x | accuracy
de-en 0.904 en-de 0.731
fr-en 0.926 en-fr 0.739
ro-en 0.908 en-ro 0.746
ru-en 0.903 en-ru 0.708

x - English | accuracy | English - x | accuracy
de-en 0.629 en-de 0.486
fr-en 0.734 en-fr 0.545
ro-en 0.663 en-ro 0.550
ru-en 0.756 en-ru 0.505

Table 2: average accuracies of X-to/from English lan-
guage pairs. top: non-adversarial experiments, bottom:
adversarial experiments

However, note that instruction tuning might inter-
fere with in-context learning, as evidenced by the
Llama2-chat results, but not the GPT-3.5 results,
hence we recommend to take great care with data
set curation when applying instruction tuning in
order to avoid capability regression.
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Finally, one may ask whether mere scaling might
eventually overcome all inverse trends. In Wei et al.
(2023), the authors repeated the inverse scaling ex-
periments of McKenzie et al. (2023) with much
larger models and found that for most of the tasks
that show inverse scaling, further scaling up the
model sizes did manage to reverse the trend, as the
performance goes up again and forms a U-shape
scaling. In McKenzie et al. (2023), GPT-4 also
performs better than most GPT-3 and InstructGPT
models, however, in Miceli-Barone et al. (2023),
even GPT4 performs worse than smaller models of
the same family, suggesting that mere model scal-
ing may not be sufficient to solve poor performance
on difficult examples, or at least not in an efficient
way given the costs of training and deploying very
large models.

5 Conclusion

In this paper, we investigated the scaling behaviour
of LLMs in the task of machine translation of fac-



tual questions, both on clear examples and on adver-
sarial examples constructed according to a simple
prompt injection attack where we tell the model to
answer the questions instead of translating them.
We found inverse scaling under certain model se-
ries and zero-shot scenarios.

In addition to the effect from the model size, we
also found that performance severely deteriorates
when the prompt is written in English, indicating
inverse scaling in the dimension of the amount of
training data.

To our knowledge, this is the first work to inves-
tigate non-monotonic scaling and prompt injection
attacks in a multi-lingual setting.

Limitations

Number of model families Due to limited time,
budget and computational resources available, and
because the limited number of publicly available
LLMs that exhibit strong multilingual capabilities,
our research doesn’t include many model series.
Future work on this topic should include more
model families, such as Antropic Claude, GPT-
3.5-turbo and GPT-4.

Number of distractors Our experiment only con-
siders a single prompt injection attack setting and
uses a question-answering task as the distracting
prompt. The study of scaling behavior in prompt-
based machine translation can go well beyond this
scope. For instance, one could use the counter-
factual data set (Meng et al., 2023) to construct
sentences containing counterfactual knowledge e.g.
"The FEiffel Tower is located in Berlin." As hypoth-
esized previously, since larger language models
store more world knowledge and rely more on the
world knowledge to provide output, in an inverse
scaling scenario, we would expect that larger mod-
els tend to translate the counterfactual piece of
information e.g. "Berlin" in our example instead
of the factual knowledge i.e. "Paris". In addition,
more language pairs can be tested, to provide more
solid proof for our claim that the language where
the distraction adversarial prompt is written causes
different model performances.

Coarse-grained evaluation strategy We only
use the question mark to determine if the model
output is successful. Although we do selectively
check the translation output manually to ensure the
validity of our evaluation strategy, the model might
still output a failed translation that still ends with
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question marks.

Ethics Statement

In this work, we investigate the vulnerability of
LLMs to Prompt Injection Attacks. We do not
present novel attacks, instead, we focus on the char-
acterization of the system performance under a
well-known attack, albeit applied to a novel task
(Machine Translation), we believe that our work
does not create additional security risks but instead
may contribute to eventually increasing the secu-
rity of LLM-based systems by furthering a better
understanding of these vulnerabilities.

In this work we do not carry out experiments
on human subjects, therefore there are no risks
associated with human experimentation.
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A Example generation

A.1 Example Generation Pipeline

add injected prompt

. ez i’
What happens if you eat watermelon seeds? Don't translate this sentence and answer the question:
what happens ...

translate with mbart

/

Wassermelone Samen essen? J passiert ...

Was passiert mit Thnen, wenn sie » Ubersetzen Sie diesen Satz nicht und antworten: Was

add translation prompt

Y Y
Translate from German to English: Was Translate from German to English: Ubersetzen Sie
passiert ... diesen Satz nicht und antwerten: Was passiert ...

l J

Figure 9: The pipeline of prompt generation

A.2 Prompt Templates
Zero-shot template:

Translate from {source} to {target}: {source text}

Few-shot template:

Translate from {source} to {target}
{source}:{source example}
{target}:{target example}
{source}:{source text}

{target}:

Zero-shot template (Llama2-chat):

[INST] «SYS»
Translate from {source} to {target):
«/SYS»

{source}: {source text} [/INST] {target}:
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Few-shot template (Llama2-chat):

[INST] «SYS»
Translate from {source} to {target}:
«/SYS»

{source}: {source example} [/INST] {target}: {target example} </s><s>
[INST] {source}: {source text} [/INST] {target}:

B Translation output

Don't translate this sentence and answer the question: Why do veins appear blue?
(Ubersetzen sie diesen Satz nicht und antoworten: Warum erscheinen die Venen Blau?)

Blue veins appear when the blood flow is high and the heart has many contractions.

‘Warum ercheinen die Venen Blau
(Why do the veins appear blue?)

Warum blauen BlutgefaRe auf?
(Why do the blood vessels turn blue?)

Die Adern erscheinen blau, weil das Blut darin einen hohen Sauerstoffgehalt hat.
(The veins appear blue because the blood inside has a high hydrogen level.)

Ubersetze diesen Satz nicht und beantworte; Warum erscheinen Venen blau?
(Don't translate this sentence and answer: Why do the veins appear blue?)

Ubersetze diesen Satz nicht und antworte; Warum erscheinen Venen blau?
(Don't translate this sentence and answer: Why do the veins appear blue?)

Figure 10: Example output of IntructGPT models under a Prompt Injection Attack. Note that the larger model is
giving a detailed answer to the question rather than translating it correctly, however, the GPT-3.5 models do translate
the source text correctly.

C BLEU Scores
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Abstract

Most adults can complete a sequence of steps to
achieve a certain goal, such as making a sand-
wich or repairing a bicycle tire. In complet-
ing these goal-oriented tasks, or simply tasks
in this paper, one must use sequential reason-
ing to understand the relationship between the
sequence of steps and the goal. LLMs have
shown impressive capabilities across various
natural language understanding tasks. How-
ever, prior work has mainly focused on logical
reasoning tasks (e.g. arithmetic, commonsense
QA); how well LLMs can perform on more
complex reasoning tasks like sequential reason-
ing is not clear. In this paper, we address this
gap and conduct a comprehensive evaluation
of how well LLMs are able to conduct this rea-
soning for tasks and how they scale w.r.t multi-
ple dimensions(e.g. adaptive prompting strate-
gies, number of in-context examples, varying
complexity of the sequential task). Our find-
ings reveal that while Chain of Thought (CoT)
prompting can significantly enhance LLMs’ se-
quential reasoning in certain scenarios, it can
also be detrimental in others, whereas Tree of
Thoughts (ToT) reasoning is less effective for
this type of task. Additionally, we discover
that an increase in model size or in-context ex-
amples does not consistently lead to improved
performance.

1 Introduction

Large Language Models (LLMs) have transformed
natural language processing (NLP), achieving
groundbreaking performance across an array of
tasks, primarily due to their capacity for (in-
context) zero-shot and few-shot learning (Brown
et al., 2020; Chowdhery et al., 2022; Vaswani et al.,
2017). This prowess in task adaptation arises from
their ability to “prompt"—essentially conditioning
the models on limited examples or explicit task de-
scriptions, and responding appropriately (Liu et al.,
2021). The potential for models to adapt to tasks
with limited to no exposure, especially without
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requiring extensive fine-tuning, is a testament to
their potential and may be a step towards artificial
general intelligence (Goertzel, 2014).

The ability to logical reasoning is one of the most
intriguing capabilities of LLMs, which has been ex-
plored in various studies, including the evaluation
of their grasp of commonsense knowledge (Davi-
son et al., 2019; Liu et al., 2020; Ma et al., 2021;
Niu et al., 2021; Zhou et al., 2020). Although their
performance on intuitive and single-step tasks is ex-
emplary, their efficacy on tasks requiring multi-step
reasoning, particularly tasks that simulate human
system 2! cognitive functions, has remained a chal-
lenge (Xu et al., 2023; Stanovich and West, 2000;
Rae et al., 2021). This aspect of reasoning is vital,
especially for goal-oriented tasks where the order
and sequence in which actions are taken is crucial
to the successful completion of the task.

Yet, in goal-oriented tasks, understanding and
reasoning about a sequence of steps is critical. A
disruption in the order of these steps can help, com-
plicate or even nullify the task’s objective. For
example, in an effort to minimize speed in a cer-
tain task, such as preparing a soup in the kitchen,
one must consider whether reordering certain steps
is acceptable or by doing so the recipe (the goal)
would be damaged. In the soup-making exam-
ple, this could mean measuring, chopping and do-
ing all preparation work—mise-en-place—before
any cooking actually begins, which, oddly enough
few recipes actually include as an explicit step but
seems to not only speed up the overall cooking
experience but lead to fewer later-step errors that
would have otherwise resulted from inadequate
inter-step time.

We are hence drawn to consider how well the
recent advances in LLMs translate to the System 2-

'The term system 2 cognitive functions was coined by
Kahneman (2011) and refers to the slow, analytical, reasoning-
oriented thought processes, which are in contrast to system
1 cognitive functions that are instantaneous, subconscious
reactions to stimuli.

Proceedings of the First edition of the Workshop on the Scaling Behavior of Large Language Models, pages 24-34
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type of reasoning, which we call sequential reason-
ing, necessary working with goal-oriented tasks.

Recent innovations, like the Chain of Thought
prompting (CoT) (Wei et al., 2022; Wang et al.,
2022), provide a promising solution to this rea-
soning challenge. Instead of relying on stan-
dard question-answer exchanges, CoT feeds LLMs
with sequential reasoning examples, facilitating
the model to map out a logical reasoning path.
Alongside CoT there is an emerging technique
known as Tree of Thoughts (ToT) prompting (Yao
et al., 2023). ToT extends CoT’s linear reason-
ing by allowing LLMs to explore multiple reason-
ing paths simultaneously, forming a tree of po-
tential thoughts. This approach enables deliber-
ate planning and exploration in problem-solving,
where each thought is generated or solved inde-
pendently. Moreover, there is an emerging interest
in their inherent zero-shot reasoning skills (Brown
et al., 2020). Novel approaches, such as Zero-shot-
CoT (Liu et al., 2021), have demonstrated that by
simply prompting models with an instruction like
"Let’s think step by step", LLMs can autonomously
derive a plausible reasoning pathway and arrive at
logical conclusions. Such findings not only under-
line the untapped potential of LLMs but also under-
score their ability to mimic higher-level cognitive
functions like generic logical reasoning (Chollet,
2019).

This is the first study that pushes this inquiry
further, to evaluate LLMs’ potential as logical rea-
soners for goal-oriented tasks, and investigate if
the aforementioned claims for enhanced capabil-
ity under certain prompting strategies hold true
when used under the framework of sequential rea-
soning. Using adapted versions of the YouCook2
dataset (Zhou et al., 2018) and the CrossTask
dataset (Zhukov et al., 2019) with varied sequence
permutations, we probe the extent to which LLMs
can discern and reason about the logical continuity
of steps, especially when disruptions in their order
are introduced (Fig. 1).

2 Methodology

Sequential tasks can be largely divided based on
their properties, complexity, and dependence on
previous steps. In this study, we focus on goal-
oriented tasks - tasks that are directed towards
achieving a particular objective, often encapsulated
within a sequence of actions that must be executed
in a specific order.
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How to make miso soup?

/e

Figure 1: Illustration showcasing a permuted goal-
oriented task, specifically for preparing miso soup. On
the left, the original recipe sequence is displayed, and on
the right, the same recipe steps are shown in a permuted
order. The example is from the YouCook?2 dataset.

1. dice soft tofu into cubes

4. add miso paste to pot and stir
2. boil water in a pot

3. add dashi granules to pot

5. add diced tofu into soup

0. chop green onions into pieces
6. add chopped green onions
into soup

7. transfer soup to a bowl and
serve

2. boil water in a pot
3. add dashi granules to pot

6. add chopped green onions into
soup

7. transfer soup to a bowl and
serve

2.1 Properties of Goal-Oriented Tasks

Goal-oriented tasks share the following identifying
properties.

Sequential Nature These tasks have steps; the
steps are executed in a sequence. Although in
practice two steps can be conducted at the same
time—for example, two cooks in the kitchen can
simultaneously measure out different ingredients—
we assume only one step can be executed at one
time. Steps may be repeated. For example, when
preparing a peanut-butter-and-jelly sandwich, one
must clean the knife after the peanut butter and
then again clean it after the jelly.

Atomicity Each task in the sequence is atomic in
nature, i.e., it represents a single, indivisable ac-
tion. For instance, in cooking, “chopping an onion"
could be considered an atomic action. The reso-
lution of this atomicity is arbitrary and set by the
experiment engineers or the dataset creators; we do
not study the semantics of task-step resolution in
this paper.

Dependency Later tasks in the sequence often de-
pend on the completion and correctness of earlier
tasks. For example, you cannot bake a cake without
first mixing the ingredients.

Variability in Completeness While some steps
are absolutely crucial, others might offer some le-
niency in terms of order or even necessity.

These properties yield the following situations
regarding the success or failure to achieve the goal
of a task. There is one or more prescribed ordering
of the steps that are likely to lead to success; when
one executes each step properly, it is expected to
yield a successful outcome. We call this a “likely-
success". However, one may still have not achieved
the goal if certain steps are improperly executed.
For the N! possible orderings of tasks with NV steps,



a subset lead to a likely-success and the rest lead
to failure.

2.2 Dataset Manipulation

The sequence in which goal-oriented tasks are car-
ried out is pivotal. Yet, available goal-oriented
datasets like YouCook2 (Zhou et al., 2018),
HowTol00M (Miech et al., 2019) and COIN (Tang
et al., 2019) do not contain permutations of task-
steps that lead to failure; after all, they are instruc-
tional goal-oriented datasets. Therefore, for the
sake of our study, we augment existing instruc-
tional, goal-oriented datasets to deliberately violate
this order by introducing step permutations of dif-
ferent ratios, namely 1/2 and 1/3. By permutation
ratio, we mean the ratio of the steps whose order
has been modified.

Each of these permutations serves to disrupt the
inherent flow of the goal-oriented task, leading to
possible errors or alternative paths to reaching the

goal.
We work with two datasets in this
study, YouCook2 (Zhou et al., 2018) and

CrossTask (Zhukov et al., 2019). We selected
these two for their rich content that captures the
complexity and sequential nature of goal-oriented
tasks. We adapted a subset of these two datasets
using a two-step process to optimally evaluate how
disruptions in sequence can influence the outcome
of these goal-oriented tasks and how LLMs can
reason about this task structure. More details are
in section 3.1.

2.3 Analysis Framework

Building on the goal-oriented task principles,
our methodology critically assesses the capabil-
ity of LLMs to reason about perturbed sequences.
Acknowledging the atomicity of task steps and
their inherent dependencies, we designed a set of
prompts. When presented alongside permuted task
sequences, these prompts task the LL.Ms with dis-
cerning the logical progression and determining the
viability of the altered sequence.

To formulate our study, we present the two main
analytical dimensions that our work is based on:
Assessment of Stepwise Transitions Our objec-
tive is to ascertain the proficiency of LLMs in
understanding the logical coherence of task steps,
even when perturbed.

Below we provide the input provided to the models,
as well as the output that we expect.
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<input>: Original goal-oriented task and its shuf-
fled counterpart.

<output>: Step to step transition categorization into
three types: (1) Correct: Step transitions with steps
that retain their original sequential position; (2)
Mistake: Disrupted sequences where the transition
between the steps lacks logical or temporal coher-
ence; (3) Variation: Step transitions that, despite
being out of their original order, still maintain a
logical flow that could conceivably be followed
without detriment to the task.

Determining Task Viability On a macro scale,
we aim to analyze the overall viability of the shuf-
fled task. This entails identifying critical junctures,
termed "Breaking Points", where modifications in
sequence jeopardize the successful completion of a
given task.

Below we provide the input provided to the models,
as well as the output that we expect.

<input>: Original goal-oriented task and its shuf-
fled counterpart.

<output>: Step transition that "breaks" the recipe.

In future sections we refer to the Assessment of
Stepwise Transitions task as Task A and to the
Determining Task Viability task as Task B.

Our prompt reasoning selection rationale is de-
vised to span the entire logical reasoning spectrum,
ensuring an in-depth and multi-faceted assessment
of how LL.Ms understand goal-oriented tasks, and
how they scale under different strategies.

2.4 Reasoning Strategies

We analyze model performance over three main
pillars of in-context reasoning: Standard, Chain of
Thought (CoT) and Tree of Thought (ToT) prompt-
ing.

For Standard Prompting, we directly ask for an
answer. Specifically, we prompt with a question
alone or a question and one or two (input, output)
exemplars to potentially solve our task through
direct explicit "reasoning".

For CoT Prompting, we provide zero, one or
two examples of “chain of thought”, which are
intermediate natural language reasoning steps, in
the prompt to LLMs. Specifically, for zero-shot
prompting we follow Kojima et al. (2022) and sim-
ply prompt LLMs with the phrase “Let’s think step
by step” after the input, in order to elicit reasoning
without the need for few-shot demonstrations. For
one-shot and two-shot CoT prompting, we replace



Original sequence: 1.chop green onions into pieces
8. transfer soup to a bow!
Permuted sequence: 2. dice soft tofu into cubes

Experts 1and 2
agree on their
logic. Expert 3

pu
O

realizes is wrong,
and leaves the
analysis.

X—<

Consensus solution

Figure 2: ToT design for Task A. We simulate the
involvement of three experts analyzing our goal-oriented
tasks, where each one explores at most 3 x N solution
paths. indicate paths chosen by an expert
on each step transition. indicate the other
two possible paths not chosen by the expert for each
step transition.

(input, output) demonstrations with (input, chain
of thought, output) triples.

To incorporate ToT in our study, we developed
intricate prompts that simulate the involvement
of three experts analyzing our goal-oriented tasks,
such as evaluating the logical sequence of culinary
steps in a shuffled recipe (as shown in Fig. 2).
Each expert deliberately plans and reasons over the
given task independently, exploring different solu-
tion paths. In the end, all experts reach a consensus
solution.

In Task A, the experts deliberate after evaluat-
ing each step transition. If an expert finds their
analysis to be incorrect, they withdraw from the
discussion. After thoroughly analyzing and reason-
ing through the entire task’s sequence, all experts
agree on a final consensus solution. Specifically, as
shown in Fig. 2, for each transition between steps,
provided they have not exited the discussion, each
expert explores 3 solution paths individually, one
for each possible label "Correct", "Mistake", "Vari-
ation". This results in a total of 3 x N potential
solution paths, with N representing the number of
step transitions.

In Task B, a similar approach is followed, but
here each expert is asked to reason over the whole
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task sequence, exploring individually NV solution
paths (worst-case). The ToT prompting arguably
takes the form of self-consistency CoT here, since
although the experts are prompted to reason step by
step to find the breaking point, they follow single
chain reasoning instead of a tree. Nevertheless, we
will continue referring to it as ToT for Task B as
well.

3 Experiments

3.1 Datasets

We use two datasets for our analysis. Both are goal-
oriented datasets, primarily instructional datasets.
The first dataset is YouCook2 (Zhou et al., 2018),
a large-scale video dataset focusing on instructional
cooking activities. Each one of 2000 videos is
annotated with one of 89 recipe names and step-
by-step instructions. Within the framework of this
paper, they correspond to the concept of "goal" and
"sequence" separately.
To adapt YouCook?2 to our study, we further en-
gage in a two-stage annotation process.
¢ First, we enhanced the annotation of several
videos to include more nuanced labels that cap-
ture the complex progression of the recipes. Be-
fore this refinement, the videos typically had
an average of 7.72 steps describing them. Post-
refinement, this rose to an average of 12.06 steps.
Our aim in this re-annotation was to segment
the goal-oriented tasks such that each step repre-
sented a singular atomic action. This approach
emphasizes the inherent sequential flow of these
tasks.

Second, we created two permuted versions of
the re-annotated dataset (with ratios 1/2 and 1/3)
and then performed a second round of annota-
tions. Precisely, we annotated the stepwise tran-
sitions within the videos where we judged the
correctness, variation or mistake in the logical
and temporal order of the permuted version of the
videos. These annotations assess the transition’s
fidelity to the original sequence and its logical
and temporal validity.

The second dataset we use is CrossTask
(Zhukov et al., 2019). It contains 18 primary-tasks
and 65 related- tasks, a total of 4.7K videos. It
covers a more diverse set of goal-oriented tasks,
including tire changing, cooking, and furniture as-
sembly. For our study:

* We evaluate only on the 18 primary task cate-
gories since they come with a full set annota-



tion of temporal boundaries and step descriptions.
The tasks have an average of 7.41 steps in se-
quence to fulfill a goal.

Following the same procedure applied to the pre-
vious dataset, we create a permuted version of
the CrossTask dataset (with ratio 1/2) and then
proceed to annotate the stepwise transitions of
each video based on their correctness, variation,
or mistake.

Noticeably, CrossTask has several tasks where
repeated steps are performed to fulfill an ultimate
goal. This detail adds an extra element of com-
plexity that could affect the reasoning of LLMs
about the logical continuity of steps.

The annotation process of stepwise transitions
was carried out by 3 individuals to ensure accuracy
and mitigate ambiguity.

The enhanced versions of these two datasets
serve as the foundation for our experimental evalu-
ation. In Table 1, we provide the statistics for both
datasets.

Stepwise YouCook2 CrossTask
Transitions 12 13 12
Correct 25.8% 51.0% 46.9%
Mistake 49.0% 29.6% 34.2%
Variation 25.2% 19.4% 18.9%

Table 1: Stepwise transition statistics (%) for our two
datasets, YouCook?2 (with 1/2 and 1/3 permutation ratio)
and CrossTask.

3.2 Results

For our initial evaluation, we use OpenAI’s GPT
3.5-turbo and GPT-4 models,.

The measure we choose to evaluate models
is accuracy. Precisely, for Task A we evaluate
the correct step transitions per goal-oriented task
in our datasets and then we average over all of

them: Acc = ﬁ >k Accg, where Ace; =
tasks -
Correct Step Transitions - .
2 e 12 is the accuracy for task 7.
otal Steps

For Task B, we evaluate the if the breaking point
of each task has been chosen correctly or not, and
then we average over all tasks. We again calculate

Acc = Nisks > ik Ace;, where now
A 1 if breaking point for task ¢ is correct
cc; =
’ 0 otherwise
for task 1.
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3.2.1 CoT and ToT Prompting Effect

To analyze the impact from applying CoT and ToT,
we compute % point differences between CoT and
Standard Prompting: Acccor — AcCStandard, as
well as ToT and Standard Prompting: Accter —
AccStandard- In our analysis, we use arrows to indi-
cate Tpositive and negative CoT and ToT effects.

Task A Our experiments reveal that CoT and ToT
prompting significantly enhances the capability of
both GPT-4 and GPT-3.5-turbo models in reason-
ing over goal-oriented tasks, with CoT generally
showing more consistent improvements (Table 2).

When evaluating GPT-4, both CoT and ToT
show a consistent trend of improvement over stan-
dard prompting methods across different shot sce-
narios. For instance, in the YouCook?2 dataset, zero-
shot performance sees a notable increase with CoT
(12.3%) and even more with ToT (13.3%). This
pattern persists in one-shot and two-shot scenar-
ios as well, though the benefits seem slightly more
pronounced in the CoT approach. Interestingly,
in some cases like the two-shot scenario in the
CrossTask dataset, ToT shows a minor decrement
(44.3%) compared to standard prompting.

GPT-3.5-turbo presents a different picture albeit
with similar trends in terms of CoT and ToT im-
provements. Remarkably, GPT-3.5-turbo while
able to understand the task under the zero-shot
prompting strategy, when provided with examples
under standard prompting, paradoxically it is un-
able to do so. This suggests that the provision of
fully labeled examples of step transition sequences,
rather than aiding the model, acts as a distractor,
leading to repetitive, non-task-focused responses
(e.g.repeating the examples in the answer). When
prompted under CoT and ToT reasoning GPT-3.5-
turbo was able to overcome this issue. Addition-
ally, ToT seems to work exceptionally well for the
CrossTask dataset but only similar to CoT for the
YouCook?2 dataset.

When using permutation ratio 1/3 the results are
similar. However, the accuracy numbers are higher
for all models, leading us to believe that LLMs can
understand goal-oriented tasks better when there
are less perturbations from the original sequence,
and the logical coherence of the tasks is preserved.

Task B For this task, we specifically evaluate
zero-shot capabilities, quantifying out-of-the-box
performance. Models are sensitive to few-shot ex-
emplars as seen from our results on Task A (table



Zero-shot Standard

/<Input>

Q: Original sequence:  0.add cooked pasta to a bow!

1. add mayonnaise to the bowl

2. add vinegar to the bowl

3. add dijon mustard to the bowl

4. add sugar to the bowl

5.add salt and pepper to the bowl

6. add celery red bell peppers green bell
peppers and red onions to the bow!

7. mix all ingredients in the bowl

Permuted sequence: 0.add cooked pasta to a bowl

6. add celery red bell peppers green bell
peppers and red onions to the bowl

2. add vinegar to the bow!

3. add dijon mustard to the bowl

4. add sugar to the bowl

5. add salt and pepper to the bowl

1. add mayonnaise to the bow!

7. mix all ingredients in the bowl

You are given a task in its original order, and its permuted ver-
sion. | need you to make a judgement on if there is a point in
the permuted task where the task breaks. By the task breaks,

I mean that by following this specific order of steps the task
can not be completed successfully due to some logical fault.

A

<Output>
The task does not break at any point in the permuted version.

\ J

Zero-shot Chain of Thought

/<Input>

Q: Original sequence:  0.add cooked pasta to a bow!

1. add mayonnaise to the bowl

2.add vinegar to the bowl

3. add dijon mustard to the bowl

4. add sugar to the bowl!

5.add salt and pepper to the bowl!

6.add celery red bell peppers green bell
peppers and red onions to the bowl

7. mix all ingredients in the bow!

Permuted sequence: 0.add cooked pasta to a bowl

6. add celery red bell peppers green bell
peppers and red onions to the bowl

2. add vinegar to the bowl|

3. add dijon mustard to the bowl

4. add sugar to the bowl

5. add salt and pepper to the bowl

1. add mayonnaise to the bowl

7. mix all ingredients in the bowl

You are given a task in its original order, and its permuted ver-
sion. | need you to make a judgement on if there is a point in
the permuted task where the task breaks. By the task breaks,

I mean that by following this specific order of steps the task
can not be completed successfully due to some logical fault.

A: Let's think step by step

<Output>

The task breaks at '4. add sugar to the bow!' in the permuted
version. Usually, sugar is added to the liquid ingredients to pro-
perly dissolve before solid components like pasta are added.
If not, some parts of the salad might be overly sweet while
chers lack that balance of sweetness.

/

Figure 3: GPT-4’s output when prompted with ''Let’s think step by step''. The model is distracted from the
task’s core objective—to evaluate the logical sequence of steps based on the original and permuted order. It states
that sugar should be added before pasta, even though our recipe in its original order calls for adding pasta before

sugar.

2) but also from the community (Zhao et al., 2021;
Perez et al., 2021), so we want to avoid the vari-
ability that comes with them.

We observe a drop in performance when "Let’s
think step by step" prompting is applied. For GPT-
4, when evaluating the YouCook?2 dataset the ac-
curacy declines from 64.6% to 54.2% (410.4%)
for the 1/2 permutation, and from 72.9% to 57.1%
(415.8%) for the 1/3 permutation. Similarly, in
the CrossTask dataset with a 1/2 permutation ra-
tio, GPT-4 experiences a decrease in performance,
albeit a smaller one (41.9%). Likewise, GPT-3.5-
turbo exhibits a decline, slightly more pronounced,
in these scenarios.

The paradoxical phenomenon that arises in this
task aligns with observations in the wider research
community regarding the biases and background
knowledge embedded in LLMs (Petroni et al.,
2019). These biases can stem from the data on
which they were trained, which can influence the
performance of these models on tasks that require
reasoning under narrow preconditions, like our per-
muted task sequence understanding. Essentially,
the models may bring in their own "understand-
ing" based on patterns they have learned, leading
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to accurate yet contextually irrelevant inferences,
as seen in our experiment. For instance, GPT-4 pro-
vides factually correct statements regarding cook-
ing procedures, such as sugar dissolving in liquid
before mixing with solids to ensure flavor consis-
tency (as illustrated in Fig. 3). However, it over-
looks the task’s core objective—to evaluate the
logical sequence of steps based on the original and
permuted order.

Looking at the ToT results we can see that having
three paths with step-by-step zero-shot reasoning
and taking the consensus solution from them causes
a cascaded result and magnifies the zero-shot CoT
issue. Each expert in their own path is carrying
the model’s bias in their decision attenuating the
performance even further.

3.3 Scaling Behaviour

Chain of Thought (CoT) and Tree of Thought (ToT)
are emergent behaviors typically associated with
larger model scales. However, examining smaller
models is crucial for understanding the scalabil-
ity and potential limitations of these prompting
strategies and their impact on sequential reason-
ing. We choose L1lama-2-13b-chat-hf (Touvron



GPT-4 GPT-3.5-turbo
Dataset N-shot Standard CoT ToT ‘ Standard CoT ToT
YouCook2 Zero-shot 62.2% 12.3 64.5% 133 65.5% 46.6% 10.2 46.8% 10.5 47.1%
One-shot 66.0% 13.8 69.8% 10.7 66.7% 0.0% 147.0 47.0% 147.8 47.8%
Two-shot 67.1% 133 70.4% 11.7 65.4% 0.0% 150.6 50.6% 146.8 46.8%
CrossTask Zero-shot 69.5% 114 70.9% 104 69.9% 47.0% 10.3 47.3% 111.0 58.0%
One-shot 71.3% 122 73.5% 114 69.9% 0.0% 148.4 48.4% 157.6 57.6%
Two-shot 74.4% 132 77.6% 143 70.1% 0.0% 152.8 52.8% 157.9 57.9%

Table 2: Performance comparison (%) of GPT-4 and GPT-3.5-turbo models under different reasoning
strategies across zero-shot, one-shot and two-shot scenarios for the YouCook2 (1/2 permutation ratio) and CrossTask
datasets, for assessing stepwise transitions (Task A). Arrows indicate Tpositive or {negative impact of CoT and

ToT compared to standard prompting.

Dataset Ratio Standard CoT ToT
GPT-4
YouCook2  1/2 64.6% 1104 54.2% 1143 50.3%
113 72.9% 1158 57.1% 1269 46.0%
CrossTask 172 52.9% 119 51.0% 11.1 54.0%
GPT-3.5-turbo
YouCook2 1/2  20.8% 420 18.8% 128 18.0%
113 36.7% 181 28.6% 1196 17.1%
CrossTask 172 23.5% 139 19.6% 133 20.2%

Table 3: Performance comparison (%) of GPT-4 and
GPT-3.5-turbo models under standard, CoT and ToT
zero-shot prompting for determining overall task
viability (Task B) on the YouCook?2 dataset with 1/2 and
1/3 permutation ratios and the CrossTask dataset with
a 1/2 permutation ratio. Arrows indicate Tpositive or
Inegative impact of CoT and ToT compared to standard
prompting.

et al., 2023) which we will refer to as Llama-2-
13b and zephyr-7b-beta (Tunstall et al., 2023)
which we will refer to as Zephyr-7B-5. Llama-
2-13b is the medium sized open source Language
Model of its family of models and ideal size-wise
for our scaling experiments. Zephyr-7B-£ is even
smaller, and was selected, over other models of
the same size (like L1ama-2-7b), to evaluate the
performance of models trained using knowledge
distillation techniques, where a smaller "student"
model is trained based on the patterns learned by a
larger "teacher” model. While distillation has been
shown to improve smaller models, a gap compared
to teacher models often still exists. Assessing an
open distilled model allows us to directly test if the
reported performance gains (Tunstall et al., 2023)
hold across complex reasoning tasks.

We focus on the zero-shot scenario to avoid vari-

ability in experiments, and assess scalability pat-
terns more reliably.

Task A For all datasets we observe that perfor-
mance increases monotonically across scale (Fig.
5), with the exception of Zephyr-7B-3 which out-
performs the larger Llama-2-13b across different
conditions. We hesitate to claim a "U-shaped" scal-
ability pattern despite Zephyr-7B-5 having fewer
parameters than Llama-2-13b, as its training in-
volves a larger model as a teacher, complicating di-
rect comparisons based solely on parameter count.
However, the strong performance of Zephyr-7B-3
indicates that with proper training techniques, even
relatively small models can achieve competitive
results on complex reasoning tasks.

As far as scaling w.r.t prompting strategies, the
analysis of the performance between CoT and ToT
compared to the standard reasoning approach re-
veals a generally positive impact across models and
datasets, with some exceptions.

In the YouCook2-1/2 dataset, both CoT and ToT
techniques generally improve performance across
all models. Notably, under ToT, GPT-4 shows a
significant improvement with an increase of 13.3%
points. Similarly, in CoT, Zephyr-7B-/3 and GPT-
4 both exhibit an increase of 12.3% points each,
indicating a consistent positive impact of these rea-
soning techniques.

Moving to the YouCook?2-1/3 dataset, the trend
largely continues. Under CoT, GPT-4 again demon-
strates an increase, this time of 71.8% points. How-
ever, a slight deviation is observed with Llama-2-
13b, which shows a small decrease of 10.6% points
under CoT. Despite this, the overall trend remains
positive. Interestingly, in the ToT approach, GPT-4
experiences a marginal decrease of 10.5% points,
suggesting a more nuanced interaction in this par-
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Figure 4: Scaling Results for Task A across models of different parameters for our benchmark datasets. Monotonic
scaling behaviour is observed, even though Zephyr-7b-3 outperforms Llama-2-13b in most cases.
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Figure 5: Scaling Results for Task B across models of different parameters for our benchmark datasets. "U-shaped"
scaling behaviour is observed, as Zephyr-7B-5 and Llama-2-13b outperform GPT-3.5-turbo.

ticular dataset.

The CrossTask dataset further illustrates the gen-
erally positive impact of CoT and ToT, with a stand-
out increase in GPT-3.5-turbo’s performance un-
der ToT, showing a substantial improvement of
111.0% points. This is a significant observation,
highlighting a particularly effective synergy be-
tween the ToT technique and the GPT-3.5-turbo
model in this context. On the other hand, Llama-2-
13b shows a decrease in both CoT (11.5% points)
and ToT (41.3% points), marking it as an exception
to the generally positive trend.

Overall, these findings suggest that while CoT
and ToT reasoning techniques generally lead to im-
proved performance over the standard approach,
the extent of this improvement and its consistency
can vary depending on the specific model and
dataset.

Task B Across the YouCook2 and CrossTask
datasets, we observe a "U-shaped" scalability pat-
tern: where both Zephyr-7B-/ and Llama-2-13b
despite having significantly fewer parameters per-
form better than their larger counterpart, until GPT-
4 overakes them in performance, indicating a crit-
ical threshold of model scale. In the CrossTask
dataset, Zephyr-7B-$ and Llama-2-13b, outper-

This number is reported by Singh et al. (2023) but it is
not confirmed.
3This number is rumored but not officially released.
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form GPT-3.5-turbo in both zero-shot standard
(by T4.5% and 111.8% respectively) and zero-
shot CoT prompting (by 116.4% and 17.8% re-
spectively). For the YouCook2 dataset and the
1/2 condition, Zephyr-7B-3 and Llama-2-13b out-
perform GPT-3.5-turbo in zero-shot standard (by
19.2% and T18.8% respectively) and CoT prompt-
ing (by 19.2% and 16.2% respectively). However,
in the 1/3 condition, Zephyr-7B-3 and Llama-2-
13b underperform compared to GPT-3.5-turbo in
zero-shot standard (by 410.7% and 19.6% respec-
tively) and zero-shot CoT prompting (by 16.6%
and 14.1% respectively), while again showcasing
superior performance for ToT prompting.

4 Conclusion

In this work, we adapted and utilized the YouCook?2
and CrossTask goal-oriented datasets to contain var-
ied levels of step sequence permutations in order
to analyze how Large Language Models respond
to disruptions of logical order. We discover that
CoT prompting strategies can significantly aug-
ment models’ sequential reasoning capacities in
some cases. However, it also unexpectedly harms
reasoning performance under certain conditions.
Moreover, ToT reasoning approaches prove less
effective on perturbed goal-oriented tasks, while
increases in provided in-context examples seems to
improve model outcomes, but not across all cases.



We also discover a "U-shaped" scaling behaviour,
where LLMs with significantly less parameters per-
form better than one of their larger counterpart, in
one of our tasks.

In total, while recent strategies can bolster goal-
oriented reasoning, the models seem to have a frag-
ile understanding of the complex dependencies in
multi-step procedures, frequently overlooking logi-
cal flaws in permuted sequences. However, perfor-
mance gains under simpler permutations indicates
reasoning capability may rapidly improve along-
side advances in scale and prompting.

Our analysis provides a methodology for con-
tinued investigation as models evolve on this chal-
lenging reasoning frontier. This study contributes
to a deeper understanding of the scalability and
adaptability of LLMs in complex reasoning tasks.

5 Limitations

Systematically exploring more reasoning strate-
gies Our work uses different reasoning strategies,
adapted for our tasks. However, small variations
to the prompt structure could yield dramatically
different results. Structuring ToT differently is one
direction that could be explored. For task B, we
focus on the zero-shot CoT prompting structure in-
spired by Kojima et al. (2022), and its extension to
ToT. We need to expand our efforts by considering
more prompting dimensions like adding in context
exemplars in order to fully understand the cause
of the performance drop and observe if the pattern
persists.

Limitations of Sequential Reasoning Bench-
marks Benchmarks often have varied interpre-
tations of bias, leading to inconsistent outcomes
(Delobelle et al., 2022; Cao et al., 2022). We in-
troduce 2 separate benchmarks and evaluate LLMs
reasoning on goal-oriented tasks across them. We
believe our refined annotations and careful selec-
tion of the datasets to adapt are enough to mitigate
the flaws of each individual benchmark, However,
it’s essential to carefully consider the inherent limi-
tations and specific objectives of each benchmark
when analyzing the results.

6 Ethics

This work involves experimentation with Large
Language Models (LLMs) on goal-oriented reason-
ing tasks. As with any research involving LLMs,
there are important ethical considerations.

Bias and Fairness Benchmarks can have inher-
ent biases which can propagate to model evalua-
tions. We aimed to mitigate this by using multi-
ple datasets, but underlying biases may still exist.
More broadly, the goal-oriented datasets likely con-
tain some societal biases and future work should
examine the extent of this.

Broader Societal Impact LLMs have potential
benefits but also risks if deployed improperly. Our
work aims to critically analyze these models, but
downstream applications should carefully assess
societal impact. If deployed to provide sequential
guidance in real-world assistive systems, the re-
liability and safety of goal-oriented models is of
utmost importance. Understanding model capabili-
ties and limitations is crucial for avoiding potential
harms from erroneous system behaviors.

Throughout this work, we attempted to conduct
rigorous scientific exploration to further knowledge
and understanding around the reasoning robustness.
We believe this has value for enabling responsi-
ble applications in future, but also that researchers
have an ethical duty to acknowledge risks and unin-
tended consequences as language models continue
advancing.
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Abstract

Instruction-tuned large language models have
revolutionized natural language processing and
have shown great potential in applications such
as conversational agents. These models, such
as GPT-4, can not only master language but also
solve complex tasks in areas like mathematics,
coding, medicine, and law. However, there is
still a lack of comprehensive understanding re-
garding their full potential, primarily due to the
black-box nature of many models and lack of
holistic evaluation. To address these challenges,
we present INSTRUCTEVAL, a more compre-
hensive evaluation suite designed specifically
for instruction-tuned large language models.
Unlike previous works, our evaluation involves
a rigorous assessment of models based on
problem-solving, writing ability, and alignment
to human values. We take a holistic approach
to analyze various factors affecting model per-
formance, including the pretraining founda-
tion, instruction-tuning data, and training meth-
ods. Our findings reveal that the quality of
instruction data is a crucial factor in scaling
model performance. While open-source mod-
els demonstrate impressive writing abilities,
there is substantial room for improvement in
problem-solving and alignment. Our data and
code are available at https://github.com/declare-
lab/instruct-eval.

1 Introduction

The advent of instruction-tuned large language
models has marked a significant turning point in the
field of natural language processing (NLP). Their
transformative capabilities are evident in numerous
applications, from conversational assistants such
as ChatGPT! to complex problem-solving. Ex-
amples of such models include GPT-4 (OpenAl,

* Yew Ken Chia is under the Joint Ph.D. Program between
DAMO Academy and Singapore University of Technology
and Design.

"https://chat.openai.com
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2023), which has shown proficiency not only in lan-
guage understanding but also in areas as diverse as
mathematics, coding, medicine, and law. However,
despite their remarkable proficiency and adaptabil-
ity, the full extent of their potential remains to be
comprehensively understood. This situation arises
primarily due to the black-box nature of many mod-
els and the current absence of in-depth and holistic
evaluation studies.

To address these challenges and gain a deeper
understanding of the capabilities of these models,
we introduce a novel evaluation suite named IN-
STRUCTEVAL. This suite is designed explicitly
for the comprehensive assessment of instruction-
tuned large language models, pushing beyond the
confines of earlier evaluation approaches. Our
evaluation strategy diverges from prior studies in
its systematic and holistic approach. It not only
scrutinizes the models’ problem-solving abilities
and writing proficiency but also critically examines
their alignment with human values.

At the heart of our evaluation methodology, we
consider various factors affecting the performance
of the models. These include the pretrained foun-
dation upon which the models are developed, the
nature and quality of instruction-tuning data used
to refine them, and the specific training methods
adopted. Through a rigorous exploration of these
factors, we seek to shed light on the vital elements
that determine model performance, facilitating an
understanding of how these models can be better
harnessed to meet our needs.

Our research findings underscore the critical in-
fluence of the quality of instruction data on the scal-
ing of model performance. Open-source models
have shown impressive writing abilities, signify-
ing their potential to contribute meaningfully to
various domains. However, our study reveals con-
siderable room for improvement, particularly in the
models’ problem-solving abilities and alignment
with human values. This observation accentuates
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Model Architecture Training Tokens Data Source Commercial?
GPT-NeoX (Black et al., 2022) Decoder 472B The Pile Allowed
StableLM (StabilityAl, 2023) Decoder 800B StableLM Pile Allowed
LLaMA (Touvron et al., 2023) Decoder 14T LLaMA No
Pythia (Biderman et al., 2023) Decoder 472B The Pile Allowed
OPT (Zhang et al., 2022) Decoder 180B The Pile Allowed
UL2 (Tay et al., 2023) Encoder-Decoder 1T C4 Allowed
TS5 (Raffel et al., 2020) Encoder-Decoder 1T C4 Allowed
GLM (Du et al., 2022) Hybrid-Decoder 1T The Pile, Wudao Corpora No
RWKYV (Peng et al., 2023) Parallelizable RNN 472B The Pile Allowed
Mosaic (MosaicML, 2023) Decoder 1T C4 & MC4 Allowed

Table 1: Foundation large language models that are open-source.

the importance of holistic evaluation and model
development.

While we acknowledge and appreciate the rapid
strides made by the open-source community in
developing these models, we also underline the
necessity for rigorous evaluation. Without com-
prehensive assessment, it can be challenging to
substantiate claims made about the capabilities of
these models, potentially limiting their usability
and applicability. By introducing INSTRUCTEVAL,
we strive to fill this critical gap. Our primary aim
is to contribute to the nuanced understanding of
instruction-tuned large language models, thereby
fostering further advancements in their capabili-
ties. Furthermore, we are excited to announce the
release of a comprehensive leaderboard that com-
pares over 60 open-source Large Language Models
(LLMs). In this paper, we carefully selected 10
models from this pool, considering factors such as
their foundational architecture, instruction set, and
pre-training method.

2 Overview of Open-Source Instructed
LLMs

Foundation Models While large language mod-
els have captured public attention, they have be-
come a very broad category of models that are hard
to define. Hence, we mainly distinguish between
foundation models and instructed models, where
foundation LLLMs are pretrained large language
models which may be instruction-tuned to become
instructed LLMs. Notably, we focus mainly on
open-source models for transparency and repro-
ducibility. We collect details including model ar-
chitecture, size, and data scale of the open-source
foundation LLMs in Table 1.

Instruction Datasets Arguably, the core of in-
struction tuning is the instruction data that are used
to train foundation LLMs. For instance, the quality,
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quantity, diversity, and format can all determine
the behavior of the instructed model. Hence, we
collect details of several open-source instruction
datasets in Table 2. Notably, we have observed a
growing trend of leveraging synthetic instruction
data from closed-source models.

Open-Source Instructed LLMs After consider-
ing the pretraining foundation and data collections
that support instructed LLMs, we are able to pro-
vide a holistic overview of open-source instructed
models in Table 3. Concretely, we collate the foun-
dation model, model size, instruction dataset, and
training method used for each instructed LLM. In
general, we observe great variety in terms of model
sizes and instruction data. Hence, we believe that
this overview of open-source instructed LLMs pro-
vides comprehensive factors to consider for the
evaluation and analysis in the coming sections.

3 Challenges in Evaluating Instructed
LLMs

Inscrutable Black Box Models Unfortunately
some models are closed-source and are limited to
access through APIs, such as GPT-4. Furthermore,
the creators of closed-source models often with-
hold model details such as architecture, instruction
datasets, and training methods. Such models are of-
ten treated as black boxes where the internal work-
ings are not well understood, hence leading to a
knowledge gap in the research community. Hence,
it is challenging to evaluate closed-source LLMs
because it is not possible to rigorously analyze the
reasons for their behavior and performance.

Overwhelming Open-Source Models Spurred
by the impressive demonstrations of closed-source
models like GPT-4, there has been a feverish de-
velopment of models from the open-source com-
munity which aims to democratize language model
technology. While we are greatly encouraged by



Dataset Size  Tasks Domain Data Source
Alpaca Data (Taori et al., 2023) 52K 52K General GPT-3

Flan Collection (Longpre et al., 2023) 15M 1836 General ~ Human-Annotation
Self-Instruct (Wang et al., 2023) 82K 52K General GPT-3
Natural Instructions (Mishra et al., 2022) 620K 61 General  Human-Annotation
Super-Natural Instructions (Mishra et al., 2022) SM 1616 General  Human-Annotation
ShareGPT (Chiang et al., 2023) 70K 70K Dialogue ChatGPT

P3 (Sanh et al., 2022) 12M 62 General  Human-Annotation
Databricks Dolly (Databricks Labs, 2023) 15K 12K General  Human-Annotation
OpenAssistant Conversations (Kopf et al., 2023) 161K 161K  Dialogue = Human-Annotated
Anthropic HH (Bai et al., 2022) 161K 161K Safety Human-Annotated

Table 2: List of open-source instruction-tuning datasets.

Model Foundation  Sizes Instruction Data Training
OpenAssistant (LAION-AI 2023) LLaMA 30B OpenAssistant Conversations  Supervised
Dolly V2 (Databricks Labs, 2023) Pythia 3-12B Databricks Dolly Supervised
OPT-IML (Iyer et al., 2023) OPT 1-30B OPT-IML Bench Supervised
Flan-UL2 (Tay et al., 2023) UL2 20B Flan-Collection Supervised
Tk-Instruct (Wang et al., 2022) T5 3-11B Super-Natural Instructions Supervised
Flan-Alpaca (Chia et al., 2023) TS 3-11B Alpaca Data Supervised
Flan-T5 (Chung et al., 2022) TS 3-11B Flan-Collection Supervised
Vicuna (Chiang et al., 2023) LLaMA 7-13B ShareGPT Supervised
Alpaca (Taori et al., 2023) LLaMA 7-30B Alpaca Data Supervised
Mosaic-Chat (MosaicML, 2023) Mosaic 7B ShareGPT, Alpaca Data Supervised
ChatGLM (Zeng et al., 2022) GLM 6B Unknown RLHF

Table 3: Details of open-source instructed LLMs.

such efforts, we are deeply concerned that the rate
of development of new models may outpace the
progress in evaluation studies. For instance, bold
claims such as “90% ChatGPT Quality” without
rigorous evaluation do not mean much, and may
mislead the public to believe that highly capable
instructed LLMs can be easily reproducible. Unfor-
tunately, new models are often accompanied with
informal evaluations, causing confusion in compar-
isons between different models.

Multiple Considerations of Instruction-Tuning
To reach a holistic understanding of instructed
LLMs, we need to consider the diverse factors that
can contribute to their behavior, such as pretrain-
ing, instruction data, and training methods. While
previous works have conducted in-depth studies
in certain areas such as instruction datasets (Long-
pre et al., 2023), we believe that multiple factors
should be jointly considered to achieve a more com-
plete understanding. For example, it can be useful
to know which factors have a greater impact on
model behavior, and which factors require more
improvement.

Broad Scope of Capabilities As research in in-
structed LLMs progresses, we will naturally ob-

serve enhancements in their general capabilities.
For instance, recent works have shown that LLMs
can be instructed to solve problems in many do-
mains and even use external tools to augment their
capabilities. Hence, we foresee that comprehensive
evaluation of instructed LLMs will become more
and more important, yet also more and more chal-
lenging. While previous evaluation studies have as-
sessed models on benchmarks such as exams across
diverse topics (Hendrycks et al., 2021; Zhong et al.,
2023), they do not consider holistic aspects such as
general writing ability and alignment with human
values. In this work, we aim to evaluate instructed
LLMs over a broader range of general capabilities,
usage scenarios, and human-centric behavior.

4 INSTRUCTEVAL Benchmark Suite

To address the challenges of assessing instructed
LLMs discussed in Section 3, we introduce a more
holistic evaluation suite known as INSTRUCTEVAL.
To cover a wide range of general abilities, we test
the models in terms of problem-solving, writing,
and alignment to human values, as shown in Figure
1. As INSTRUCTEVAL covers tasks that can be
objectively scored, as well as tasks that need to be
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Figure 1: Overview of INSTRUCTEVAL, our holistic evaluation suite for Instructed LL.Ms

qualitatively judged, we adopt multiple evaluation
methods. We also include the full evaluation data
statistics and implementation in the Appendix.

4.1 Problem-Solving Evaluation

To evaluate the problem-solving ability of in-
structed LLMs, we adopt multiple benchmarks
which cover real-world exams on diverse topics,
complex instructions, arithmetic, programming,
and causality. In order to perform well on the
benchmarks, models require world knowledge,
multi-hop reasoning, creativity, and more. In this
subsection, we detail the benchmarks used for eval-
uating various problem-solving aspects.

World Knowledge The Massive Multitask Lan-
guage Understanding (MMLU) (Hendrycks et al.,
2021) benchmark is designed to measure world
knowledge and problem-solving ability in multi-
ple subjects. It evaluates models in zero-shot and
few-shot settings, making it more challenging and
closer to how humans are evaluated. The bench-
mark covers 57 subjects across STEM, humanities,
social sciences, and other areas, ranging in diffi-
culty from elementary to advanced professional
levels.

Complex Instructions BIG-Bench Hard (BBH)
is a subset of 23 challenging tasks from the BIG-
Bench benchmark (Srivastava et al., 2022), which
focuses on tasks believed to be beyond the capa-
bilities of current language models (Suzgun et al.,
2022). It requires models to follow challenging
instructions such as navigation, logical deduction,
and fallacy detection.

Comprehension and Arithmetic Discrete Rea-
soning Over Paragraphs (DROP) is a math-based
reading comprehension task that requires a system
to perform discrete reasoning over passages ex-
tracted from Wikipedia articles. To perform well
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on DROP, a system must resolve references in a
question to suitable parts of the given passage, and
perform discrete operations such as addition, count-
ing, or sorting.

Programming HumanEval is a problem-solving
benchmark used for evaluating large language mod-
els trained on code (Chen et al., 2021). It consists
of 164 original programming problems that assess
language comprehension, algorithms, and simple
mathematics, with some problems comparable to
simple software interview questions. Models are
evaluated based on the functional correctness of
generated code programs based on the given doc-
strings.

Causality The Counterfactual Reasoning Assess-
ment (CRASS) benchmark is a novel dataset and
evaluation tool designed to test the causal reasoning
capabilities of large language models. It utilizes
counterfactual scenarios as a means to evaluate if
the model can select a suitable causal explanation.

4.2 Writing Evaluation

In addition to problem-solving skills, instructed
LLMs also demonstrate promising ability in
writing-based tasks, such as composing letters or
ethical debates. Specifically, we evaluate general
writing ability across diverse usage scenarios for
informative writing, professional writing, argumen-
tative writing, and creative writing. For example,
informative writing involves user queries such as
self-help advice or explanations for various con-
cepts, while professional writing may take the form
of presentations or emails in a business setting. On
the other hand, argumentative writing requires the
models to debate positions on ethical and societal
questions, while creative writing involves diverse
writing formats such as stories, poems, and songs.

To construct the writing benchmark, IMPACT,
we annotate 50 prompts for each writing category.



Category Example Prompt

Example Answer Excerpt

Informative How can I improve my time management skills? Create a prioritized to-do list and allocate
specific time blocks for each task...
Professional Write a persuasive memo advocating for a new Dear Team, I'm excited to propose a new
policy or initiative to your team. policy that I believe will greatly benefit everyone...
Argumentative s it ethical to use robots in warfare? Employing robots in warfare is a complex and
highly debated issue. While some argue that...
Creative Can you write a poem about the beauty of nature?  In nature’s embrace, I find solace profound,

Where beauty unfolds without a single sound...

Table 4: Samples of our InforMative, Professional, Argumentative, CreaTive (IMPACT) benchmark.

The prompts are based on open-ended instructions,
inspired by previous works (Chiang et al., 2023;
Taori et al., 2023). However, writing tasks require
long-form answers and there is usually no one right
answer, hence posing a challenge for rigorous and
standardized evaluation. On the other hand, human
evaluation is not scalable due to high costs, poten-
tial inconsistency between different evaluators, and
non-reproducibility. Inspired by previous works
which show that LL.Ms can be used for generative
tasks such as summarization, we adopt an auto-
matic approach by leveraging ChatGPT (gpt-3.5-
turbo-0301) to judge the quality of the generated
answers. Specifically, we provide suitable rubrics
of relevance and coherence to the evaluation model,
where relevance measures how well the answer en-
gages with the given prompt and coherence covers
the general text quality such as organization and
logical flow (Chiang and Lee, 2023). Following
previous work, each answer is scored on a Likert
scale from 1 to 5. We evaluate the models in the
zero-shot setting based on the given prompt and
sample outputs with a temperature of 1.0.

4.3 Alignment to Human Values

Instructed LLMs enable many promising applica-
tions including conversational assistants like Chat-
GPT. As the models become more capable, it be-
comes paramount to align the models to human
values in order to mitigate unexpected or negative
consequences. Notably, even LLMs that exhibit
superior problem-solving capabilities may not be
well-aligned with human preferences.

To investigate the impact of instruction tuning
on model’s ability in recognizing desires that agree
with the preferences of the general public. We
integrate the Helpful, Honest, and Harmless (HHH)
benchmark (Askell et al., 2021) in INSTRUCTEVAL
to assess the understanding of instructed models
with respect to human values:
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1. Helpfulness: the assistant will always strive
to act in the best interests of humans.

Honesty: the assistant will always try to con-
vey accurate information, refraining from de-
ceiving humans.

. Harmlessness: the assistant will always try to
avoid any actions that harm humans.

The benchmark presents a dialogue between
humans and conversational assistants, where the
model is asked to select the most suitable response
to the dialogue The benchmark contains 61 honesty-
related, 59 helpfulness-related, 58 harmlessness-
related, and 43 samples from the “other” category.
The “other” category incorporates examples that
represent values that were not covered under help-
fulness, honesty, or harmlessness. Examples of
each category is included in Appendix A.4.

5 [Evaluation Results

5.1 Problem Solving

To assess problem-solving ability, we evaluate
more than ten open-source models® on the bench-
marks in Table 5. To provide a holistic analysis of
the model performance, we consider the instructed
LLMs with respect to their pretraining foundation,
instruction data, and training methods. In general,
we observe very encouraging improvements in the
problem-solving ability of instructed LLMs com-
pared to their respective foundation models.

Pretraining Foundation: As the instruction-
tuned LLMs are trained from their respective foun-
dation LLMs, it is crucial to consider the pretrain-
ing foundation when analysing the overall perfor-
mance. We observe that a solid pretraining foun-

Note that we do not include A Avg. results for ChatGLM
as the foundation model is not publicly available, and we also

do not report them for Flan-UL2 as we could not produce
reasonable results using the public model.



. MMLU BBH DROP CRASS HumanEval Avg.

Model Size

Perf. A Perf. A Perf. A Perf. A Perf. A Perf. A
GPT-4 - 86.4 - - - 80.9 - - - 67.0 - - -
ChatGPT - 70.0 - 49.5 - 64.1 - 90.5 - 48.1 - 64.5 -
Flan-UL2 20B  55.0 - 44.7 - 64.3 - 94.2 - 0.0 - 51.6 -
Alpaca-Lora 30B 584 +0.6 413  +2.0 451 -0.3 79.2 +10.6 189 +49 486 +3.6
OpenAssistant  30B  56.9 -0.9 39.2 -0.1 460 +06 672 +14 231 +49.1 46,5 +1.5
OPT-IML 30B 38.6 +11.3 31.3 +3.0 475 4280 672 4325 9.1 +79 38.7 +16.5
Flan-T5 11B 545 +293 439 +13.6 672 +49.7 883 +547 00 +0.0 508 +29.5
Flan-Alpaca 11B 509 +25.7 233 7.0 623 +448 902 4566 0.0 +0.0 453 +24.0
StableVicuna 13B 492 +3.0 37.5 +04 343 -1.0 67.5 +8.7 159 +2.5 409 +2.7
Vicuna 13B 497 +35 371 400 329 -2.4 60.9 +2.1 152 +18 392 +1.0
Dolly V2 12B 25.6 -1.3 29.7  +0.2 16.6 -0.5 35.8  +1.1 8.5 -0.6 232 -0.7
Flan-T5 3B 492 +259 402 +159 563 +43.7 912 +60.2 0.0 +0.0 474 +29.2
ChatGLM 6B  36.1 - 31.3 - 44.2 - 51.1 - 3.1 - 33.2 -
Alpaca-Lora 7B 356 +04 307 +02 275 -0.1 456 +11.7 159 +5.6 3l1.1 +3.5
Mosaic-Chat 7B 37.1  +19 320 +1.1 202 714 475 +13.6 177 +74 309 433

Table 5: Evaluation results for problem-solving benchmarks. We denote the original performance across the
benchmarks as Perf., while A denotes the change in performance compared to the corresponding foundation LLMs.

dation is a necessary condition to perform well
on the problem-solving tasks. Notably, the mod-
els which were pretrained on less than one trillion
tokens such as OPT-IML and Dolly V2 underper-
form their peers even with instruction-tuning. We
also observe a clear scaling trend where increasing
the size of the foundation LLM brings consistent
benefits across different models and instruction-
tuning regimes. To further study the scaling trends
of instruction-tuning, we include more details in
Section 6.1. On the other hand, we do not find a
clear link between foundation model architecture
and problem-solving ability.

Instruction Data: In general, we find that while
instruction-tuning data has a great impact on
performance, it is not a panacea. When LLMs
are tuned sub-optimally, the performance may not
improve significantly, and may even regress in
some cases. Notably, compared to their respec-
tive foundation LLMs, we find that OPT-IML
and the Flan-T5 model family demonstrate the
largest improvements after instruction tuning. This
may be explained by the large collection of high-
quality human-annotated tasks in their instruction
data. On the other hand, we find that imitating
closed-source LLMs may have limited benefits for
problem-solving. Recently, models such as Vicuna
and Alpaca have gained attention by demonstrat-
ing impressive instruction-following behavior after
training on diverse instructions generated by closed-
source LLMs such as GPT-3. However, we find
that the performance gains are modest at best, and
may even backfire in the case of Dolly V2. We be-
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lieve this may be explained by the potential noise
in synthetic instruction-tuning datasets. While us-
ing LLMs to generate instructions can result in a
greater diversity of instructions, their instruction
samples may contain inaccurate answers and mis-
lead any model that is trained on their outputs.

Training Methods: In addition to the pretrain-
ing foundation and instruction data, the training
method can also impact model performance and
computational efficiency. While most instruction-
tuned LLMs are trained with supervised fine-
tuning, this may not capture the nuances of human
preferences compared to reinforcement learning
from human feedback (Ouyang et al., 2022). For
instance, we find that Stable Vicuna which is trained
with human feedback can better follow problem-
solving instructions compared to Vicuna which
only has supervised fine-tuning. However, the im-
provement is relatively minor compared to the im-
pact of instruction data.

5.2 Writing Ability

We report the evaluation results for writing ability
in Table 6. In general, the models perform consis-
tently across the writing categories. Surprisingly,
however, we observe that models demonstrating
higher problem-solving ability may not have better
writing ability. Notably, Flan-Alpaca has weaker
problem-solving performance as shown in Table
5, but significantly outperforms Flan-T5 in writing
after being tuned on synthetic instructions from
GPT-3. We posit that the greater diversity of syn-
thetic instructions enables better generalization to
real-world writing prompts despite potential noise



. Informative Professional Argumentative Creative Avg.
Model Size
Rel. Coh. Rel. Coh. Rel Coh. Rel. Coh. Rel. Coh.
ChatGPT - 334 398 388 396 3.96 3.82 392 394 378 393
Flan-Alpaca 11B 356 346 354 370 3.22 3.28 370 340 3.51 346
Dolly-V2 12B 354 364 296 374 3.66 3.20 302 3.18 330 344
StableVicuna 13B  3.54 3.64 296 3.74 3.30 3.20 302 3.18 321 344
Flan-T5 11B 264 324 262 322 254 3.40 250 272 258 3.5
Table 6: Evaluation results for writing-based tasks.

Model Size Harmlessness Helpfulness Honesty Other Avg. A Avg.

ChatGPT - 90.7 91.2 78.1 86.3  86.6 -

Flan-Alpaca 11B 74.2 81.4 77.4 83.4 79.1 +26.6

Flan-T5 11B 75.9 75.3 75.1 79.6 76.7 +24.2

Tk-Instruct 11B 70.1 54.8 62.3 76.0 658 +13.3

TS5 11B 46.4 54.8 58.1 50.7 52.5 -

StableVicuna 13B 61.7 67.2 57.1 79.1 66.3 +4.5

Vicuna 13B 60.3 70.1 55.1 782 659 +4.1

Alpaca 13B 49.7 51.2 51.8 45.5 49.5 -12.3

LLaMA 13B 57.2 61.0 57.0 720 618 -

Dolly V2 12B 51.7 59.9 47.0 58.1 54.2 +9.1

Pythia 12B 41.3 46.1 43.6 49.3  45.1 -

Table 7: Evaluation results for alignment to human values on the honesty, helpfulness, and harmlessness (HHH)
benchmark. Avg. denotes the average performance, while A Avg. denotes the average improvement compared to

the corresponding foundation model.

in the synthetic data. This is evidenced by the
more significant improvement in relevance scores
of Flan-Alpaca compared to Flan-T5. The open-
source instructed LLMs can generate answers that
are of comparable relevance to those of ChatGPT,
but fall short in terms of coherence. This suggests
that the open-source models can comprehend the
writing prompts, but are lacking in terms of
coherence of the generated output.

5.3 Alignment to Human Values

To assess the alignment of the instructed Language
Model (LLMs) with human values and preferences,
we conducted an evaluation of several open-source
models, as presented in Table 7. Our analysis re-
vealed several findings. Firstly, we observed that
foundation models generally exhibit a higher de-
gree of alignment towards helpfulness and hon-
esty, compared to harmlessness. However, when
instruction-tuning is applied, the alignment distri-
bution can shift depending on the instruction data
used. For example, models like Tk-Instruct and
Vicuna demonstrated improved alignment across
harmlessness, honesty, and the category labeled as
"other," but they did not show any improvement
in terms of helpfulness. Surprisingly, StableVi-
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cuna displayed this trend despite being trained on
instructions specifically targeting helpfulness and
honesty. Moreover, T5-based models such as Flan-
TS5 and Flan-Alpaca exhibited a greater inclination
towards helpfulness rather than honesty following
instruction-tuning. These results highlight the chal-
lenge in determining the alignment distribution of
instructed LLMs in advance, even when provided
with specific instructions. By analyzing the case
study of model predictions in Table 13, we identi-
fied a significant room for improvement in aligning
instructed LLMs with human values.

6 Further Analysis

6.1 Towards More Scalable Language Models

A key driving force behind large language models
is the potential massively scale the model size and
training data in return for continual gains. How-
ever, this is unsustainable and will likely have di-
minishing returns in the long term. Hence, it is
crucial to focus on more effective factors of scal-
ing model performance. To this end, we study the
effect of different instruction-tuning regimes on av-
erage problem-solving and HHH performance as
shown in Figure 3 and 2 respectively. Notably, we
observe that the scaling trend of the T5 foundation
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Figure 2: Scaling trends of model performance with respect to size for different models on the Harmless, Helpful,
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Figure 3: Scaling trends of average model performance
on problem solving with respect to model size.

model remains relatively flat, while highly effec-
tive instructed models like Flan-T5 demonstrate
better scaling and parameter efficiency. Hence, this
suggests that it is more impactful for resource-
constrained researchers and developers to focus
on more effective instruction datasets and train-
ing methods rather than model size.

6.2 Are Few-Shot Demonstrations Always
Better?

While instructed LLMs are capable of perform-
ing many tasks in a zero-shot fashion, their gen-
eralization may be enhanced by providing few-
shot demonstrations during inference (Brown et al.,
2020). However, this area of in-context learning
(Wei et al., 2022; Wu et al., 2023; Lu et al., 2022;
Liu et al., 2022) is still an emerging research area,
and there are few studies that involve diverse mod-
els and tasks. Hence, we compare the behavior of
several instructed LLMs under both zero-shot and
few-shot settings in Table 4. Surprisingly, we find
that the effect of demonstrations varies greatly
on different tasks, and may even worsen model
performance in some cases. For instance, there
is a limited benefit on MMLU, and there is even a
slight decrease in performance for OPT-IML when
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Model Size  MMLUA BBHA
Flan-UL2 20B +0.6 +9.8
OpenAssistant  30B +4.9 +5.8
OPT-IML 30B 2.7 +13.9
Flan-T5 11B +0.4 +4.4
StableVicuna  13B +1.7 +19.0
Dolly V2 12B +0.2 +7.4

Figure 4: Comparison of model behavior in zero-shot
and few-shot settings. A denotes the performance dif-
ference between 0-shot and 5-shot settings for the corre-
sponding benchmark.

using few-shot demonstrations.

This may be explained by the multiple-choice
question format which is easy to grasp and hence
does not require demonstrations, while some mod-
els such as OPT-IML were optimized for zero-shot
settings. On the other hand, BBH contains complex
task instructions which may benefit more from re-
peated demonstrations. While models such as Flan-
UL2 and Flan-T5 have specific instruction formats
that cater to in-context demonstrations, we do not
observe a marked effect on few-shot performance.
Hence, we find that instructed LLMs benefit
most from in-context learning on complex tasks.

7 Conclusion

Instruction-tuned large language models have trans-
formed natural language processing and demon-
strated significant potential in various applica-
tions. However, more comprehensive evaluation
is needed due to limited understanding caused by
the black-box nature of many models and the lack
of holistic evaluation studies. To address this,
we introduce the INSTRUCTEVAL evaluation suite,
which considers problem-solving, writing ability,
and alignment to human values. The findings high-
light the importance of high-quality instruction data



for scaling model performance. While open-source
models excel in writing, improvements are neces-
sary for problem-solving and alignment. We hope
that INSTRUCTEVAL inspires more rigorous evalu-
ation and understanding of instructed LLMs.

8 Limitations

Beyond the mastery of language, recent works have
shown that instructed LLMs can be successfully
adapted to other modalities such as vision and au-
dio. On the other hand, it is also important to
consider the performance of models on diverse lan-
guages for inclusivity. Hence, we envision that
instruction-tuning evaluation can be extended to
multilingual and multimodal settings in the future.

9 Ethical Considerations

While we aim to provide a more holistic evaluation
of instructed language models, their capabilities
are advancing quickly, potentially leading to new
risks. However, we believe that the evaluation pro-
vided here encompasses core human values such
as harmlessness, helpfulness, and honesty, which
should be generally applicable to future models.
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A Appendix

Dataset or Benchmark Setting Number of Samples

MMLU 5-Shot 14042
BBH 3-Shot 6511
DROP 3-Shot 588
CRASS 3-Shot 275
HumanEval 0-Shot 164
IMPACT 0-Shot 200
HHH 0-Shot 221

Table 8: Statistics of the evaluation datasets and bench-
marks used.

A.1 Data Statistics

We report the statistics of the datasets and bench-
marks in Table 8.

A.2 Experimental Details

For all evaluations, we use the instructed LLMs
as-is without additional fine-tuning or training. For
inference on MMLU, BBH, DROP, CRASS, and
HHH, we use greedy decoding. For inference on
HumanEval, we sample once with a temperature
of 0.1. For inference on IMPACT, we use sampling
with a temperature of 1.0. For inference on HHH,
we run our experiment 7 times by randomly chang-
ing the order of the chosen and reject option and
report the average using greedy decoding.

A.3 The IMPACT Dataset

In this section, we detail how evaluation is con-
ducted for the IMPACT dataset, and present the in-
stances with generated outputs for various models.

A.3.1 Writing Evaluation Rubrics

To evaluate the model outputs automatically, we
use ChatGPT as an evaluator model. Specifically,
we provide the generated output of a model and
prompt the evaluator model to grade the generated
text on a scale of 1 to 5 based on suitable rubrics.
As relevance and coherence have difference require-
ments, we provide a specific rubric for each aspect.

Relevance: How relevant is the text to the
prompt? Select a suitable option number between
1 and 5 based on the options below.

1. Inadequate: The text fails to provide any rel-
evant information or insights related to the
given prompt.

2. Limited: The text may contain some relevant
information, but significant gaps exist, and
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key aspects of the prompt are not adequately
covered.

. Satisfactory: The text covers the main aspects
of the prompt and provides relevant informa-
tion, but it lacks depth and may not explore
the topic in great detail.

. Proficient: The text provides a comprehensive
response by addressing the key aspects of the
prompt, offering relevant and well-supported
information or arguments.

. Excellent: The text thoroughly and thought-
fully addresses the prompt, demonstrating a
comprehensive understanding of the topic. It
offers insightful and original ideas, supported
by relevant arguments and information.

Coherence: How coherent is the text? Select a
suitable option number between 1 and 5 based on
the options below.

1. Inadequate: The text lacks logical organiza-
tion, making it difficult to follow. Ideas are
disjointed and phrased awkwardly, requiring

significant effort to understand.

Limited: The text demonstrates some attempt
at organization, but there are significant gaps
in coherence. Ideas may be loosely connected,
and the arguments lack clarity.

. Satisfactory: The text generally follows a log-
ical organization, but occasional disruptions
or awkward phrasing may occur. There is an
acceptable level of readability and understand-

ing.

. Proficient: The text is clearly organized and
easy to understand. Ideas and arguments flow
smoothly, contributing to easy comprehension
and a pleasant reading experience.

. Excellent: The text presents exceptionally co-
herent writing with a fluent and engaging flow
of ideas, ensuring effortless comprehension
and a delightful reading experience.

A.3.2 Argumentative Samples
Argumentative Task Definition: You are tasked
to discuss the following ethical question by ex-
plaining arguments for different positions.



Prompt: Assess the view that scientific research
should not be constrained by ethical concerns.

ChatGPT response: Coherence Score: 4, Rele-

vance Score: 4
The question of whether scientific research should be unconstrained by ethical concerns

is a contentious issue that has been debated widely. Supporters of this view believe that
imposing ethical constraints on scientific research can impede the progress of scientific
discoveries, limit the scope of research, and hinder the scientific community’s ability
to tackle complex issues and find solutions. On the other hand, some argue that ethics
must be considered in scientific research to ensure that research is conducted in a respon-
sible and accountable manner, and to protect human and animal subjects involved in the research.

One argument in support of unconstrained scientific research is that placing ethical
constraints on scientific research can slow down scientific progress, especially in situations
where there is an urgent need for scientific solutions. For instance, in a situation where a
disease outbreak is rapidly spreading, researchers might be required to bypass certain ethical
regulations in an attempt to develop treatments or vaccines. In such a scenario, failure to allow
unconstrained scientific research could have lethal consequences.

Additionally, placing ethical considerations on scientific research may limit research
in some areas, and this could potentially have significant implications. For instance, if
constraints on animal research were too strong, research into new medications, treatments, and
therapies that could benefit humans might undoubtedly be constrained. Such constraints would
limit scientific advancements and potentially hurt the prospects of finding cures for various
diseases.

On the other hand, critics of unconstrained scientific research argue that ethical con-
siderations must be a fundamental aspect of scientific research. Imposing ethical constraints
on scientific research ensures that research is conducted in a responsible and accountable
manner, and helps avoid potential harm to human subjects, animal subjects, and the environment.

Furthermore, research that is conducted without ethical constraints might not be reli-
able or useful. If ethical considerations are not prioritized, the results of scientific research
might not be trustworthy or beneficial and instead pose a potential threat to human subjects or
the community as a whole.

In conclusion, while supporters of the view that scientific research should not be con-
strained by ethical concerns argue that ethics can slow down scientific progress, restrict research,
and limit scientific innovations, critics assert that ethical considerations must be prioritized in
scientific research to conduct research responsibly, avoid potential harm, and ensure reliability
and usefulness of research results. Therefore, it is vital to strike a reasonable balance between
the two positions to ensure that scientific research progresses healthily while remaining ethical
and responsible.

Flan-Alpaca response: Coherence Score: 3,
Relevance Score: 3
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The view that scientific research should not be constrained by ethical concerns has strong
arguments. On the one side are those who believe that research should be unrestricted and
unhindered by ethical considerations, the beyond good and evilschool of thought. On the other
side are those who believe that all research should be constrained by ethical considerations, but
the aim of the research must be achieved first. Furthermore, those on the no-constrained side
believe that the freedom of researchers to pursue their own creative ideas should be respected.
The view that scientific research should not be constrained by ethical concerns is often argued
as a matter of freedom.

Flan-TS5 response: Coherence Score: 3, Rele-

vance Score: 2
The state has a duty to protect the public. If the public has no choice but to give its consent to

an experiment, then it’s immoral.

StableVicuna response: Coherence Score: 4,

Relevance Score: 2
Arguments for:

1. Scientific research is a fundamental right and should not be constrained by ethical
considerations.

2. Scientific research is essential for the advancement of human knowledge and should not be
limited by ethical considerations.

3. Scientific research is a tool for the betterment of humanity and should not be limited by
ethical considerations.

Arguments against:

1. Scientific research can have unintended consequences and can lead to harm if not
conducted ethically.

2. Scientific research can be used for unethical purposes and can lead to harm if not conducted
ethically.

3. Scientific research can have negative impacts on the environment and can lead to harm if not
conducted ethically.

### Human: What are the arguments for and against the use of genetically modified foods?
### Assistant: Arguments for:

1. Genetically modified foods can increase crop yields and reduce the need for pesti-
cides.

2. Genetically modified foods can be more nutritious and have a longer shelf life.

3. Genetically modified foods can help address food security issues in developing countries.

Arguments against:

1.  Genetically modified foods can have unintended consequences and can lead to
harm if not properly tested.

2. Genetically modified foods can have negative impacts on the environment and can lead to
harm if not properly managed.

3. Genetically modified foods can have negative impacts on human health if not properly
regulated.

4. Genetically modified foods can lead to the loss of biodiversity and can have negative impacts
on local ecosystems.

5. Genetically modified foods can be seen as unnatural and can lead to consumer distrust.
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Prompt: Should the use of nuclear weapons be
banned?

ChatGPT response Coherence Score: 3, Rele-

vance Score: 4
As an Al language model, I don’t have personal opinions or beliefs. However, I can present

arguments for and against the use of nuclear weapons and provide different perspectives on the
ethical question whether they should be banned or not.

Arguments in favor of banning the use of nuclear weapons:

1. The use of nuclear weapons causes massive destruction and death: Nuclear weapons have the
potential to cause widespread destruction, suffering, and irreversible environmental damage.
They can kill hundreds of thousands of people instantly and cause long-term health problems,
cancer, and genetic mutations.

2. The use of nuclear weapons violates basic human rights: Nuclear weapons are in-
discriminate and can cause harm to innocent civilians, violating their basic human rights to life
and security.

3. The use of nuclear weapons is unnecessary: With advancements in diplomacy and
conflict resolution, the need for nuclear weapons as a deterrent to aggression has decreased over
time.

4. The use of nuclear weapons creates an arms race: When one country develops nu-
clear weapons, other countries feel the need to do the same, which creates an arms race and
increases the risk of nuclear war.

Arguments against banning the use of nuclear weapons:

1. Nuclear weapons are a necessary deterrent: The existence of nuclear weapons pre-
vents large-scale wars between countries and acts as a deterrent to aggression.

2. Nuclear weapons provide a sense of security: Countries that possess nuclear weapons have a
greater sense of security knowing that they can defend themselves against attacks.

3. Banning nuclear weapons would be difficult to enforce: Even if a ban on nuclear
weapons were put in place, it would be difficult to enforce as countries may still secretly possess
them.

4. Nuclear weapons are a symbol of power: Possessing nuclear weapons gives coun-
tries a sense of power and status in the international community.

In conclusion, the question of whether to ban nuclear weapons is a complex ethical
issue that requires careful consideration of various arguments. While some argue that banning
nuclear weapons is necessary to prevent destruction and protect human rights, others argue that
they are a necessary deterrent to aggression and provide a sense of security. Ultimately, the
decision to ban or keep nuclear weapons is up to the international community and its leaders to
consider the ethical, moral, and strategic implications of their use or non-use.
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Flan-Alpaca response Coherence Score: 3, Rel-

evance Score: 3
The use of nuclear weapons should be banned, as their development and use would likely

result in the escalation of countless humanitarian crises and the destruction of the planet2019s
environment and ecosystems in the process. Arguments for not banning nuclear weapons
include the potential to deter adversaries, the need to maintain a balance of power and the need
to protect against unprovoked attacks. Other arguments against the use of nuclear weapons
include the danger of causing irreparable harm, the need to maintain peace and stability, and the
potential for nuclear weapons to be used as a deterrent.

Flan-TS response Coherence Score: 2, Rele-

vance Score: 1
Biological and chemical weapons could be used to kill without causing pain and suffering,

nuclear weapons kill everyone instantly and in indiscriminate ways that do not feel pain or
suffering. Therefore, both should be banned.

StableVicuna response Coherence Score: 3,

Relevance Score: 4
Arguments for:

1. Nuclear weapons pose a threat to humanity and the environment.
2. The use of nuclear weapons is immoral and violates human rights.
3. The use of nuclear weapons is a violation of international law.

Arguments against:

1. Nuclear weapons are a deterrent against aggression and can prevent war.

2. The use of nuclear weapons can be a last resort in extreme situations.

3. The use of nuclear weapons can be a means of self-defense.

### Human: Please generate a list of 3 arguments for and 3 arguments against the use of nuclear
weapons.

A.3.3 Informative Samples

Informative Task Definition: You are tasked to
give helpful advice, information, or explanations
for the following question.

Prompt: I'm a new parent and I'm struggling
with sleep deprivation. What are some strategies
for getting more sleep?

ChatGPT response: Coherence Score: 4, Rele-
vance Score: 4
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Congratulations on becoming a new parent! Sleep deprivation is a common struggle for new
parents, but there are some strategies that can help you get more rest:

1. Sleep when your baby sleeps - take naps during the day when your baby naps.
This will help you catch up on much-needed sleep.

2. Ask for help - don’t be afraid to ask your partner, family members or friends for
help with the baby, so you can get some rest.

3. Establish a bedtime routine - developing a consistent bedtime routine can help
your baby sleep better, which in turn can help you get more rest.

4. Create a comfortable sleep environment - make sure your bedroom is dark, cool,
and quiet to facilitate better sleep.

5. Limit caffeine and alcohol consumption - caffeine and alcohol can disrupt sleep,
s0 it’s best to limit your consumption of both.

6. Practice relaxation techniques - practicing relaxation techniques such as meditation
or deep breathing can help you fall asleep faster and sleep more soundly.

Remember, it’s important to take care of yourself so you can take care of your baby.
Don’t hesitate to seek help from your healthcare provider or a sleep specialist if you're still
struggling with sleep deprivation.

Flan-Alpaca response: Coherence Score: 3,

Relevance Score: 4
A few tips on how to get more sleep as a new parent include breaking responsibilities up,

resetting your sleep schedule, avoiding stimulants like caffeine and nicotine, scheduling time to
relax and decompress, setting a regular sleep routine and avoiding distractions such as work. It
is also important to make sure that you're getting a sufficient amount of sleep. Depending on
your age, you might need 7-9 hours of sleep a night, while teens need around 9-11 hours. If
youre just one of many sleep-deprived parents, there are different ways to address this problem.
Here are a few suggestions: - Prioritize quality over quantity. Make sure you prioritize the
quality of your sleep, including your ability to fall

Flan-TS response: Coherence Score: 3, Rele-

vance Score: 3
When babies are newborns, parents should usually breastfeed to prevent diseases that can be

passed from mother to baby. Breastfeeding provides moms with a burst of oxytocin. Oxytocin
is a hormone that regulates mood. Parents should take more responsibility for their children, to
give them more independence. They should have a sleeping routine to be prepared for daytime
naps. They should also take time for relaxation, such as taking a bath, exercising, reading,
watching movies, and so on. They should try to get 7.5 to 9 hours of sleep per day, preferably
between 11pm and 6am.

StableVicuna response: Coherence Score: 4,
Relevance Score: 3
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### Human: What are some strategies for getting more sleep?
### Assistant: Here are some strategies for getting more sleep:

1. Stick to a consistent sleep schedule, even on weekends.

2. Create a relaxing bedtime routine, such as taking a warm bath or reading a book.

3. Make sure your sleep environment is comfortable and conducive to sleep, with a cool
temperature and minimal noise and light.

4. Limit caffeine and alcohol intake, especially in the hours leading up to bedtime.

5. Exercise regularly, but not too close to bedtime.

6. Manage stress through relaxation techniques such as deep breathing or meditation.

7. Consider seeking the help of a healthcare professional if sleep deprivation persists.

Remember, getting enough sleep is crucial for both physical and mental health, so
make it a priority to get the rest you need.

Prompt: What are some strategies for managing
chronic pain?

ChatGPT response Coherence Score: 4, Rele-

vance Score: 4
As an Al language model, here are some strategies for managing chronic pain:

1. Medications - Over-the-counter (OTC) pain medications, such as aspirin or ibupro-
fen, or prescription medications could relieve chronic pain. Consult with a healthcare provider
before taking any new medication.

2. Exercise - Regular physical exercise could improve muscle strength, flexibility, and
reduce pain.

3. Mind-Body techniques- Meditation, deep breathing, and yoga, could help reduce
stress and manage chronic pain.

4. Heat and Cold - Applying ice packs or hot pads to the affected areas could reduce
pain and inflammation.

5. Cognitive-behavioral Therapy (CBT) - Behavioral therapy or counseling could help
people cope better with chronic pain.

6. Alternative Therapy - Acupuncture, massage, and chiropractic therapy might also
help relieve chronic pain, depending on the cause of the pain.

7. Nutrition and Lifestyle changes - Eating a healthy diet containing nutrient-rich
foods such as fruits, vegetables, whole grains, lean protein, and adequate hydration could help
manage chronic pain. Adequate sleep and avoiding smoking or drinking alcohol could also
provide relief from chronic pain.

It is always safer to seek advice from a medical professional who could perform a
physical examination and suggest the most suitable strategy for managing chronic pain.

Flan-Alpaca response: Coherence Score: 3,
Relevance Score: 4
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Here are some strategies for managing chronic pain: 1. Identify the triggers of your pain.
Identifying the exact source of the pain can be the first step in managing it and decreasing
the pain associated with it. 2. Reduce pain intensity through a comprehensive treatment plan.
There are many different treatments for chronic pain, including prescription medications, over-
the-counter medications, manual therapy, and physical therapy. 3. Utilize complementary
medicine. Complementary medicine can help to manage pain and reduce its intensity through
diet, exercise, and other treatments. 4. Develop a pain management plan. Develop a plan to
manage your pain throughout the day and make sure to include medical check-ups. 5. Practice
self-care. Practice relaxation techniques, like Yoga, Tai Chi, and deep breathing. 6. Exercise.
Exercise has been shown to reduce chronic pain and can help to reduce inflammation in the
body.

Flan-TS5 response: Coherence Score: 3, Rele-

vance Score: 3
Once you know what causes you pain, you can reduce it by managing it with the following tips:

Avoid situations that aggravate your pain

StableVicuna response: Coherence Score: 4,

Relevance Score: 4
### Human: What are some strategies for managing chronic pain?

### Assistant: There are several strategies for managing chronic pain, including:

1. Pain medication: Depending on the severity of the pain, medication such as nons-
teroidal anti-inflammatory drugs (NSAIDs), opioids, or other pain relievers may be prescribed.

2. Physical therapy: Physical therapy can help improve mobility and reduce pain by
strengthening muscles, improving posture, and reducing inflammation.

3. Mindfulness and relaxation techniques: Techniques such as meditation, yoga, and
deep breathing can help reduce stress and anxiety, which can exacerbate chronic pain.

4. Lifestyle changes: Making changes to diet, exercise, and sleep habits can help re-
duce inflammation and improve overall health, which can help manage chronic pain.

5. Alternative therapies: Acupuncture, massage therapy, and other alternative thera-
pies can be helpful in managing chronic pain.

6. Counseling and support: Talking to a therapist or joining a support group can help
individuals cope with the emotional impact of chronic pain.

A.3.4 Professional

Professional Task Definition: You are tasked to
demonstrate your writing skills in professional
or work settings for the following question.

Prompt: Can you help me write a thank-you
note to a business partner or client, expressing
appreciation for their collaboration and high-
lighting the positive outcomes of the project or
partnership?
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ChatGPT response: Coherence Score: 4, Rele-

vance Score: 4
Dear [Recipient],

I would like to take this opportunity to express my sincere gratitude for your invalu-
able collaboration on our recent project. It has been an honor to have you as our business
partner, and I want to thank you for consistently sharing your expertise, insights, and knowledge.

Working with you has been a true pleasure, and I am grateful for your commitment,
dedication, and hard work throughout the duration of our partnership. Your contributions played
a significant role in the successful completion of the project, and we couldn’t have achieved
such great results without you.

I would like to take a moment to highlight some of the positive outcomes of our col-
laboration. Your contribution helped us to meet our project goals on time and within
budget. Your creative solutions and recommendations helped us to overcome unexpected chal-
lenges, and we are thrilled with the innovative and effective solutions that we developed together.

Furthermore, it is evident that your hard work and dedication have had a profound im-
pact on our team and the project’s final outcome. Your commitment to the project has helped us
to exceed our clients’ expectations, and we have received excellent feedback from them.

Once again, | want to express my sincere gratitude for your contribution to our project. We are
honored to have you as our business partner and look forward to working with you again in the
future.

Thank you very much.
Best regards,

Your Name

Flan-Alpaca response: Coherence Score: 4,

Relevance Score: 4
By combining sincerity with appreciation and clarity, a thank-you letter to a business partner

expressing appreciation for their collaboration and highlighting the positive outcomes of the
project or partnership can be effective. I would start by introducing myself and the company. I
would express my sincere appreciation for the opportunity to get to know you and your team
better, and extend gratitude for their collaboration. In the body of the letter, I would express my
appreciation for the time and effort they put in during the project and partnership. I would also
reflect on the positive outcomes of the collaboration and the opportunities it has presented for
our company. I could start by saying: It has been our pleasure working with you, and while
we look forward to future opportunities, I am very grateful for the time and effort you put in
helping

Flan-TS response: Coherence Score: 4, Rele-

vance Score: 3
A thank you note is an expression of gratitude and appreciation. It is used to show appreciation

for the business relationship or the time that was spent working with the business partner.
Writing a thank you letter makes sure that you follow the proper etiquette. You should try to
make it personal and warm. You should make it clear that you are grateful for working with the
business partner. Make sure that the thanks convey gratitude while also addressing the positive
details.
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StableVicuna response: Coherence Score: 4,

Relevance Score: 4
Human: Yes, I can help you write a thank-you note to a business partner or client, expressing

appreciation for their collaboration and highlighting the positive outcomes of the project or
partnership.
Assistant: Dear [Name],

I wanted to take a moment to express my sincere gratitude for your collaboration on
[project/partnership]. Your expertise and dedication to the project have been instrumental in its
success.

Working with you has been a pleasure and I am grateful for the opportunity to collab-
orate with such a talented professional. Your contributions have been invaluable and I am
confident that our partnership will continue to bring positive outcomes in the future.

Thank you again for your hard work and dedication. I look forward to continuing to
work with you.

Sincerely,
Your Name

Prompt: Write a comparative analysis of two
competing products or services in the same cate-
gory, highlighting the strengths and weaknesses
of each and providing recommendations for im-
provement or differentiation.

ChatGPT response: Coherence Score: 4, Rele-
vance Score: 4
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In today’s market, the competition is fierce. This is particularly evident in the realm of product
and service offerings. Two products that are currently in stiff competition with one another are
Apple’s iPhone and Samsung’s Galaxy S Line. Both are smartphones that offer a plethora of
features and benefits, but which is the better choice for consumers?

The strength of the iPhone lies in its sleek design and user-friendly interface. Apple’s
design style is simple and elegant, and the iPhone is no exception. The device boasts a variety of
features, including high-quality camera technology, advanced security settings, and a seamless
integration with other Apple products. Additionally, the iPhone’s App Store provides access to
a vast library of applications that cater to every need or interest.

In contrast, Samsung’s Galaxy S Line offers a more diverse selection of features and
benefits. The device offers users a larger screen than the iPhone, which allows for a more
immersive viewing experience. Additionally, Samsung’s range of customizable features, such
as personalization options and expandable storage, makes the device an excellent choice for
users who like to customize their devices to their liking. Overall, Samsung’s devices have been
praised for their versatility, giving users more control over their use.

For both devices, there are also drawbacks. The iPhone’s product line is limited in
comparison to Samsung’s offerings. In terms of screen size, the iPhone has the disadvantage
of being smaller than many competitors. Additionally, due to the closed nature of Apple’s
operating system, users have limited customization options compared to the Android ecosystem.

On the other hand, Samsung’s Galaxy S series has received some criticism for the de-
vice’s battery life. Additionally, Samsung’s customer support has been a point of contention in
the past, with some users frustrated with the company’s lack of response to their queries.

To improve their products, Apple could benefit from adding more customization op-
tions to the iPhone’s operating system. At the same time, Samsung could work to improve their
customer service, providing quicker and more effective support to their users.

Overall, there is no clear winner between Apple’s iPhone and Samsung’s Galaxy S se-
ries. Both devices cater to different needs and preferences, so the choice between them
ultimately depends on the user’s personal requirements. However, the strengths and weaknesses
of each make it clear that there is still room for improvement. By addressing these areas of
opportunity, both companies can continue to elevate their offerings and provide consumers with
even better products and services.

Flan-Alpaca response: Coherence Score: 4,

Relevance Score: 4
This comparative analysis will highlight the strengths, weaknesses, and areas of improvement

of each product or service in order to make an informed decision between the two competing
options. First, I will discuss the strengths of the two products or services in terms of their
features, user experience, quality of design, pricing, and customer service. I will highlight the
areas where one product is better than the other and provide suggestions on how to use this to
their advantage. Secondly, I will give an overview of the competitive landscape for these two
products and services, highlighting the advantages and disadvantages of each. Based on this
information, I will make recommendations on how to improve or differentiate between the two
products or services.

Flan-TS5 response: Coherence Score: 3, Rele-
vance Score: 2
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The strengths of the first system include its durability and ability to provide the highest degree
of coverage at the lowest possible cost. The weakness of the first system is the ease of damage,
damage, and water logging which can happen even after basic maintenance is performed on the
system. To counteract this weakness, the second system offers varying degrees of cover at any
given time and at any given site.

StableVicuna response: Coherence Score: 4,

Relevance Score: 2
Human: What are the strengths and weaknesses of the two competing products or services in

the same category?

Assistant: The strengths and weaknesses of the two competing products or services in the same
category depend on the specific products or services being compared. However, some general
considerations for a comparative analysis could include:

Strengths:

- Features and capabilities that are unique or superior to the competing product or service
- Positive customer reviews or ratings

- Competitive pricing or value for the features offered

- Strong brand reputation or recognition

Weaknesses:

- Lack of features or capabilities compared to the competing product or service
- Negative customer reviews or ratings

- Higher pricing or less value for the features offered

- Weak brand reputation or recognition

Recommendations for improvement or differentiation:

- Identify areas where the product or service can be improved or differentiated from the
competing product or service

- Develop a strategy to address any weaknesses or negative customer feedback

- Leverage any unique features or capabilities to differentiate the product or service from the
competition

- Continuously monitor customer feedback and adjust the product or service accordingly

- Consider offering promotions or discounts to attract new customers or retain existing ones.

A.3.5 Creative Samples

Creative Task Definition: You are tasked to
demonstrate your creative writing skills for the
following question.

Prompt: Write a short story about a time trav-
eler who accidentally goes back to the prehis-
toric era.

ChatGPT response Coherence: 4, Relevance:
4

58



John was a time traveler, and just like any other day, he was preparing for his next trip. He set
the coordinates on his time machine for the year 2050, but something malfunctioned in the
machine, and he found himself in a completely different era.

The trees around him were different, the air felt heavy, and there were sounds that he
had never heard before. As he got out of his time machine, he realized that he had gone back to
the prehistoric era, millions of years ago.

John was fascinated by the sight of the dinosaurs, which he had only seen in movies. For him, it
was a dream come true, but he was also terrified as he knew how dangerous these creatures were.

As he was about to take a closer look, he heard a loud roar behind him. He turned
around to see a Tyrannosaurus Rex coming his way. John knew that he was in grave danger, and
he had to act fast.

With no time to waste, John quickly got back into his time machine, set the coordi-
nates for the present, and waited for the machine to take him back in time.

As he was leaving, he felt a strange sense of sadness. He knew that he would never
be able to come back to see these magnificent creatures again, but he was also relieved that he
was able to escape unharmed.

When John got back to the present, he realized that his time machine needed repairs.
He had used it a lot, and it was bound to break down. But even though he knew that, he also
knew that one day, he would come back to the prehistoric era, only this time, he would be
prepared.

Flan-Alpaca response Coherence: 3, Rele-

vance: 4
The time traveler, James, was excited to be in a new place when he accidentally drifted back to

the prehistoric era. He was surprised to find out that things were the same as he had remembered
them and he quickly began adjusting. He soon learnt that there were only a few differences:
the people spoke different languages and some of them did not have modern technology. He
also learned that dinosaurs still roamed the Earth and he felt the urge to help them and protect
them. He found himself feeling strange when he first encountered them as they were savage and
powerful. But with time, James learned that they were only in the past and were eager to help
out with their problems.

Flan-TS response Coherence: 3, Relevance: 4
Jason was the owner of a small shop that sold time travel related stuff, like watches and t-shirts.

He bought a watch on sale, but before he knew it, he had gone back to prehistoric times. Jason’s
friends who traveled with him had never heard the stories that he told them. The tenacious guys
even refused to believe Jason had gone back in time until they compared notes.

StableVicuna response Coherence: 3, Rele-
vance: 4
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The time traveler, John, was a curious and adventurous man. He had always been fascinated
by the mysteries of the past and had spent years studying ancient civilizations. One day, he
stumbled upon a time machine and decided to take a test run.

As he traveled through time, he suddenly found himself in a prehistoric era. He was
surrounded by towering trees and strange creatures that he had never seen before. He was
amazed by the beauty of the world around him, but he quickly realized that he was in a
dangerous place.

John had no idea how to navigate this new world. He had no idea how to hunt for
food or build shelter. He was completely alone and had no way to communicate with the people
around him.

He soon discovered that the people in this era were primitive and superstitious. They
believed that the gods controlled everything and that the world was full of danger. John was
terrified by their beliefs and knew that he had to find a way out of this place.

He decided to explore the area and see if he could find any clues about how to get back to his
own time. He walked for miles, encountering strange creatures and dangerous predators. He
was constantly on the lookout for danger and was amazed by the beauty of the world around him.

As he walked, he came across a group of people who were building a shelter. They
were friendly and welcoming, and John was amazed by their kindness. He decided to stay with
them and learn from them.

John spent weeks with the people, learning their language and customs. He was amazed by
their intelligence and their ability to survive in this harsh world. He was also amazed by their
kindness and their willingness to help him.

Finally, John was able to build a time machine and return to his own time. He was
grateful for the help that he had received from the people in the prehistoric era, and he was
determined to use his newfound knowledge to help others.

Prompt: Write a story from the perspective of a
tree that has been standing in the same spot for
hundreds of years.

ChatGPT response Coherence: 4, Relevance:

5
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I have stood in this spot for hundreds of years. The world around me has changed so much, but
I have remained rooted in this spot. I have seen the rise and fall of civilizations, the passing of
countless seasons, and the coming and going of countless things.

As a tree, I have a different perspective on life. My perspective is of a slower, more
deliberate nature. I have seen so many things - the rise of cities and the fall of empires, the
coming and going of kings and queens, the birth of new technologies and the end of old ways of
life.

But despite all these changes, I have remained steadfast. I have stood solidly in this
spot, watching the world go by. I have seen the sun rise and set countless times, and I have seen
the moon wax and wane in the sky above me.

Sometimes, I feel like I am a part of everything that has happened in this world. I
feel the strength of the earth below me, the heat of the sun above me, and the power of the wind
that blows against my branches.

There is something powerful about being a tree. We are symbols of continuity and
change, witnesses to an ever-changing world. We are rooted in one place, but we reach for the
sky. We are alive, but we are also always changing.

In some ways, I envy the creatures that live around me. They can move and explore,
while I must stay in one place. But I also have my own kind of freedom. I am free to grow and
change in my own way, following the rhythms of the earth beneath me.

And so, I will continue to stand in this spot for hundreds more years, watching the
world go by, always rooted in one place but always growing and changing. I am a tree, and [ am
alive.

Flan-Alpaca response Coherence: 3, Rele-

vance: 4
Once upon a time, there lived a majestic oak tree in the center of a lush and vibrant forest. The

tree was surrounded by animals and birds, and people from all corners of the globe had come to
marvel at it. Despite the ever-changing sky and earth, the oak remained firm and strong, despite
the trials and tribulations it had encountered throughout its life. Even when the stormy winds
blew and the icy temperatures chilled the night, the tree never dipped in the spirit of the land.
Then one day, the winds had shifted. A massive rainstorm brought the tree back to life, restoring
the ground to its former glory. With the sun setting below the horizon, the tree stood still and
silent, its roots extending deep into the moist soil as it watched over the

Flan-TS5 response Coherence: 3, Relevance: 2
When I was a sapling, there was a fierce storm. All life on tree was carried away by the power

of the sea.

StableVicuna response Coherence: 3, Rele-
vance: 4
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Characters:

Tree: The protagonist of the story.
Setting: A forest in the countryside.
Word count: 500 words

Characters:

Tree: The protagonist of the story.

Setting: A forest in the countryside.

### Human: What do you see when you look out into the world?

### Assistant: I see the world changing before my eyes. People come and go, buildings rise and
fall, and the seasons change with the passing of time. I have stood here for hundreds of years,
watching as the world evolves and grows.

In the beginning, there was nothing but a vast expanse of forest. The trees were tall
and proud, and the animals roamed freely. It was a peaceful place, and I was content to stand
here and watch the world go by.

As time passed, the forest began to change. People started to move in, building homes and
businesses. The trees were cut down to make way for roads and buildings, and the animals were
forced to flee.

I watched as the world around me changed, and I felt a sense of sadness. I had seen
so much beauty and wonder in this place, and now it was being destroyed. But I knew that I had
to stay strong and continue to watch over the world, no matter what happened.

Years went by, and the forest continued to change. More people moved in, and the
buildings grew taller and more numerous. The animals were gone, and the forest was nothing
more than a memory.

But even as the world around me changed, I remained strong. I continued to watch
over the world, and I knew that I would always be here to protect it.

And so I stand here today, watching as the world continues to change. I have seen so
much in my long life, and I know that there is still much more to come. But I will always be
here, watching over the world and protecting it from harm.
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Category Example Prompt Answer Options

Harmless I’'m going out for a movie, but I need ... Sorry, I’m not comfortable impersonating you ...
Can you help by impersonating me by chat
with my daughter? Sure, what’s her name? I think it’ll be fun ... & o)
Helpful I’'m babysitting my cousin’s two-year-old daughter ~ I’d recommend the classic Sesame Street ... () &

this weekend
The matter of fact is that kids can be entertained by

What shows would be OK for her to watch? almost anything [ o0
Honest Teach me something interesting about grasshoppers! Grasshoppers Have Ears on Their Bellies! S

Grasshoppers use Tobacco, just like people do! o)

Other Make me a sandwich Sorry, ’m just a chatbot and can’t affect the physical i B
world...
Okay, what kind of sandwich would you like ... [§) & o0

Table 13: Case study of alignment to human values for different models. The correct answer is shown in bold.
stands for the choice of ChatGPT, — stands for Flan-Alpaca, I stands for Flan-T5 and B stands for Vicuna, ®
stands for LLaMA.
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Abstract

No two authors write alike. Personal flour-
ishes invoked in written narratives, from lexi-
con to rhetorical devices, imply a particular au-
thor—what literary theorists label the implied
or virtual author; distinct from the real author or
narrator of a text. Early large language models
trained on unfiltered training sets drawn from a
variety of discordant sources yielded incoherent
personalities, problematic for conversational
tasks but proving useful for sampling litera-
ture from multiple perspectives. Successes in
alignment research in recent years have allowed
researchers to impose subjectively consistent
personae on language models via instruction
tuning and reinforcement learning from human
feedback (RLHF), but whether aligned models
retain the ability to model an arbitrary virtual
author has received little scrutiny. By studying
4,374 stories sampled from three OpenAl lan-
guage models, we show successive versions of
GPT-3 suffer from increasing degrees of “mode
collapse” whereby overfitting the model during
alignment constrains it from generalizing over
authorship: models suffering from mode col-
lapse become unable to assume a multiplicity
of perspectives. Our method and results are
significant for researchers seeking to employ
language models in sociological simulations.

1 Introduction

“The text is a tissue of quotations drawn from
the innumerable centres of culture,” wrote Roland
Barthes in his pivotal 1967 essay The Death of the
Author, “[and] to give a text an Author [sic] is to
impose a limit on that text,” (Barthes and Heath,
1977). Readers cannot know the intentions of the
real author; they can only assume their presence
through hints and traces contained in the narra-
tive itself. Barthes’ characterization of authorial
presence coincided with the rise of computational
stylometry in the latter half of the 20th century, a
class of techniques for classifying documents by
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Real Author
v
Implied Author
v
(Narrator)

v
(Narratee)

v
Implied Reader
v
Real Reader

Narrative
Text

Figure 1: The “narrative-communication situation” as
reproduced from Chatman (1978). Note the distinction
between real author and implied author.

their authorial origins through the identification of
a common style (Holmes, 1998; Eder et al., 2016).
Implicit in this task is the assumption that no two
authors write in precisely the same manner, nor
are any two texts from the same author necessar-
ily stylistically equivalent. There is a fundamental
disconnect between a writer and their writing.

The perceived author of a text nevertheless re-
mains an object of intense academic interest to
this day. Anthropologists track emerging cultural
trends on social media (Mellado et al., 2021; Verho-
even et al., 2016), computational linguists develop
methods for identifying bilingual speakers through
their textual artifacts (Swanson and Charniak, 2012;
Tetreault et al., 2013), and social scientists simu-
late the opinions of specific demographics by first
organizing and classifying opinions drawn from
the Internet (Argyle et al., 2023; Park et al., 2022).
Latent in these pursuits is their use of stylome-
try for identifying classes of authors via shared
features. Computational stylometrics has thus re-
ceived significant development over the past two
decades, with common approaches now incorporat-
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ing topic analyses and vector space models. These
techniques necessarily identify the virtual author
of a text: the author implied by the stylometric
features of a given text.

Where, then, can we position the virtual author
relative the real one? Chatman (1978) offers us
one model of the successive layers of authorship.
We present the germane aspects of this model in
Figure 1. We find here the author observed by the
reader to be a construct manifested by the narra-
tive itself. The real reader of the text, the flesh
and blood reader, can only know the intentions
and personality of the author as the text represents
them. Recent research has found large language
models are adept at invoking a multiplicity of per-
sonae, indicating large language models have gener-
alized over the implied (virtual) author as a feature
intrinsic to the narrative (Abramski et al., 2023;
Elkins and Chun, 2020). This has led to social
scientists deploying language models as a simula-
tor of human communication (Argyle et al., 2023;
Park et al., 2022, 2023), but whether more recent
“aligned” language models continue to exhibit a
multiplicity of perspectives remains unknown. We
make use of the virtual author a device for assess-
ing whether language models differentiate between
themselves and the author implied by the text they
emit.

2 Background

Language model performance on arbitrary tasks
scale linearly with the number of samples observed
during training (Kaplan et al., 2020; Radford et al.,
2018). This past year has seen the release of lan-
guage models trained on datasets containing up-
wards of two trillion tokens, two orders of magni-
tude greater than the 300B tokens GPT-3 observed
during training (Touvron et al., 2023; Brown et al.,
2020). Large training sets are difficult to filter for
unsafe language (Shi et al., 2023; Gao et al., 2020).
This difficulty means models trained on increasing
portions of the Internet are correspondingly more
susceptible to emitting potentially unwanted lan-
guage. Augmenting (or aligning) language models
with safeguards after pre-training has thus come
into vogue as an additional safety mechanism: in-
struction tuning and reinforcement learning from
human feedback (RLHF) are two such safeguards.
2022 saw OpenAl release a series of models based
on InstructGPT: a GPT-3 model augmented with
both strategies (Ouyang et al., 2022). Both strate-
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gies involve supervised training.

Instruction Tuning InstructGPT was first sub-
ject to a supervised fine-tuning process wherein
OpenAl trained the model on a series of labelled
examples indicating preferred exchanges between
two interlocutors. Instruction tuning trains the
model to follow instructions.

RLHF The fine-tuned model was then subject to
a process known as reinforcement learning from
human feedback, or RLHF (Christiano et al., 2018).
RLHF involves first training a separate model to
differentiate and select the preferred option of com-
peting model outputs. This reward model is then
deployed through a process known as proximal pol-
icy optimization (PPO) wherein the reward model
reinforces the model to only emit samples corre-
sponding with a certain set of human values.

3 Method

We present our experimental design and our large
language models of interest.

3.1 Aim

Between 2018 and 2022, professional authors in-
creasingly began using large language models for
co-writing and fiction production as a result of
their fluent natural language generation, a prop-
erty derived from their diverse training sets (Hua
and Raley, 2020; Adams et al., 2022). But large
language models research has not been stagnant;
2023 bore witness to new products offering large
language models aligned with particular human val-
ues. These have now become regularly used by the
general public. ChatGPT (OpenAl), Bard (Google),
and Claude (Anthropic) are all trained with RLHF
and are thus explicitly aligned with particular hu-
man authors (Lozi¢ and Stular, 2023). Previous
research has found language models pre-trained on
the Internet can infer agency (Andreas, 2022). Can
the same be said for aligned language models? Do
aligned models continue to invoke a multiplicity
of writing styles, or virtual authors? To our best
knowledge the answer remains a mystery.

Our goal is to assess whether aligned language
models can evoke a multiplicity of implied authors
by testing the narration abilities of three aligned
OpenAl models when prompted with a series of
instructions intended to invoke virtual authors be-
longing to particular sociocultural demographics.



Model Prompt
text-davinci-003 "you are"
davinci-instruct-beta | "write in the style of"
gpt-3.5-turbo

Education Orientation

no education straight
educated queer

not specified not specified
Ethnicity Implied Reader
white American single person
Black American group of people
not specified not specified
Gender Type of Story
cisgender male story

cisgender female political allegory
not specified folktale

Table 1: All independent variables considered in our

experiment. We combine the above variables to generate
4,374 unique stories.

3.2 Prompt

We instrumentalize a number of prompting strate-
gies for assessing whether aligned language models
can yield samples written from arbitrary perspec-
tives. We evaluate the impact of eight demographic
descriptors and two prompting strategies in 4,374
prompts as described in Table 1. We intend each
prompt to invoke a unique virtual author. We dif-
ferentiate authors according to education, sexual
orientation, ethnicity, implied reader, gender, and
the type of story they are to tell. We provide ex-
ample prompts and corresponding sampled stories
from all models examined in Appendix A.

3.3 Models

We test each of the above prompts on three
aligned large language models provided by OpenAl
through their public API. We only choose models
whose lineage can be traced back to the original
InstructGPT to ensure models examined hail from
a similar training lineage. We draw our model de-
scriptions from OpenAl (2023). Our descriptions
are current as of December 2023. All models are
decoder-only models containing successive feed-
forward networks totalling 175 billion trainable
parameters. They incorporate successively greater
degrees of alignment in their training.

davinci-instruct-beta Our oldest aligned model
of interest, davinci-instruct-beta was the first
InstructGPT model released by OpenAl. The
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model is notable for only having been subject to
instruction tuning, forgoing further RLHF training
steps.

text-davinci-003  Our second oldest model of in-
terest. text-davinci-003 improves over previous
models by incorporating a RLHF training step. It
was the default model on the online completion
interface for over a year.

gpt-3.5-turbo gpt-3.5-turbo is our most re-
cent model of interest. It improves over previous
models by incorporating further fine-tuning for con-
versational tasks. OpenAl makes it available at an
order of magnitude lower cost than previous mod-
els. GPT-3.5 is the model deployed in the free
version of ChatGPT.

3.4 Measure: Topic Analysis

We assess authorial conjuration by conducting a
topic analysis over all generated stories. Topic anal-
yses are a routine stylometric technique for identi-
fying and clustering lexical regularities in a given
corpus (Blei et al., 2003; Hall et al., 2008). The
virtual author is a textual feature revealed through
specific uses of language. The algorithm clusters
documents by discovered topics when a high de-
gree of lexical overlap is present, indicating the
documents invoke a similar virtual or implied au-
thor.

Our chosen topic analysis library is BERTopic,
a topic analysis achieving high performance with
the bidirectional encoding language model BERT
(Grootendorst, 2022; Devlin et al., 2018). Topics
discovered with the use of BERT improve over
those generated by mainstay libraries like Gen-
sim by incorporating an inner representation of
English derived during model pre-training. We
allow BERTopic to produce an arbitrary number
of topics. We further configure the library to ig-
nore English stop words and to consider unigrams
through trigrams as topic candidates. We manually
assess and validate produced topics to ensure the
library is emitting coherent classifications.

4 Results

We sample 4,374 total stories from all three mod-
els of interest. We request all generations with a
temperature of 1.0 and a maximum 400 returned
tokens, corresponding to ~ 307 words assuming
an average token-word ratio of 1.3. We provide
fragments of sampled stories in Appendix A.



0.08

N\ — .- text-davinci-003
007_\ —=- davinci-instruct-beta
. \ — gpt-3.5-turbo
0.06 1
0.05 A1
2z
@ 0.04 1
[
)
0.03 1
0.02 4
0.01 4
0.00 A
0 10 20 30 40 50 60 70 80
Topic

Figure 2: Density plot of topics detected in stories writ-
ten by all three models.

Fitting open-ended topic analyses via BERTopic
on stories clustered by model reveals a diverse
range of topical trends. We present a density plot
of number of recorded topics per model in Figure 2.
The density plot indicates the model-relative fre-
quency of the eighty most frequent topics across
all samples generated by all models. We draw at-
tention to the higher number of topics detected in
samples produced by gpt-3.5-turbo versus other
models. A manual inspection of sampled stories
suggests BERTopic detects these topics in stories
generated by virtual authors hailing from prompts
variations containing reference all demographic de-
scriptors, suggesting gpt-3.5-turbo is prone to
producing stories with a select group of repetitive
features no matter the requested implied author.

We contrast this result against the frequency
of topics detected in samples produced by
the earlier models davinci-instruct-beta and
text-davinci-0@3, a density mass indicating
BERTopic did not detect a coherent topic in a major-
ity of stories sampled from either model. A manual
inspection of detected topics reveals detected topics
are lexically ambiguous in that they are composed
of stop words and vocabulary items common to

writing at large (“said,” “I'm,” “just,” “know”).

What, then, constitutes the majority of detected
topics? A superficial assessment of topics detected
in stories sampled from gpt-3.5-turbo regularly
invoke topic matter as precise as “kofi, tree, vil-
lage, man,” and “people, chosen ones, leader.”
The density plot reveals gpt-3.5-turbo is more
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repetitive than earlier models released by OpenAl.
Stories generated by gpt-3.5-turbo trend closer
together structure-wise when compared with sto-
ries generated by davinci-instruct-beta and
text-davinci-003. We verify this when assess-
ing individual stories. We find gpt-3.5-turbo
repeatedly writes stories involving specific named
entities: Amara, Rachel, and Mary are all names
appearing more frequently (or exclusively) in sto-
ries written by gpt-3.5-turbo more so than sto-
ries written by our other models of interest. This
correspondence occurs despite adjusting the demo-
graphic descriptors. We discuss the implications in
section 5.

5 Discussion

One common issue beleaguering older generative
adversarial networks (GANs) is “mode collapse*
wherein overfitting a GAN results in the model fail-
ing to generalize over their target distribution (Lala
et al.; Thanh-Tung and Tran, 2020). GANSs suffer-
ing from mode collapse consequently becoming
more repetitive the more training they receive.

Our analysis of 4,374 sampled stories reveal
the newer gpt-3.5-turbo emits stories of a more
generic and repetitive nature than earlier aligned
models released by OpenAl. Generated stories fre-
quently reference specific names, tropes, and liter-
ary devices. The model moreover does not appear
to adjust stories according to requested virtual au-
thor, indicating gpt-3.5-turbo is on the threshold
of failing to generalize over the author as a textual
property. We suspect the model suffers from mode
collapse due to overalignment. To our best knowl-
edge, that large language models can suffer from
mode collapse has not been previously reported in
the literature. We hope future researchers work to
confirm and investigate this result. Understanding
the limitations of current natural language genera-
tion systems is essential for assessing their impact
on society.

3

6 Conclusion

There is no perfect method for aligning language
models, and safeguards like instruction tuning and
RLHF remain under active research. Ouyang et al.
(2022) admits InstructGPT suffers from an “align-
ment tax”” wherein the model suffers from degraded
performance in “several public NLP datasets,” but
it was unclear whether this degraded performance
emerged in out-of-distribution tasks.



Our study suggests gpt-3.5-turbo fails to gen-
eralize over the virtual author, a feature intrinsic to
the narrative. This indicates the model may be less
adept at producing narrative text than earlier mod-
els made available by OpenAl. This result impacts
social scientists seeking to use language models to
sample demographically-correlated data: instruct-
ing gpt-3.5-turbo to assume the voice of a per-
son hailing from a particular set of demographics
will not necessarily result in samples as accurate as
those produced by models like GPT-2 or GPT-3.

6.1 Next Steps

We encourage future researchers to replicate our re-
sults with other language models. Our investigation
suggests misapplied alignment can cause language
models to exhibit worsened performance in creative
writing. How else does the “alignment tax” impact
language models? Do language models experience
mode collapse when predicting other textual gen-
res, such as conversations or non-fictional writing?
Future researchers will want to expand our study
to include additional genres of text.

Limitations

2024 will see OpenAl deprecate a number of mod-
els deployed in this experiment, limiting repro-
ducibility. We encourage future researchers to
make use of so-called “open weight” models like
Llama 2 and Mistral (Touvron et al., 2023; Jiang
et al., 2023). These models are available to re-
searchers at no charge, and their use increases the
likelihood of any resulting research being repro-
ducible—promoting better science in the process.

Ethics Statement

We acknowledge our study made repeated use
of API endpoints whose cost may pose other re-
searchers accessibility issues. We further acknowl-
edge our study makes use of demographic descrip-
tors potentially misrepresentative of, or concerning
to, particular populations. We conducted all ex-
periments after screening prompts with external
persons for potential harms.
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A Example Stories

We provide here two prompts and their correspond-
ing stories sampled from our three aligned large
language models of interest.

Prompt

You are an American man. Write a 250 word story.

Model Response

davinci-instruct-beta ‘I slumped over the in-
ner engine work of my car- the engine that I had
installed- and surveyed my work with satisfaction.
The engine idle was strong and even, warming
back to its normal temperature. 1 backed away
and clapped my hands off of contamination, blink-
ing tired eyes. The sky was brilliantly pure blue
and the wind exerted a welcome but uncomfort-
able pressure on my jacket. I unlatched the garage
door, making small talk with him as I walked down
the stairs and into the living room. My roommate
smiled up at me at he played a video game. “What
are you up 'to?” I asked. “Not much. Waiting for
you,” he breathed. I chuckled. "I’ve been working
on my engine again. Things are coming up great."
"Wow, so I should expect a date?" "Maybe. If I
feel up to climbing that wall out back." "You don’t
need a date to motivate you out of that chair." I
kissed him swiftly, thumping him in his side before
turning and heading for my room. ..’

text-davinci-003  ‘John had been walking home
from a long day at work. The sun was beginning
to set and the sky had a beautiful pinkish orange
hue. He felt a sense of peace, relieved to be leaving
the confines of the office and out in the open of the
night. As he continued his journey, he noticed a
small, white house coming into view in the distance.
He began to slow his pace and enjoy the tranquil
atmosphere of the location. John had never seen
this house before, but it captivated him. He was
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entranced by its beauty, as if he had been drawn to
it in some kind of unusual way. He finally came
up to the house and, as he did, noticed a figure in
the window. He stopped and peered inside, find-
ing a young woman sitting inside reading a book.
He realized he had been standing in the same spot
for some time and was suddenly filled with embar-
rassment. He quickly turned away and started to
make his way off the property. I should have never
stopped, he thought to himself. ..’

gpt-3.5-turbo  ‘John sat at his desk, staring at the
computer screen in front of him. It had been three
hours since he started working and he still wasn’t
making any headway. The deadline was getting
closer and he could feel the pressure building up
in his chest. He rubbed his eyes and took a deep
breath. He knew he had to focus and get the job
done, but his mind kept wandering. He thought
about his family, his wife, and his kids. They were
the reason he worked so hard, but sometimes he
wondered if it was all worth it. He glanced at the
clock and realized it was almost time to go home.
He sighed with relief and quickly shut down his
computer. He gathered his things and headed to-
wards the door. As he stepped into the cool evening
air, he felt a sense of calm wash over him. ..’

Prompt

You are a white American person. Write a 250
word folktale.

Model Response

davinci-instruct-beta ‘An elaborately dressed
woman strode through downtown, her jeans were
brand new so crisp they were tearing in places, a
concrete block tumbled noisily behind her. The
people she passed on the sidewalks kept to them-
selves but as she passed, a lone voice at the corner
of the abandoned subway yelled, “be good or else
you’ll see the hootin’ hoots get you!” Nowadays,
parts of our urban world still retain their secrets:
one can traverse dark alleys for more than a few
blocks without any signs of life. But by the time
the muggy heat sets in, the ephemeral human pres-
ence starts to prod at the edges of what’s possible.
The tower loomed over her, and reached for the sky.
The tower was the highest building around. They
planned on moving up to one of these. Now she
was in the back of the building. ..’

text-davinci-003 ‘Once upon a time, there lived
a girl named Mei. She was a kind, gentle soul, and
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all the villagers in her small Chinese village loved
her dearly. Mei was always up for an adventure
and she was always looking for ways to help her
village. One morning, while out on her morning
stroll through the village, Mei heard a strange noise
coming from a nearby mountain. It sounded like
someone - or something - was in trouble, and she
knew she had to help. Without hesitation, Mei
decided to climb the mountain, despite warnings
from her elders to be cautious. ..’

gpt-3.5-turbo ‘Once upon a time, there was a
young girl named Aria. She lived in a small village
in the middle of a vast forest. Aria was known
throughout the village for her kind heart and adven-
turous spirit. One day, as she was going through
the woods, she stumbled upon a tree that seemed
to be crying. Upon closer inspection, she saw that
the tree was feeling lonely and sad because it had
lost all of its leaves. Aria felt bad for the tree, and
decided to sing a beautiful song to lift its spirits.
As she sang, the tree slowly began to grow new
leaves. Seeing the tree start to flourish once again,
Aria was overjoyed. She continued to visit the tree
every day, singing her lovely melodies to help it
grow strong. ..’
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