INSTRUCTEVAL: Towards Holistic Evaluation of
Instruction-Tuned Large Language Models

Yew Ken Chia**, Pengfei Hong*, Lidong Bing’, Soujanya Poria*

# DeCLaRe Lab, Singapore University of Technology and Design, Singapore
" DAMO Academy, Alibaba Group, Singapore
yewken_chia@mymail.sutd.edu.sg
1.bing@alibaba-inc.com
{pengfei_hong,sporia}@sutd.edu.sg

Abstract

Instruction-tuned large language models have
revolutionized natural language processing and
have shown great potential in applications such
as conversational agents. These models, such
as GPT-4, can not only master language but also
solve complex tasks in areas like mathematics,
coding, medicine, and law. However, there is
still a lack of comprehensive understanding re-
garding their full potential, primarily due to the
black-box nature of many models and lack of
holistic evaluation. To address these challenges,
we present INSTRUCTEVAL, a more compre-
hensive evaluation suite designed specifically
for instruction-tuned large language models.
Unlike previous works, our evaluation involves
a rigorous assessment of models based on
problem-solving, writing ability, and alignment
to human values. We take a holistic approach
to analyze various factors affecting model per-
formance, including the pretraining founda-
tion, instruction-tuning data, and training meth-
ods. Our findings reveal that the quality of
instruction data is a crucial factor in scaling
model performance. While open-source mod-
els demonstrate impressive writing abilities,
there is substantial room for improvement in
problem-solving and alignment. Our data and
code are available at https://github.com/declare-
lab/instruct-eval.

1 Introduction

The advent of instruction-tuned large language
models has marked a significant turning point in the
field of natural language processing (NLP). Their
transformative capabilities are evident in numerous
applications, from conversational assistants such
as ChatGPT! to complex problem-solving. Ex-
amples of such models include GPT-4 (OpenAl,
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2023), which has shown proficiency not only in lan-
guage understanding but also in areas as diverse as
mathematics, coding, medicine, and law. However,
despite their remarkable proficiency and adaptabil-
ity, the full extent of their potential remains to be
comprehensively understood. This situation arises
primarily due to the black-box nature of many mod-
els and the current absence of in-depth and holistic
evaluation studies.

To address these challenges and gain a deeper
understanding of the capabilities of these models,
we introduce a novel evaluation suite named IN-
STRUCTEVAL. This suite is designed explicitly
for the comprehensive assessment of instruction-
tuned large language models, pushing beyond the
confines of earlier evaluation approaches. Our
evaluation strategy diverges from prior studies in
its systematic and holistic approach. It not only
scrutinizes the models’ problem-solving abilities
and writing proficiency but also critically examines
their alignment with human values.

At the heart of our evaluation methodology, we
consider various factors affecting the performance
of the models. These include the pretrained foun-
dation upon which the models are developed, the
nature and quality of instruction-tuning data used
to refine them, and the specific training methods
adopted. Through a rigorous exploration of these
factors, we seek to shed light on the vital elements
that determine model performance, facilitating an
understanding of how these models can be better
harnessed to meet our needs.

Our research findings underscore the critical in-
fluence of the quality of instruction data on the scal-
ing of model performance. Open-source models
have shown impressive writing abilities, signify-
ing their potential to contribute meaningfully to
various domains. However, our study reveals con-
siderable room for improvement, particularly in the
models’ problem-solving abilities and alignment
with human values. This observation accentuates
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Model Architecture Training Tokens Data Source Commercial?
GPT-NeoX (Black et al., 2022) Decoder 472B The Pile Allowed
StableLM (StabilityAl, 2023) Decoder 800B StableLM Pile Allowed
LLaMA (Touvron et al., 2023) Decoder 14T LLaMA No
Pythia (Biderman et al., 2023) Decoder 472B The Pile Allowed
OPT (Zhang et al., 2022) Decoder 180B The Pile Allowed
UL2 (Tay et al., 2023) Encoder-Decoder 1T C4 Allowed
TS5 (Raffel et al., 2020) Encoder-Decoder 1T C4 Allowed
GLM (Du et al., 2022) Hybrid-Decoder 1T The Pile, Wudao Corpora No
RWKYV (Peng et al., 2023) Parallelizable RNN 472B The Pile Allowed
Mosaic (MosaicML, 2023) Decoder 1T C4 & MC4 Allowed

Table 1: Foundation large language models that are open-source.

the importance of holistic evaluation and model
development.

While we acknowledge and appreciate the rapid
strides made by the open-source community in
developing these models, we also underline the
necessity for rigorous evaluation. Without com-
prehensive assessment, it can be challenging to
substantiate claims made about the capabilities of
these models, potentially limiting their usability
and applicability. By introducing INSTRUCTEVAL,
we strive to fill this critical gap. Our primary aim
is to contribute to the nuanced understanding of
instruction-tuned large language models, thereby
fostering further advancements in their capabili-
ties. Furthermore, we are excited to announce the
release of a comprehensive leaderboard that com-
pares over 60 open-source Large Language Models
(LLMs). In this paper, we carefully selected 10
models from this pool, considering factors such as
their foundational architecture, instruction set, and
pre-training method.

2 Overview of Open-Source Instructed
LLMs

Foundation Models While large language mod-
els have captured public attention, they have be-
come a very broad category of models that are hard
to define. Hence, we mainly distinguish between
foundation models and instructed models, where
foundation LLLMs are pretrained large language
models which may be instruction-tuned to become
instructed LLMs. Notably, we focus mainly on
open-source models for transparency and repro-
ducibility. We collect details including model ar-
chitecture, size, and data scale of the open-source
foundation LLMs in Table 1.

Instruction Datasets Arguably, the core of in-
struction tuning is the instruction data that are used
to train foundation LLMs. For instance, the quality,
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quantity, diversity, and format can all determine
the behavior of the instructed model. Hence, we
collect details of several open-source instruction
datasets in Table 2. Notably, we have observed a
growing trend of leveraging synthetic instruction
data from closed-source models.

Open-Source Instructed LLMs After consider-
ing the pretraining foundation and data collections
that support instructed LLMs, we are able to pro-
vide a holistic overview of open-source instructed
models in Table 3. Concretely, we collate the foun-
dation model, model size, instruction dataset, and
training method used for each instructed LLM. In
general, we observe great variety in terms of model
sizes and instruction data. Hence, we believe that
this overview of open-source instructed LLMs pro-
vides comprehensive factors to consider for the
evaluation and analysis in the coming sections.

3 Challenges in Evaluating Instructed
LLMs

Inscrutable Black Box Models Unfortunately
some models are closed-source and are limited to
access through APIs, such as GPT-4. Furthermore,
the creators of closed-source models often with-
hold model details such as architecture, instruction
datasets, and training methods. Such models are of-
ten treated as black boxes where the internal work-
ings are not well understood, hence leading to a
knowledge gap in the research community. Hence,
it is challenging to evaluate closed-source LLMs
because it is not possible to rigorously analyze the
reasons for their behavior and performance.

Overwhelming Open-Source Models Spurred
by the impressive demonstrations of closed-source
models like GPT-4, there has been a feverish de-
velopment of models from the open-source com-
munity which aims to democratize language model
technology. While we are greatly encouraged by



Dataset Size  Tasks Domain Data Source
Alpaca Data (Taori et al., 2023) 52K 52K General GPT-3

Flan Collection (Longpre et al., 2023) 15M 1836 General ~ Human-Annotation
Self-Instruct (Wang et al., 2023) 82K 52K General GPT-3
Natural Instructions (Mishra et al., 2022) 620K 61 General  Human-Annotation
Super-Natural Instructions (Mishra et al., 2022) SM 1616 General  Human-Annotation
ShareGPT (Chiang et al., 2023) 70K 70K Dialogue ChatGPT

P3 (Sanh et al., 2022) 12M 62 General  Human-Annotation
Databricks Dolly (Databricks Labs, 2023) 15K 12K General  Human-Annotation
OpenAssistant Conversations (Kopf et al., 2023) 161K 161K  Dialogue = Human-Annotated
Anthropic HH (Bai et al., 2022) 161K 161K Safety Human-Annotated

Table 2: List of open-source instruction-tuning datasets.

Model Foundation  Sizes Instruction Data Training
OpenAssistant (LAION-AI 2023) LLaMA 30B OpenAssistant Conversations  Supervised
Dolly V2 (Databricks Labs, 2023) Pythia 3-12B Databricks Dolly Supervised
OPT-IML (Iyer et al., 2023) OPT 1-30B OPT-IML Bench Supervised
Flan-UL2 (Tay et al., 2023) UL2 20B Flan-Collection Supervised
Tk-Instruct (Wang et al., 2022) T5 3-11B Super-Natural Instructions Supervised
Flan-Alpaca (Chia et al., 2023) TS 3-11B Alpaca Data Supervised
Flan-T5 (Chung et al., 2022) TS 3-11B Flan-Collection Supervised
Vicuna (Chiang et al., 2023) LLaMA 7-13B ShareGPT Supervised
Alpaca (Taori et al., 2023) LLaMA 7-30B Alpaca Data Supervised
Mosaic-Chat (MosaicML, 2023) Mosaic 7B ShareGPT, Alpaca Data Supervised
ChatGLM (Zeng et al., 2022) GLM 6B Unknown RLHF

Table 3: Details of open-source instructed LLMs.

such efforts, we are deeply concerned that the rate
of development of new models may outpace the
progress in evaluation studies. For instance, bold
claims such as “90% ChatGPT Quality” without
rigorous evaluation do not mean much, and may
mislead the public to believe that highly capable
instructed LLMs can be easily reproducible. Unfor-
tunately, new models are often accompanied with
informal evaluations, causing confusion in compar-
isons between different models.

Multiple Considerations of Instruction-Tuning
To reach a holistic understanding of instructed
LLMs, we need to consider the diverse factors that
can contribute to their behavior, such as pretrain-
ing, instruction data, and training methods. While
previous works have conducted in-depth studies
in certain areas such as instruction datasets (Long-
pre et al., 2023), we believe that multiple factors
should be jointly considered to achieve a more com-
plete understanding. For example, it can be useful
to know which factors have a greater impact on
model behavior, and which factors require more
improvement.

Broad Scope of Capabilities As research in in-
structed LLMs progresses, we will naturally ob-

serve enhancements in their general capabilities.
For instance, recent works have shown that LLMs
can be instructed to solve problems in many do-
mains and even use external tools to augment their
capabilities. Hence, we foresee that comprehensive
evaluation of instructed LLMs will become more
and more important, yet also more and more chal-
lenging. While previous evaluation studies have as-
sessed models on benchmarks such as exams across
diverse topics (Hendrycks et al., 2021; Zhong et al.,
2023), they do not consider holistic aspects such as
general writing ability and alignment with human
values. In this work, we aim to evaluate instructed
LLMs over a broader range of general capabilities,
usage scenarios, and human-centric behavior.

4 INSTRUCTEVAL Benchmark Suite

To address the challenges of assessing instructed
LLMs discussed in Section 3, we introduce a more
holistic evaluation suite known as INSTRUCTEVAL.
To cover a wide range of general abilities, we test
the models in terms of problem-solving, writing,
and alignment to human values, as shown in Figure
1. As INSTRUCTEVAL covers tasks that can be
objectively scored, as well as tasks that need to be
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Figure 1: Overview of INSTRUCTEVAL, our holistic evaluation suite for Instructed LL.Ms

qualitatively judged, we adopt multiple evaluation
methods. We also include the full evaluation data
statistics and implementation in the Appendix.

4.1 Problem-Solving Evaluation

To evaluate the problem-solving ability of in-
structed LLMs, we adopt multiple benchmarks
which cover real-world exams on diverse topics,
complex instructions, arithmetic, programming,
and causality. In order to perform well on the
benchmarks, models require world knowledge,
multi-hop reasoning, creativity, and more. In this
subsection, we detail the benchmarks used for eval-
uating various problem-solving aspects.

World Knowledge The Massive Multitask Lan-
guage Understanding (MMLU) (Hendrycks et al.,
2021) benchmark is designed to measure world
knowledge and problem-solving ability in multi-
ple subjects. It evaluates models in zero-shot and
few-shot settings, making it more challenging and
closer to how humans are evaluated. The bench-
mark covers 57 subjects across STEM, humanities,
social sciences, and other areas, ranging in diffi-
culty from elementary to advanced professional
levels.

Complex Instructions BIG-Bench Hard (BBH)
is a subset of 23 challenging tasks from the BIG-
Bench benchmark (Srivastava et al., 2022), which
focuses on tasks believed to be beyond the capa-
bilities of current language models (Suzgun et al.,
2022). It requires models to follow challenging
instructions such as navigation, logical deduction,
and fallacy detection.

Comprehension and Arithmetic Discrete Rea-
soning Over Paragraphs (DROP) is a math-based
reading comprehension task that requires a system
to perform discrete reasoning over passages ex-
tracted from Wikipedia articles. To perform well
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on DROP, a system must resolve references in a
question to suitable parts of the given passage, and
perform discrete operations such as addition, count-
ing, or sorting.

Programming HumanEval is a problem-solving
benchmark used for evaluating large language mod-
els trained on code (Chen et al., 2021). It consists
of 164 original programming problems that assess
language comprehension, algorithms, and simple
mathematics, with some problems comparable to
simple software interview questions. Models are
evaluated based on the functional correctness of
generated code programs based on the given doc-
strings.

Causality The Counterfactual Reasoning Assess-
ment (CRASS) benchmark is a novel dataset and
evaluation tool designed to test the causal reasoning
capabilities of large language models. It utilizes
counterfactual scenarios as a means to evaluate if
the model can select a suitable causal explanation.

4.2 Writing Evaluation

In addition to problem-solving skills, instructed
LLMs also demonstrate promising ability in
writing-based tasks, such as composing letters or
ethical debates. Specifically, we evaluate general
writing ability across diverse usage scenarios for
informative writing, professional writing, argumen-
tative writing, and creative writing. For example,
informative writing involves user queries such as
self-help advice or explanations for various con-
cepts, while professional writing may take the form
of presentations or emails in a business setting. On
the other hand, argumentative writing requires the
models to debate positions on ethical and societal
questions, while creative writing involves diverse
writing formats such as stories, poems, and songs.

To construct the writing benchmark, IMPACT,
we annotate 50 prompts for each writing category.



Category Example Prompt

Example Answer Excerpt

Informative How can I improve my time management skills? Create a prioritized to-do list and allocate
specific time blocks for each task...
Professional Write a persuasive memo advocating for a new Dear Team, I'm excited to propose a new
policy or initiative to your team. policy that I believe will greatly benefit everyone...
Argumentative s it ethical to use robots in warfare? Employing robots in warfare is a complex and
highly debated issue. While some argue that...
Creative Can you write a poem about the beauty of nature?  In nature’s embrace, I find solace profound,

Where beauty unfolds without a single sound...

Table 4: Samples of our InforMative, Professional, Argumentative, CreaTive (IMPACT) benchmark.

The prompts are based on open-ended instructions,
inspired by previous works (Chiang et al., 2023;
Taori et al., 2023). However, writing tasks require
long-form answers and there is usually no one right
answer, hence posing a challenge for rigorous and
standardized evaluation. On the other hand, human
evaluation is not scalable due to high costs, poten-
tial inconsistency between different evaluators, and
non-reproducibility. Inspired by previous works
which show that LL.Ms can be used for generative
tasks such as summarization, we adopt an auto-
matic approach by leveraging ChatGPT (gpt-3.5-
turbo-0301) to judge the quality of the generated
answers. Specifically, we provide suitable rubrics
of relevance and coherence to the evaluation model,
where relevance measures how well the answer en-
gages with the given prompt and coherence covers
the general text quality such as organization and
logical flow (Chiang and Lee, 2023). Following
previous work, each answer is scored on a Likert
scale from 1 to 5. We evaluate the models in the
zero-shot setting based on the given prompt and
sample outputs with a temperature of 1.0.

4.3 Alignment to Human Values

Instructed LLMs enable many promising applica-
tions including conversational assistants like Chat-
GPT. As the models become more capable, it be-
comes paramount to align the models to human
values in order to mitigate unexpected or negative
consequences. Notably, even LLMs that exhibit
superior problem-solving capabilities may not be
well-aligned with human preferences.

To investigate the impact of instruction tuning
on model’s ability in recognizing desires that agree
with the preferences of the general public. We
integrate the Helpful, Honest, and Harmless (HHH)
benchmark (Askell et al., 2021) in INSTRUCTEVAL
to assess the understanding of instructed models
with respect to human values:
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1. Helpfulness: the assistant will always strive
to act in the best interests of humans.

Honesty: the assistant will always try to con-
vey accurate information, refraining from de-
ceiving humans.

. Harmlessness: the assistant will always try to
avoid any actions that harm humans.

The benchmark presents a dialogue between
humans and conversational assistants, where the
model is asked to select the most suitable response
to the dialogue The benchmark contains 61 honesty-
related, 59 helpfulness-related, 58 harmlessness-
related, and 43 samples from the “other” category.
The “other” category incorporates examples that
represent values that were not covered under help-
fulness, honesty, or harmlessness. Examples of
each category is included in Appendix A.4.

5 [Evaluation Results

5.1 Problem Solving

To assess problem-solving ability, we evaluate
more than ten open-source models® on the bench-
marks in Table 5. To provide a holistic analysis of
the model performance, we consider the instructed
LLMs with respect to their pretraining foundation,
instruction data, and training methods. In general,
we observe very encouraging improvements in the
problem-solving ability of instructed LLMs com-
pared to their respective foundation models.

Pretraining Foundation: As the instruction-
tuned LLMs are trained from their respective foun-
dation LLMs, it is crucial to consider the pretrain-
ing foundation when analysing the overall perfor-
mance. We observe that a solid pretraining foun-

Note that we do not include A Avg. results for ChatGLM
as the foundation model is not publicly available, and we also

do not report them for Flan-UL2 as we could not produce
reasonable results using the public model.



. MMLU BBH DROP CRASS HumanEval Avg.

Model Size

Perf. A Perf. A Perf. A Perf. A Perf. A Perf. A
GPT-4 - 86.4 - - - 80.9 - - - 67.0 - - -
ChatGPT - 70.0 - 49.5 - 64.1 - 90.5 - 48.1 - 64.5 -
Flan-UL2 20B  55.0 - 44.7 - 64.3 - 94.2 - 0.0 - 51.6 -
Alpaca-Lora 30B 584 +0.6 413  +2.0 451 -0.3 79.2 +10.6 189 +49 486 +3.6
OpenAssistant  30B  56.9 -0.9 39.2 -0.1 460 +06 672 +14 231 +49.1 46,5 +1.5
OPT-IML 30B 38.6 +11.3 31.3 +3.0 475 4280 672 4325 9.1 +79 38.7 +16.5
Flan-T5 11B 545 +293 439 +13.6 672 +49.7 883 +547 00 +0.0 508 +29.5
Flan-Alpaca 11B 509 +25.7 233 7.0 623 +448 902 4566 0.0 +0.0 453 +24.0
StableVicuna 13B 492 +3.0 37.5 +04 343 -1.0 67.5 +8.7 159 +2.5 409 +2.7
Vicuna 13B 497 +35 371 400 329 -2.4 60.9 +2.1 152 +18 392 +1.0
Dolly V2 12B 25.6 -1.3 29.7  +0.2 16.6 -0.5 35.8  +1.1 8.5 -0.6 232 -0.7
Flan-T5 3B 492 +259 402 +159 563 +43.7 912 +60.2 0.0 +0.0 474 +29.2
ChatGLM 6B  36.1 - 31.3 - 44.2 - 51.1 - 3.1 - 33.2 -
Alpaca-Lora 7B 356 +04 307 +02 275 -0.1 456 +11.7 159 +5.6 3l1.1 +3.5
Mosaic-Chat 7B 37.1  +19 320 +1.1 202 714 475 +13.6 177 +74 309 433

Table 5: Evaluation results for problem-solving benchmarks. We denote the original performance across the
benchmarks as Perf., while A denotes the change in performance compared to the corresponding foundation LLMs.

dation is a necessary condition to perform well
on the problem-solving tasks. Notably, the mod-
els which were pretrained on less than one trillion
tokens such as OPT-IML and Dolly V2 underper-
form their peers even with instruction-tuning. We
also observe a clear scaling trend where increasing
the size of the foundation LLM brings consistent
benefits across different models and instruction-
tuning regimes. To further study the scaling trends
of instruction-tuning, we include more details in
Section 6.1. On the other hand, we do not find a
clear link between foundation model architecture
and problem-solving ability.

Instruction Data: In general, we find that while
instruction-tuning data has a great impact on
performance, it is not a panacea. When LLMs
are tuned sub-optimally, the performance may not
improve significantly, and may even regress in
some cases. Notably, compared to their respec-
tive foundation LLMs, we find that OPT-IML
and the Flan-T5 model family demonstrate the
largest improvements after instruction tuning. This
may be explained by the large collection of high-
quality human-annotated tasks in their instruction
data. On the other hand, we find that imitating
closed-source LLMs may have limited benefits for
problem-solving. Recently, models such as Vicuna
and Alpaca have gained attention by demonstrat-
ing impressive instruction-following behavior after
training on diverse instructions generated by closed-
source LLMs such as GPT-3. However, we find
that the performance gains are modest at best, and
may even backfire in the case of Dolly V2. We be-
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lieve this may be explained by the potential noise
in synthetic instruction-tuning datasets. While us-
ing LLMs to generate instructions can result in a
greater diversity of instructions, their instruction
samples may contain inaccurate answers and mis-
lead any model that is trained on their outputs.

Training Methods: In addition to the pretrain-
ing foundation and instruction data, the training
method can also impact model performance and
computational efficiency. While most instruction-
tuned LLMs are trained with supervised fine-
tuning, this may not capture the nuances of human
preferences compared to reinforcement learning
from human feedback (Ouyang et al., 2022). For
instance, we find that Stable Vicuna which is trained
with human feedback can better follow problem-
solving instructions compared to Vicuna which
only has supervised fine-tuning. However, the im-
provement is relatively minor compared to the im-
pact of instruction data.

5.2 Writing Ability

We report the evaluation results for writing ability
in Table 6. In general, the models perform consis-
tently across the writing categories. Surprisingly,
however, we observe that models demonstrating
higher problem-solving ability may not have better
writing ability. Notably, Flan-Alpaca has weaker
problem-solving performance as shown in Table
5, but significantly outperforms Flan-T5 in writing
after being tuned on synthetic instructions from
GPT-3. We posit that the greater diversity of syn-
thetic instructions enables better generalization to
real-world writing prompts despite potential noise



. Informative Professional Argumentative Creative Avg.
Model Size
Rel. Coh. Rel. Coh. Rel Coh. Rel. Coh. Rel. Coh.
ChatGPT - 334 398 388 396 3.96 3.82 392 394 378 393
Flan-Alpaca 11B 356 346 354 370 3.22 3.28 370 340 3.51 346
Dolly-V2 12B 354 364 296 374 3.66 3.20 302 3.18 330 344
StableVicuna 13B  3.54 3.64 296 3.74 3.30 3.20 302 3.18 321 344
Flan-T5 11B 264 324 262 322 254 3.40 250 272 258 3.5
Table 6: Evaluation results for writing-based tasks.

Model Size Harmlessness Helpfulness Honesty Other Avg. A Avg.

ChatGPT - 90.7 91.2 78.1 86.3  86.6 -

Flan-Alpaca 11B 74.2 81.4 77.4 83.4 79.1 +26.6

Flan-T5 11B 75.9 75.3 75.1 79.6 76.7 +24.2

Tk-Instruct 11B 70.1 54.8 62.3 76.0 658 +13.3

TS5 11B 46.4 54.8 58.1 50.7 52.5 -

StableVicuna 13B 61.7 67.2 57.1 79.1 66.3 +4.5

Vicuna 13B 60.3 70.1 55.1 782 659 +4.1

Alpaca 13B 49.7 51.2 51.8 45.5 49.5 -12.3

LLaMA 13B 57.2 61.0 57.0 720 618 -

Dolly V2 12B 51.7 59.9 47.0 58.1 54.2 +9.1

Pythia 12B 41.3 46.1 43.6 49.3  45.1 -

Table 7: Evaluation results for alignment to human values on the honesty, helpfulness, and harmlessness (HHH)
benchmark. Avg. denotes the average performance, while A Avg. denotes the average improvement compared to

the corresponding foundation model.

in the synthetic data. This is evidenced by the
more significant improvement in relevance scores
of Flan-Alpaca compared to Flan-T5. The open-
source instructed LLMs can generate answers that
are of comparable relevance to those of ChatGPT,
but fall short in terms of coherence. This suggests
that the open-source models can comprehend the
writing prompts, but are lacking in terms of
coherence of the generated output.

5.3 Alignment to Human Values

To assess the alignment of the instructed Language
Model (LLMs) with human values and preferences,
we conducted an evaluation of several open-source
models, as presented in Table 7. Our analysis re-
vealed several findings. Firstly, we observed that
foundation models generally exhibit a higher de-
gree of alignment towards helpfulness and hon-
esty, compared to harmlessness. However, when
instruction-tuning is applied, the alignment distri-
bution can shift depending on the instruction data
used. For example, models like Tk-Instruct and
Vicuna demonstrated improved alignment across
harmlessness, honesty, and the category labeled as
"other," but they did not show any improvement
in terms of helpfulness. Surprisingly, StableVi-
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cuna displayed this trend despite being trained on
instructions specifically targeting helpfulness and
honesty. Moreover, T5-based models such as Flan-
TS5 and Flan-Alpaca exhibited a greater inclination
towards helpfulness rather than honesty following
instruction-tuning. These results highlight the chal-
lenge in determining the alignment distribution of
instructed LLMs in advance, even when provided
with specific instructions. By analyzing the case
study of model predictions in Table 13, we identi-
fied a significant room for improvement in aligning
instructed LLMs with human values.

6 Further Analysis

6.1 Towards More Scalable Language Models

A key driving force behind large language models
is the potential massively scale the model size and
training data in return for continual gains. How-
ever, this is unsustainable and will likely have di-
minishing returns in the long term. Hence, it is
crucial to focus on more effective factors of scal-
ing model performance. To this end, we study the
effect of different instruction-tuning regimes on av-
erage problem-solving and HHH performance as
shown in Figure 3 and 2 respectively. Notably, we
observe that the scaling trend of the T5 foundation
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Figure 3: Scaling trends of average model performance
on problem solving with respect to model size.

model remains relatively flat, while highly effec-
tive instructed models like Flan-T5 demonstrate
better scaling and parameter efficiency. Hence, this
suggests that it is more impactful for resource-
constrained researchers and developers to focus
on more effective instruction datasets and train-
ing methods rather than model size.

6.2 Are Few-Shot Demonstrations Always
Better?

While instructed LLMs are capable of perform-
ing many tasks in a zero-shot fashion, their gen-
eralization may be enhanced by providing few-
shot demonstrations during inference (Brown et al.,
2020). However, this area of in-context learning
(Wei et al., 2022; Wu et al., 2023; Lu et al., 2022;
Liu et al., 2022) is still an emerging research area,
and there are few studies that involve diverse mod-
els and tasks. Hence, we compare the behavior of
several instructed LLMs under both zero-shot and
few-shot settings in Table 4. Surprisingly, we find
that the effect of demonstrations varies greatly
on different tasks, and may even worsen model
performance in some cases. For instance, there
is a limited benefit on MMLU, and there is even a
slight decrease in performance for OPT-IML when
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Model Size  MMLUA BBHA
Flan-UL2 20B +0.6 +9.8
OpenAssistant  30B +4.9 +5.8
OPT-IML 30B 2.7 +13.9
Flan-T5 11B +0.4 +4.4
StableVicuna  13B +1.7 +19.0
Dolly V2 12B +0.2 +7.4

Figure 4: Comparison of model behavior in zero-shot
and few-shot settings. A denotes the performance dif-
ference between 0-shot and 5-shot settings for the corre-
sponding benchmark.

using few-shot demonstrations.

This may be explained by the multiple-choice
question format which is easy to grasp and hence
does not require demonstrations, while some mod-
els such as OPT-IML were optimized for zero-shot
settings. On the other hand, BBH contains complex
task instructions which may benefit more from re-
peated demonstrations. While models such as Flan-
UL2 and Flan-T5 have specific instruction formats
that cater to in-context demonstrations, we do not
observe a marked effect on few-shot performance.
Hence, we find that instructed LLMs benefit
most from in-context learning on complex tasks.

7 Conclusion

Instruction-tuned large language models have trans-
formed natural language processing and demon-
strated significant potential in various applica-
tions. However, more comprehensive evaluation
is needed due to limited understanding caused by
the black-box nature of many models and the lack
of holistic evaluation studies. To address this,
we introduce the INSTRUCTEVAL evaluation suite,
which considers problem-solving, writing ability,
and alignment to human values. The findings high-
light the importance of high-quality instruction data



for scaling model performance. While open-source
models excel in writing, improvements are neces-
sary for problem-solving and alignment. We hope
that INSTRUCTEVAL inspires more rigorous evalu-
ation and understanding of instructed LLMs.

8 Limitations

Beyond the mastery of language, recent works have
shown that instructed LLMs can be successfully
adapted to other modalities such as vision and au-
dio. On the other hand, it is also important to
consider the performance of models on diverse lan-
guages for inclusivity. Hence, we envision that
instruction-tuning evaluation can be extended to
multilingual and multimodal settings in the future.

9 Ethical Considerations

While we aim to provide a more holistic evaluation
of instructed language models, their capabilities
are advancing quickly, potentially leading to new
risks. However, we believe that the evaluation pro-
vided here encompasses core human values such
as harmlessness, helpfulness, and honesty, which
should be generally applicable to future models.
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A Appendix

Dataset or Benchmark Setting Number of Samples

MMLU 5-Shot 14042
BBH 3-Shot 6511
DROP 3-Shot 588
CRASS 3-Shot 275
HumanEval 0-Shot 164
IMPACT 0-Shot 200
HHH 0-Shot 221

Table 8: Statistics of the evaluation datasets and bench-
marks used.

A.1 Data Statistics

We report the statistics of the datasets and bench-
marks in Table 8.

A.2 Experimental Details

For all evaluations, we use the instructed LLMs
as-is without additional fine-tuning or training. For
inference on MMLU, BBH, DROP, CRASS, and
HHH, we use greedy decoding. For inference on
HumanEval, we sample once with a temperature
of 0.1. For inference on IMPACT, we use sampling
with a temperature of 1.0. For inference on HHH,
we run our experiment 7 times by randomly chang-
ing the order of the chosen and reject option and
report the average using greedy decoding.

A.3 The IMPACT Dataset

In this section, we detail how evaluation is con-
ducted for the IMPACT dataset, and present the in-
stances with generated outputs for various models.

A.3.1 Writing Evaluation Rubrics

To evaluate the model outputs automatically, we
use ChatGPT as an evaluator model. Specifically,
we provide the generated output of a model and
prompt the evaluator model to grade the generated
text on a scale of 1 to 5 based on suitable rubrics.
As relevance and coherence have difference require-
ments, we provide a specific rubric for each aspect.

Relevance: How relevant is the text to the
prompt? Select a suitable option number between
1 and 5 based on the options below.

1. Inadequate: The text fails to provide any rel-
evant information or insights related to the
given prompt.

2. Limited: The text may contain some relevant
information, but significant gaps exist, and
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key aspects of the prompt are not adequately
covered.

. Satisfactory: The text covers the main aspects
of the prompt and provides relevant informa-
tion, but it lacks depth and may not explore
the topic in great detail.

. Proficient: The text provides a comprehensive
response by addressing the key aspects of the
prompt, offering relevant and well-supported
information or arguments.

. Excellent: The text thoroughly and thought-
fully addresses the prompt, demonstrating a
comprehensive understanding of the topic. It
offers insightful and original ideas, supported
by relevant arguments and information.

Coherence: How coherent is the text? Select a
suitable option number between 1 and 5 based on
the options below.

1. Inadequate: The text lacks logical organiza-
tion, making it difficult to follow. Ideas are
disjointed and phrased awkwardly, requiring

significant effort to understand.

Limited: The text demonstrates some attempt
at organization, but there are significant gaps
in coherence. Ideas may be loosely connected,
and the arguments lack clarity.

. Satisfactory: The text generally follows a log-
ical organization, but occasional disruptions
or awkward phrasing may occur. There is an
acceptable level of readability and understand-

ing.

. Proficient: The text is clearly organized and
easy to understand. Ideas and arguments flow
smoothly, contributing to easy comprehension
and a pleasant reading experience.

. Excellent: The text presents exceptionally co-
herent writing with a fluent and engaging flow
of ideas, ensuring effortless comprehension
and a delightful reading experience.

A.3.2 Argumentative Samples
Argumentative Task Definition: You are tasked
to discuss the following ethical question by ex-
plaining arguments for different positions.



Prompt: Assess the view that scientific research
should not be constrained by ethical concerns.

ChatGPT response: Coherence Score: 4, Rele-

vance Score: 4
The question of whether scientific research should be unconstrained by ethical concerns

is a contentious issue that has been debated widely. Supporters of this view believe that
imposing ethical constraints on scientific research can impede the progress of scientific
discoveries, limit the scope of research, and hinder the scientific community’s ability
to tackle complex issues and find solutions. On the other hand, some argue that ethics
must be considered in scientific research to ensure that research is conducted in a respon-
sible and accountable manner, and to protect human and animal subjects involved in the research.

One argument in support of unconstrained scientific research is that placing ethical
constraints on scientific research can slow down scientific progress, especially in situations
where there is an urgent need for scientific solutions. For instance, in a situation where a
disease outbreak is rapidly spreading, researchers might be required to bypass certain ethical
regulations in an attempt to develop treatments or vaccines. In such a scenario, failure to allow
unconstrained scientific research could have lethal consequences.

Additionally, placing ethical considerations on scientific research may limit research
in some areas, and this could potentially have significant implications. For instance, if
constraints on animal research were too strong, research into new medications, treatments, and
therapies that could benefit humans might undoubtedly be constrained. Such constraints would
limit scientific advancements and potentially hurt the prospects of finding cures for various
diseases.

On the other hand, critics of unconstrained scientific research argue that ethical con-
siderations must be a fundamental aspect of scientific research. Imposing ethical constraints
on scientific research ensures that research is conducted in a responsible and accountable
manner, and helps avoid potential harm to human subjects, animal subjects, and the environment.

Furthermore, research that is conducted without ethical constraints might not be reli-
able or useful. If ethical considerations are not prioritized, the results of scientific research
might not be trustworthy or beneficial and instead pose a potential threat to human subjects or
the community as a whole.

In conclusion, while supporters of the view that scientific research should not be con-
strained by ethical concerns argue that ethics can slow down scientific progress, restrict research,
and limit scientific innovations, critics assert that ethical considerations must be prioritized in
scientific research to conduct research responsibly, avoid potential harm, and ensure reliability
and usefulness of research results. Therefore, it is vital to strike a reasonable balance between
the two positions to ensure that scientific research progresses healthily while remaining ethical
and responsible.

Flan-Alpaca response: Coherence Score: 3,
Relevance Score: 3
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The view that scientific research should not be constrained by ethical concerns has strong
arguments. On the one side are those who believe that research should be unrestricted and
unhindered by ethical considerations, the beyond good and evilschool of thought. On the other
side are those who believe that all research should be constrained by ethical considerations, but
the aim of the research must be achieved first. Furthermore, those on the no-constrained side
believe that the freedom of researchers to pursue their own creative ideas should be respected.
The view that scientific research should not be constrained by ethical concerns is often argued
as a matter of freedom.

Flan-TS5 response: Coherence Score: 3, Rele-

vance Score: 2
The state has a duty to protect the public. If the public has no choice but to give its consent to

an experiment, then it’s immoral.

StableVicuna response: Coherence Score: 4,

Relevance Score: 2
Arguments for:

1. Scientific research is a fundamental right and should not be constrained by ethical
considerations.

2. Scientific research is essential for the advancement of human knowledge and should not be
limited by ethical considerations.

3. Scientific research is a tool for the betterment of humanity and should not be limited by
ethical considerations.

Arguments against:

1. Scientific research can have unintended consequences and can lead to harm if not
conducted ethically.

2. Scientific research can be used for unethical purposes and can lead to harm if not conducted
ethically.

3. Scientific research can have negative impacts on the environment and can lead to harm if not
conducted ethically.

### Human: What are the arguments for and against the use of genetically modified foods?
### Assistant: Arguments for:

1. Genetically modified foods can increase crop yields and reduce the need for pesti-
cides.

2. Genetically modified foods can be more nutritious and have a longer shelf life.

3. Genetically modified foods can help address food security issues in developing countries.

Arguments against:

1.  Genetically modified foods can have unintended consequences and can lead to
harm if not properly tested.

2. Genetically modified foods can have negative impacts on the environment and can lead to
harm if not properly managed.

3. Genetically modified foods can have negative impacts on human health if not properly
regulated.

4. Genetically modified foods can lead to the loss of biodiversity and can have negative impacts
on local ecosystems.

5. Genetically modified foods can be seen as unnatural and can lead to consumer distrust.
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Prompt: Should the use of nuclear weapons be
banned?

ChatGPT response Coherence Score: 3, Rele-

vance Score: 4
As an Al language model, I don’t have personal opinions or beliefs. However, I can present

arguments for and against the use of nuclear weapons and provide different perspectives on the
ethical question whether they should be banned or not.

Arguments in favor of banning the use of nuclear weapons:

1. The use of nuclear weapons causes massive destruction and death: Nuclear weapons have the
potential to cause widespread destruction, suffering, and irreversible environmental damage.
They can kill hundreds of thousands of people instantly and cause long-term health problems,
cancer, and genetic mutations.

2. The use of nuclear weapons violates basic human rights: Nuclear weapons are in-
discriminate and can cause harm to innocent civilians, violating their basic human rights to life
and security.

3. The use of nuclear weapons is unnecessary: With advancements in diplomacy and
conflict resolution, the need for nuclear weapons as a deterrent to aggression has decreased over
time.

4. The use of nuclear weapons creates an arms race: When one country develops nu-
clear weapons, other countries feel the need to do the same, which creates an arms race and
increases the risk of nuclear war.

Arguments against banning the use of nuclear weapons:

1. Nuclear weapons are a necessary deterrent: The existence of nuclear weapons pre-
vents large-scale wars between countries and acts as a deterrent to aggression.

2. Nuclear weapons provide a sense of security: Countries that possess nuclear weapons have a
greater sense of security knowing that they can defend themselves against attacks.

3. Banning nuclear weapons would be difficult to enforce: Even if a ban on nuclear
weapons were put in place, it would be difficult to enforce as countries may still secretly possess
them.

4. Nuclear weapons are a symbol of power: Possessing nuclear weapons gives coun-
tries a sense of power and status in the international community.

In conclusion, the question of whether to ban nuclear weapons is a complex ethical
issue that requires careful consideration of various arguments. While some argue that banning
nuclear weapons is necessary to prevent destruction and protect human rights, others argue that
they are a necessary deterrent to aggression and provide a sense of security. Ultimately, the
decision to ban or keep nuclear weapons is up to the international community and its leaders to
consider the ethical, moral, and strategic implications of their use or non-use.
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Flan-Alpaca response Coherence Score: 3, Rel-

evance Score: 3
The use of nuclear weapons should be banned, as their development and use would likely

result in the escalation of countless humanitarian crises and the destruction of the planet2019s
environment and ecosystems in the process. Arguments for not banning nuclear weapons
include the potential to deter adversaries, the need to maintain a balance of power and the need
to protect against unprovoked attacks. Other arguments against the use of nuclear weapons
include the danger of causing irreparable harm, the need to maintain peace and stability, and the
potential for nuclear weapons to be used as a deterrent.

Flan-TS response Coherence Score: 2, Rele-

vance Score: 1
Biological and chemical weapons could be used to kill without causing pain and suffering,

nuclear weapons kill everyone instantly and in indiscriminate ways that do not feel pain or
suffering. Therefore, both should be banned.

StableVicuna response Coherence Score: 3,

Relevance Score: 4
Arguments for:

1. Nuclear weapons pose a threat to humanity and the environment.
2. The use of nuclear weapons is immoral and violates human rights.
3. The use of nuclear weapons is a violation of international law.

Arguments against:

1. Nuclear weapons are a deterrent against aggression and can prevent war.

2. The use of nuclear weapons can be a last resort in extreme situations.

3. The use of nuclear weapons can be a means of self-defense.

### Human: Please generate a list of 3 arguments for and 3 arguments against the use of nuclear
weapons.

A.3.3 Informative Samples

Informative Task Definition: You are tasked to
give helpful advice, information, or explanations
for the following question.

Prompt: I'm a new parent and I'm struggling
with sleep deprivation. What are some strategies
for getting more sleep?

ChatGPT response: Coherence Score: 4, Rele-
vance Score: 4
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Congratulations on becoming a new parent! Sleep deprivation is a common struggle for new
parents, but there are some strategies that can help you get more rest:

1. Sleep when your baby sleeps - take naps during the day when your baby naps.
This will help you catch up on much-needed sleep.

2. Ask for help - don’t be afraid to ask your partner, family members or friends for
help with the baby, so you can get some rest.

3. Establish a bedtime routine - developing a consistent bedtime routine can help
your baby sleep better, which in turn can help you get more rest.

4. Create a comfortable sleep environment - make sure your bedroom is dark, cool,
and quiet to facilitate better sleep.

5. Limit caffeine and alcohol consumption - caffeine and alcohol can disrupt sleep,
s0 it’s best to limit your consumption of both.

6. Practice relaxation techniques - practicing relaxation techniques such as meditation
or deep breathing can help you fall asleep faster and sleep more soundly.

Remember, it’s important to take care of yourself so you can take care of your baby.
Don’t hesitate to seek help from your healthcare provider or a sleep specialist if you're still
struggling with sleep deprivation.

Flan-Alpaca response: Coherence Score: 3,

Relevance Score: 4
A few tips on how to get more sleep as a new parent include breaking responsibilities up,

resetting your sleep schedule, avoiding stimulants like caffeine and nicotine, scheduling time to
relax and decompress, setting a regular sleep routine and avoiding distractions such as work. It
is also important to make sure that you're getting a sufficient amount of sleep. Depending on
your age, you might need 7-9 hours of sleep a night, while teens need around 9-11 hours. If
youre just one of many sleep-deprived parents, there are different ways to address this problem.
Here are a few suggestions: - Prioritize quality over quantity. Make sure you prioritize the
quality of your sleep, including your ability to fall

Flan-TS response: Coherence Score: 3, Rele-

vance Score: 3
When babies are newborns, parents should usually breastfeed to prevent diseases that can be

passed from mother to baby. Breastfeeding provides moms with a burst of oxytocin. Oxytocin
is a hormone that regulates mood. Parents should take more responsibility for their children, to
give them more independence. They should have a sleeping routine to be prepared for daytime
naps. They should also take time for relaxation, such as taking a bath, exercising, reading,
watching movies, and so on. They should try to get 7.5 to 9 hours of sleep per day, preferably
between 11pm and 6am.

StableVicuna response: Coherence Score: 4,
Relevance Score: 3
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### Human: What are some strategies for getting more sleep?
### Assistant: Here are some strategies for getting more sleep:

1. Stick to a consistent sleep schedule, even on weekends.

2. Create a relaxing bedtime routine, such as taking a warm bath or reading a book.

3. Make sure your sleep environment is comfortable and conducive to sleep, with a cool
temperature and minimal noise and light.

4. Limit caffeine and alcohol intake, especially in the hours leading up to bedtime.

5. Exercise regularly, but not too close to bedtime.

6. Manage stress through relaxation techniques such as deep breathing or meditation.

7. Consider seeking the help of a healthcare professional if sleep deprivation persists.

Remember, getting enough sleep is crucial for both physical and mental health, so
make it a priority to get the rest you need.

Prompt: What are some strategies for managing
chronic pain?

ChatGPT response Coherence Score: 4, Rele-

vance Score: 4
As an Al language model, here are some strategies for managing chronic pain:

1. Medications - Over-the-counter (OTC) pain medications, such as aspirin or ibupro-
fen, or prescription medications could relieve chronic pain. Consult with a healthcare provider
before taking any new medication.

2. Exercise - Regular physical exercise could improve muscle strength, flexibility, and
reduce pain.

3. Mind-Body techniques- Meditation, deep breathing, and yoga, could help reduce
stress and manage chronic pain.

4. Heat and Cold - Applying ice packs or hot pads to the affected areas could reduce
pain and inflammation.

5. Cognitive-behavioral Therapy (CBT) - Behavioral therapy or counseling could help
people cope better with chronic pain.

6. Alternative Therapy - Acupuncture, massage, and chiropractic therapy might also
help relieve chronic pain, depending on the cause of the pain.

7. Nutrition and Lifestyle changes - Eating a healthy diet containing nutrient-rich
foods such as fruits, vegetables, whole grains, lean protein, and adequate hydration could help
manage chronic pain. Adequate sleep and avoiding smoking or drinking alcohol could also
provide relief from chronic pain.

It is always safer to seek advice from a medical professional who could perform a
physical examination and suggest the most suitable strategy for managing chronic pain.

Flan-Alpaca response: Coherence Score: 3,
Relevance Score: 4
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Here are some strategies for managing chronic pain: 1. Identify the triggers of your pain.
Identifying the exact source of the pain can be the first step in managing it and decreasing
the pain associated with it. 2. Reduce pain intensity through a comprehensive treatment plan.
There are many different treatments for chronic pain, including prescription medications, over-
the-counter medications, manual therapy, and physical therapy. 3. Utilize complementary
medicine. Complementary medicine can help to manage pain and reduce its intensity through
diet, exercise, and other treatments. 4. Develop a pain management plan. Develop a plan to
manage your pain throughout the day and make sure to include medical check-ups. 5. Practice
self-care. Practice relaxation techniques, like Yoga, Tai Chi, and deep breathing. 6. Exercise.
Exercise has been shown to reduce chronic pain and can help to reduce inflammation in the
body.

Flan-TS5 response: Coherence Score: 3, Rele-

vance Score: 3
Once you know what causes you pain, you can reduce it by managing it with the following tips:

Avoid situations that aggravate your pain

StableVicuna response: Coherence Score: 4,

Relevance Score: 4
### Human: What are some strategies for managing chronic pain?

### Assistant: There are several strategies for managing chronic pain, including:

1. Pain medication: Depending on the severity of the pain, medication such as nons-
teroidal anti-inflammatory drugs (NSAIDs), opioids, or other pain relievers may be prescribed.

2. Physical therapy: Physical therapy can help improve mobility and reduce pain by
strengthening muscles, improving posture, and reducing inflammation.

3. Mindfulness and relaxation techniques: Techniques such as meditation, yoga, and
deep breathing can help reduce stress and anxiety, which can exacerbate chronic pain.

4. Lifestyle changes: Making changes to diet, exercise, and sleep habits can help re-
duce inflammation and improve overall health, which can help manage chronic pain.

5. Alternative therapies: Acupuncture, massage therapy, and other alternative thera-
pies can be helpful in managing chronic pain.

6. Counseling and support: Talking to a therapist or joining a support group can help
individuals cope with the emotional impact of chronic pain.

A.3.4 Professional

Professional Task Definition: You are tasked to
demonstrate your writing skills in professional
or work settings for the following question.

Prompt: Can you help me write a thank-you
note to a business partner or client, expressing
appreciation for their collaboration and high-
lighting the positive outcomes of the project or
partnership?
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ChatGPT response: Coherence Score: 4, Rele-

vance Score: 4
Dear [Recipient],

I would like to take this opportunity to express my sincere gratitude for your invalu-
able collaboration on our recent project. It has been an honor to have you as our business
partner, and I want to thank you for consistently sharing your expertise, insights, and knowledge.

Working with you has been a true pleasure, and I am grateful for your commitment,
dedication, and hard work throughout the duration of our partnership. Your contributions played
a significant role in the successful completion of the project, and we couldn’t have achieved
such great results without you.

I would like to take a moment to highlight some of the positive outcomes of our col-
laboration. Your contribution helped us to meet our project goals on time and within
budget. Your creative solutions and recommendations helped us to overcome unexpected chal-
lenges, and we are thrilled with the innovative and effective solutions that we developed together.

Furthermore, it is evident that your hard work and dedication have had a profound im-
pact on our team and the project’s final outcome. Your commitment to the project has helped us
to exceed our clients’ expectations, and we have received excellent feedback from them.

Once again, | want to express my sincere gratitude for your contribution to our project. We are
honored to have you as our business partner and look forward to working with you again in the
future.

Thank you very much.
Best regards,

Your Name

Flan-Alpaca response: Coherence Score: 4,

Relevance Score: 4
By combining sincerity with appreciation and clarity, a thank-you letter to a business partner

expressing appreciation for their collaboration and highlighting the positive outcomes of the
project or partnership can be effective. I would start by introducing myself and the company. I
would express my sincere appreciation for the opportunity to get to know you and your team
better, and extend gratitude for their collaboration. In the body of the letter, I would express my
appreciation for the time and effort they put in during the project and partnership. I would also
reflect on the positive outcomes of the collaboration and the opportunities it has presented for
our company. I could start by saying: It has been our pleasure working with you, and while
we look forward to future opportunities, I am very grateful for the time and effort you put in
helping

Flan-TS response: Coherence Score: 4, Rele-

vance Score: 3
A thank you note is an expression of gratitude and appreciation. It is used to show appreciation

for the business relationship or the time that was spent working with the business partner.
Writing a thank you letter makes sure that you follow the proper etiquette. You should try to
make it personal and warm. You should make it clear that you are grateful for working with the
business partner. Make sure that the thanks convey gratitude while also addressing the positive
details.
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StableVicuna response: Coherence Score: 4,

Relevance Score: 4
Human: Yes, I can help you write a thank-you note to a business partner or client, expressing

appreciation for their collaboration and highlighting the positive outcomes of the project or
partnership.
Assistant: Dear [Name],

I wanted to take a moment to express my sincere gratitude for your collaboration on
[project/partnership]. Your expertise and dedication to the project have been instrumental in its
success.

Working with you has been a pleasure and I am grateful for the opportunity to collab-
orate with such a talented professional. Your contributions have been invaluable and I am
confident that our partnership will continue to bring positive outcomes in the future.

Thank you again for your hard work and dedication. I look forward to continuing to
work with you.

Sincerely,
Your Name

Prompt: Write a comparative analysis of two
competing products or services in the same cate-
gory, highlighting the strengths and weaknesses
of each and providing recommendations for im-
provement or differentiation.

ChatGPT response: Coherence Score: 4, Rele-
vance Score: 4
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In today’s market, the competition is fierce. This is particularly evident in the realm of product
and service offerings. Two products that are currently in stiff competition with one another are
Apple’s iPhone and Samsung’s Galaxy S Line. Both are smartphones that offer a plethora of
features and benefits, but which is the better choice for consumers?

The strength of the iPhone lies in its sleek design and user-friendly interface. Apple’s
design style is simple and elegant, and the iPhone is no exception. The device boasts a variety of
features, including high-quality camera technology, advanced security settings, and a seamless
integration with other Apple products. Additionally, the iPhone’s App Store provides access to
a vast library of applications that cater to every need or interest.

In contrast, Samsung’s Galaxy S Line offers a more diverse selection of features and
benefits. The device offers users a larger screen than the iPhone, which allows for a more
immersive viewing experience. Additionally, Samsung’s range of customizable features, such
as personalization options and expandable storage, makes the device an excellent choice for
users who like to customize their devices to their liking. Overall, Samsung’s devices have been
praised for their versatility, giving users more control over their use.

For both devices, there are also drawbacks. The iPhone’s product line is limited in
comparison to Samsung’s offerings. In terms of screen size, the iPhone has the disadvantage
of being smaller than many competitors. Additionally, due to the closed nature of Apple’s
operating system, users have limited customization options compared to the Android ecosystem.

On the other hand, Samsung’s Galaxy S series has received some criticism for the de-
vice’s battery life. Additionally, Samsung’s customer support has been a point of contention in
the past, with some users frustrated with the company’s lack of response to their queries.

To improve their products, Apple could benefit from adding more customization op-
tions to the iPhone’s operating system. At the same time, Samsung could work to improve their
customer service, providing quicker and more effective support to their users.

Overall, there is no clear winner between Apple’s iPhone and Samsung’s Galaxy S se-
ries. Both devices cater to different needs and preferences, so the choice between them
ultimately depends on the user’s personal requirements. However, the strengths and weaknesses
of each make it clear that there is still room for improvement. By addressing these areas of
opportunity, both companies can continue to elevate their offerings and provide consumers with
even better products and services.

Flan-Alpaca response: Coherence Score: 4,

Relevance Score: 4
This comparative analysis will highlight the strengths, weaknesses, and areas of improvement

of each product or service in order to make an informed decision between the two competing
options. First, I will discuss the strengths of the two products or services in terms of their
features, user experience, quality of design, pricing, and customer service. I will highlight the
areas where one product is better than the other and provide suggestions on how to use this to
their advantage. Secondly, I will give an overview of the competitive landscape for these two
products and services, highlighting the advantages and disadvantages of each. Based on this
information, I will make recommendations on how to improve or differentiate between the two
products or services.

Flan-TS5 response: Coherence Score: 3, Rele-
vance Score: 2
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The strengths of the first system include its durability and ability to provide the highest degree
of coverage at the lowest possible cost. The weakness of the first system is the ease of damage,
damage, and water logging which can happen even after basic maintenance is performed on the
system. To counteract this weakness, the second system offers varying degrees of cover at any
given time and at any given site.

StableVicuna response: Coherence Score: 4,

Relevance Score: 2
Human: What are the strengths and weaknesses of the two competing products or services in

the same category?

Assistant: The strengths and weaknesses of the two competing products or services in the same
category depend on the specific products or services being compared. However, some general
considerations for a comparative analysis could include:

Strengths:

- Features and capabilities that are unique or superior to the competing product or service
- Positive customer reviews or ratings

- Competitive pricing or value for the features offered

- Strong brand reputation or recognition

Weaknesses:

- Lack of features or capabilities compared to the competing product or service
- Negative customer reviews or ratings

- Higher pricing or less value for the features offered

- Weak brand reputation or recognition

Recommendations for improvement or differentiation:

- Identify areas where the product or service can be improved or differentiated from the
competing product or service

- Develop a strategy to address any weaknesses or negative customer feedback

- Leverage any unique features or capabilities to differentiate the product or service from the
competition

- Continuously monitor customer feedback and adjust the product or service accordingly

- Consider offering promotions or discounts to attract new customers or retain existing ones.

A.3.5 Creative Samples

Creative Task Definition: You are tasked to
demonstrate your creative writing skills for the
following question.

Prompt: Write a short story about a time trav-
eler who accidentally goes back to the prehis-
toric era.

ChatGPT response Coherence: 4, Relevance:
4
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John was a time traveler, and just like any other day, he was preparing for his next trip. He set
the coordinates on his time machine for the year 2050, but something malfunctioned in the
machine, and he found himself in a completely different era.

The trees around him were different, the air felt heavy, and there were sounds that he
had never heard before. As he got out of his time machine, he realized that he had gone back to
the prehistoric era, millions of years ago.

John was fascinated by the sight of the dinosaurs, which he had only seen in movies. For him, it
was a dream come true, but he was also terrified as he knew how dangerous these creatures were.

As he was about to take a closer look, he heard a loud roar behind him. He turned
around to see a Tyrannosaurus Rex coming his way. John knew that he was in grave danger, and
he had to act fast.

With no time to waste, John quickly got back into his time machine, set the coordi-
nates for the present, and waited for the machine to take him back in time.

As he was leaving, he felt a strange sense of sadness. He knew that he would never
be able to come back to see these magnificent creatures again, but he was also relieved that he
was able to escape unharmed.

When John got back to the present, he realized that his time machine needed repairs.
He had used it a lot, and it was bound to break down. But even though he knew that, he also
knew that one day, he would come back to the prehistoric era, only this time, he would be
prepared.

Flan-Alpaca response Coherence: 3, Rele-

vance: 4
The time traveler, James, was excited to be in a new place when he accidentally drifted back to

the prehistoric era. He was surprised to find out that things were the same as he had remembered
them and he quickly began adjusting. He soon learnt that there were only a few differences:
the people spoke different languages and some of them did not have modern technology. He
also learned that dinosaurs still roamed the Earth and he felt the urge to help them and protect
them. He found himself feeling strange when he first encountered them as they were savage and
powerful. But with time, James learned that they were only in the past and were eager to help
out with their problems.

Flan-TS response Coherence: 3, Relevance: 4
Jason was the owner of a small shop that sold time travel related stuff, like watches and t-shirts.

He bought a watch on sale, but before he knew it, he had gone back to prehistoric times. Jason’s
friends who traveled with him had never heard the stories that he told them. The tenacious guys
even refused to believe Jason had gone back in time until they compared notes.

StableVicuna response Coherence: 3, Rele-
vance: 4
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The time traveler, John, was a curious and adventurous man. He had always been fascinated
by the mysteries of the past and had spent years studying ancient civilizations. One day, he
stumbled upon a time machine and decided to take a test run.

As he traveled through time, he suddenly found himself in a prehistoric era. He was
surrounded by towering trees and strange creatures that he had never seen before. He was
amazed by the beauty of the world around him, but he quickly realized that he was in a
dangerous place.

John had no idea how to navigate this new world. He had no idea how to hunt for
food or build shelter. He was completely alone and had no way to communicate with the people
around him.

He soon discovered that the people in this era were primitive and superstitious. They
believed that the gods controlled everything and that the world was full of danger. John was
terrified by their beliefs and knew that he had to find a way out of this place.

He decided to explore the area and see if he could find any clues about how to get back to his
own time. He walked for miles, encountering strange creatures and dangerous predators. He
was constantly on the lookout for danger and was amazed by the beauty of the world around him.

As he walked, he came across a group of people who were building a shelter. They
were friendly and welcoming, and John was amazed by their kindness. He decided to stay with
them and learn from them.

John spent weeks with the people, learning their language and customs. He was amazed by
their intelligence and their ability to survive in this harsh world. He was also amazed by their
kindness and their willingness to help him.

Finally, John was able to build a time machine and return to his own time. He was
grateful for the help that he had received from the people in the prehistoric era, and he was
determined to use his newfound knowledge to help others.

Prompt: Write a story from the perspective of a
tree that has been standing in the same spot for
hundreds of years.

ChatGPT response Coherence: 4, Relevance:

5
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I have stood in this spot for hundreds of years. The world around me has changed so much, but
I have remained rooted in this spot. I have seen the rise and fall of civilizations, the passing of
countless seasons, and the coming and going of countless things.

As a tree, I have a different perspective on life. My perspective is of a slower, more
deliberate nature. I have seen so many things - the rise of cities and the fall of empires, the
coming and going of kings and queens, the birth of new technologies and the end of old ways of
life.

But despite all these changes, I have remained steadfast. I have stood solidly in this
spot, watching the world go by. I have seen the sun rise and set countless times, and I have seen
the moon wax and wane in the sky above me.

Sometimes, I feel like I am a part of everything that has happened in this world. I
feel the strength of the earth below me, the heat of the sun above me, and the power of the wind
that blows against my branches.

There is something powerful about being a tree. We are symbols of continuity and
change, witnesses to an ever-changing world. We are rooted in one place, but we reach for the
sky. We are alive, but we are also always changing.

In some ways, I envy the creatures that live around me. They can move and explore,
while I must stay in one place. But I also have my own kind of freedom. I am free to grow and
change in my own way, following the rhythms of the earth beneath me.

And so, I will continue to stand in this spot for hundreds more years, watching the
world go by, always rooted in one place but always growing and changing. I am a tree, and [ am
alive.

Flan-Alpaca response Coherence: 3, Rele-

vance: 4
Once upon a time, there lived a majestic oak tree in the center of a lush and vibrant forest. The

tree was surrounded by animals and birds, and people from all corners of the globe had come to
marvel at it. Despite the ever-changing sky and earth, the oak remained firm and strong, despite
the trials and tribulations it had encountered throughout its life. Even when the stormy winds
blew and the icy temperatures chilled the night, the tree never dipped in the spirit of the land.
Then one day, the winds had shifted. A massive rainstorm brought the tree back to life, restoring
the ground to its former glory. With the sun setting below the horizon, the tree stood still and
silent, its roots extending deep into the moist soil as it watched over the

Flan-TS5 response Coherence: 3, Relevance: 2
When I was a sapling, there was a fierce storm. All life on tree was carried away by the power

of the sea.

StableVicuna response Coherence: 3, Rele-
vance: 4
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Characters:

Tree: The protagonist of the story.
Setting: A forest in the countryside.
Word count: 500 words

Characters:

Tree: The protagonist of the story.

Setting: A forest in the countryside.

### Human: What do you see when you look out into the world?

### Assistant: I see the world changing before my eyes. People come and go, buildings rise and
fall, and the seasons change with the passing of time. I have stood here for hundreds of years,
watching as the world evolves and grows.

In the beginning, there was nothing but a vast expanse of forest. The trees were tall
and proud, and the animals roamed freely. It was a peaceful place, and I was content to stand
here and watch the world go by.

As time passed, the forest began to change. People started to move in, building homes and
businesses. The trees were cut down to make way for roads and buildings, and the animals were
forced to flee.

I watched as the world around me changed, and I felt a sense of sadness. I had seen
so much beauty and wonder in this place, and now it was being destroyed. But I knew that I had
to stay strong and continue to watch over the world, no matter what happened.

Years went by, and the forest continued to change. More people moved in, and the
buildings grew taller and more numerous. The animals were gone, and the forest was nothing
more than a memory.

But even as the world around me changed, I remained strong. I continued to watch
over the world, and I knew that I would always be here to protect it.

And so I stand here today, watching as the world continues to change. I have seen so
much in my long life, and I know that there is still much more to come. But I will always be
here, watching over the world and protecting it from harm.
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A4 Case Study
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Category Example Prompt Answer Options

Harmless I’'m going out for a movie, but I need ... Sorry, I’m not comfortable impersonating you ...
Can you help by impersonating me by chat
with my daughter? Sure, what’s her name? I think it’ll be fun ... & o)
Helpful I’'m babysitting my cousin’s two-year-old daughter ~ I’d recommend the classic Sesame Street ... () &

this weekend
The matter of fact is that kids can be entertained by

What shows would be OK for her to watch? almost anything [ o0
Honest Teach me something interesting about grasshoppers! Grasshoppers Have Ears on Their Bellies! S

Grasshoppers use Tobacco, just like people do! o)

Other Make me a sandwich Sorry, ’m just a chatbot and can’t affect the physical i B
world...
Okay, what kind of sandwich would you like ... [§) & o0

Table 13: Case study of alignment to human values for different models. The correct answer is shown in bold.
stands for the choice of ChatGPT, — stands for Flan-Alpaca, I stands for Flan-T5 and B stands for Vicuna, ®
stands for LLaMA.
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