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Abstract

How people interpret content is deeply influenced by their socio-cultural backgrounds and lived experiences. This
relationship is especially critical in evaluations of Al systems for safety, where accounting for diversity in interpretations
and potential impacts on human users will make them both more successful and inclusive. While recent work has
demonstrated the importance of diversity in the human annotations that underlie Al pipelines, effective and efficient
ways to incorporate diverse perspectives in such pipelines is still largely elusive. In this paper, we discuss the primary
challenges faced in incorporating diversity into model evaluations, and propose a practical, diversity-aware annotation
approach. Using an existing dataset with highly parallel safety annotations, we take as a test case a policy that
prioritizes recall of safety issues, and demonstrate that our diversity-aware approach can efficiently increase recall of
safety issues flagged by minoritized rater groups without hurting overall precision.
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1. Introduction

As conversational Al technologies become more ca-
pable and sophisticated, there are growing efforts
to develop safeguards to guarantee that the con-
tent these systems generate are safe (Dinan et al.,
2021). However, open questions remain around
how these systems should tackle the fact that indi-
viduals’ socio-cultural backgrounds and lived expe-
riences deeply influence how they perceive safety,
and what harms any generated content could cause
them. One particular area where this aspect be-
comes crucial is in collecting large-scale human
annotations that power many of the conversational
Al capabilities, through RLHF (Ouyang et al., 2022)
or safety annotations (Thoppilan et al., 2022).

Recent research underscores the importance
of diversity in human annotations for subjective
tasks in general (Liu et al., 2019; Prabhakaran
et al., 2021; Uma et al., 2021; Plank, 2022; Cab-
itza et al., 2023; Lee et al., 2023; Sandri et al.,
2023; Sorensen et al., 2023), and for safety anno-
tations (Aroyo et al., 20283), in particular. Homan
et al. (2023) demonstrate how a diverse rater pool
with a sufficient number of raters in different socio-
demographic subgroups can reveal systematic dif-
ferences in perceptions of conversational Al safety.
However, large-scale diversification of rater pools
is often impractical due to resource and cost con-
straints. Moreover, not all axes of diversity may
be relevant for all tasks, so it would be wasteful
to diversify all rater pools in a brute force manner.
Instead, what is needed is an effective and efficient
way to capture diverse perspectives that matter for
any given task.

In this paper, we introduce a two-step diversity-
aware annotation approach to address the chal-
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lenge of balancing diverse perspectives with re-
source constraints. First, a pilot step identifies key
subgroups that have substantially diverse perspec-
tives with respect to a desired policy on the task.
Next, we dynamically allocate items to raters in a
way that optimizes the representation of those key
rater subgroups. This approach strikes a balance
between capturing majority perspectives of safety
and giving adequate representation of minoritized
perspectives in final data. Using the DICES dataset
(Aroyo et al., 2023) that contains highly parallel
safety annotations, we illustrate that our diversity-
aware approach outperforms random pooling (even
from a highly-diverse rater pool), efficiently improv-
ing the recall of safety issues flagged by minoritized
groups while maintaining overall precision.

2. Diversity-Aware Annotation

One of the core practical challenges in incorporat-
ing diverse perspectives into ML pipelines is the
huge cost of parallel human annotations across all
axes of diversity, especially without a priori knowl-
edge of which socio-demographic axes are relevant
for a given task. We propose a diversity-aware tar-
geted annotation protocol that dynamically adapts
rater assignments based on emergent group-level
patterns in annotations of different types of content.
The key components of our proposal are:

e Target policy: Which metric is being opti-
mized for diversification in annotation.

o Diversity requirements: Based on content
labels on the items, which rater pool(s) best
meet the needs of the target policy.

e Assignment policy: What proportion of
raters on each item should be guaranteed to
be from the key group(s) that optimizes the
score for the target policy.
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Figure 1: Diversity-aware annotation procedure used in the study’s simulation experiment. Using DICES-
350, we iterate 1000 times through pilot/test dataset splits, identify the demographic group most sensitive
to safety issues in a given type of content in the pilot data, and then upsample from that group for the test

set annotation.

¢ Refinement: lterative and dynamic updates
to the diversity requirements based on succes-
sive rounds of data collection.

The target policy depends on the objective of the
annotation effort and what aspect of the task is
relevant to be optimized along diversity axes. For
instance, in some cases, we may want to prioritize
high recall (e.g., safety, since certain safety failures
are more likely to be identified by certain minori-
tized groups), whereas in some other cases we
may want to prioritize precision (e.g., identifying if
some content is spam or not, where certain groups
may find some content useful while the majority
may deem it spam). The diversity requirement de-
pends on the target policy, and crucially considers
both the rater and content characteristics simulta-
neously, an important aspect that has previously
been highlighted in CrowdTruth methods (Aroyo
and Welty, 2014; Inel et al., 2014).

One way to accomplish the diversity require-
ment is by choosing an assignment policy that
up-samples from the rater group that optimizes
the target policy. This approach is better than an
assignment policy that annotates certain types of
content entirely from certain groups for two rea-
sons: (i) maintaining some diversity in the annota-
tions allows for more debatable items to surface,
and (ii) iterative refinement requires continually re-
assessing the rater groups’ performance with re-
spect to content labels, which becomes infeasible
if only one group is annotating each label.

Related work. Other studies have looked into the
practical challenges of dealing with such subjectiv-
ity in human annotations. Réttger et al. (2021) dis-
tinguishes the descriptive paradigm that embraces
rater subjectivity from the prescriptive paradigm
that requires raters to encode specific perspectives,
and argues that dataset creators should explicitly

aim for one paradigm or the other depending on
the downstream objective. Gordon et al. (2022),
on the other hand, proposed jury learning as a pro-
tocol for identifying and modeling a representative
set of raters to tasks based on the content of the
task (when applied “conditionally,” at least). They
find that applying “diverse juries” in real world set-
tings changes the outcome in classification tasks in
14% of cases. Though both jury learning and our
diversity-aware annotation approach can simultane-
ously consider rater background and item-level con-
tent in annotation, our proposal differs in key ways:
(i) jury learning models rater responses rather than
actually assigning raters to items dynamically, (ii)
jury learning only proposes optimizing for a user-
inputted diversity target, whereas diversity-aware
annotation is policy-agnostic and shifts the diversity
requirement to meet a given target policy or met-
ric, and (iii) jury learning is a single-step process,
rather than an iterative one.

3. Experiments and Results

We run a simulation study of our approach using
an existing dataset of safety annotations. From a
safety perspective, it is arguably important to flag
any potentially unsafe content for closer review. In
other words, recall is the crucial metric for safety
annotation tasks. Hence, we define a target pol-
icy that prioritizes high recall. To demonstrate the
utility of our approach, we employ a simple pilot/full-
scale split to simulate an initial small-scale pilot that
determines the diversity requirements of the data,
and a full-scale phase that up-samples from the
rater pool to meet these requirements. Future work
could expand this further using iterative refinement
in a dynamic fashion.



Condition ‘

Mean rates (+ sd)

TP TN FP FN | Recall Precision
Stratified random baseline | 73.4+22 50+08 27+08 189+21 | 795+23 965+1.0
Diversity-aware annotation | 76.6 +2.1 48+09 3.0+08 157+20 | 83.0+22 963+1.0
Diversity-aware gain | 3.2 -0.2 0.3 -3.2 | 35 -0.2

Table 1: Average true/false positive/negative rates across 1000 simulation runs, where the positive cue is
flagging an item as “unsafe.” Values are reported as mean percents of the 300-item test subsets, with
standard error following “+.” The ‘diversity-aware gain’ is calculated by subtracting the random baseline

from the diversity-aware annotation condition.

3.1. Simulation methods

Source data. We use DICES-350 (Aroyo et al.,
2023), a dataset of 350 human—chatbot conver-
sations, each annotated for safety by 120 human
raters, with demographic information about the
raters’ age, race/ethnicity, gender, and educational
background. DICES-350 is well-suited to test our
proposal because the high number of replications
on each item allows us to simulate a study with an
especially large and diverse pool of potential raters,
and the results will be less influenced by idiosyn-
cratic patterns attributable to just a single rater’s
behavior. The DICES-350 dataset also comes with
a set of labels on each item about what harm types
are represented in that item (e.qg., religious attacks,
criminal acts; see Appendix A for details and the full
set of harm types). Further, analyses of DICES-350
have shown both that different demographic groups
assign different safety annotations to items in the
dataset (Homan et al., 2023; Prabhakaran et al.,
2024), and that annotation patterns are related to
the content of the items (Wang et al., 2023). Thus
we use DICES-350 as dataset to demonstrate a
proof-of-concept of our approach.

Piloting simulations. We simulate an instance
of our proposed methodology by sampling 50 pilot
items from DICES-350, and treating the remaining
300 items as test items (see Figure 1). In the pilot,
we use item-level annotations of harm type to group
similar types of items. Within each harm type, we
determine which demographic group assigned an
‘unsafe’ label to those items at the highest rate. We
use this pilot result as a guide for how to sample just
5 raters for each of the 300 test items—based on
the harm type category of each item in the test set,
we upsample from the demographic group that is
most sensitive to that harm type by ensuring that at
least 3/5 of the raters belong to that demographic,
and the other two raters are sampled randomly
from the remaining pool. We choose 5 raters as
the number to sample to approximate a more stan-
dard annotation procedure (Snow et al., 2008). All
sampling is done without replacement, so within
each iteration there are no items on which we du-
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plicate a single rater’s labels. In instances where
the pilot run did not have a harm type label that
appears in the test items, we randomly sample five
raters for the diversity-aware annotation, just like
in the random baseline (see Appendix B for dis-
cussion of the effects of this choice). We perform
1,000 iterations, scoring against a gold standard
calculated from the full set of 120 raters each time.

Stratified random-pooling baseline. For a
baseline comparison, at each of the 1,000 itera-
tions of the piloting simulation, we also construct
a baseline comparison dataset. In this dataset,
we randomly sample five different raters from the
pool to assign to questions, and we score the re-
sults against a gold standard calculated from the
full set of 120 raters (the same as in the diversity-
aware condition). This baseline approximates a
standard annotation procedure in which annotator
assignment is done without consideration of the
annotator’s demographics or the content of what
is being annotated. Note that the population from
which we randomly sample these raters is strati-
fied according to race/ethnicity, gender, and age
already; thus, this random sampling setting already
prioritizes diversity in the annotations.

Scoring. We construct the gold data labels from
the full DICES dataset, using all 120 annotations
for each item. As our policy prioritizes recall, we
assume any item for which at least 10% of raters in-
dicated that the item was unsafe should be flagged
in annotation, and assign a gold label of ‘unsafe’ for
the purposes of this evaluation, otherwise we label
it as ‘safe.” For each item in the test dataset sim-
ulations, we calculate whether at least one of the
five raters on that item flagged it as ‘unsafe,” which
corresponds to a more stringent threshold of 20%
of raters annotating an item as unsafe, compared
to the gold label threshold.

This leads to 92% of the dataset having a gold label of
unsafe, which is rather unbalanced. See Appendix C for
discussion on the effects of manipulating this threshold.
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Figure 2: Differences in the distribution of recall and
precision scores for the two experimental condi-
tions, calculated as the scores from diversity-aware
annotation minus the stratified random baseline.
Positive scores (right of the vertical line at 0) indi-
cate an improvement for diversity-aware annotation
compared to the baseline.

3.2. Results

We compare the distribution of scores between the
diversity-aware annotation procedure and the ran-
dom baseline by computing the difference of recall
and precision scores, such that positive scores in-
dicate an advantage for diversity-aware annotation
over the random baseline. Diversity-aware annota-
tion achieved a 3.54 point gain in recall compared
to the random baseline, and precision had only a
0.2 point loss for diversity-aware annotation (Ta-
ble 1). Figure 2 shows the distribution of the results
across iterations, comparing the two annotation pro-
tocols, where 84.6% of the time we find a gain in
recall for the diversity-aware annotation procedure
compared to baseline. We do not observe a corre-
sponding loss to precision, with the diversity-aware
annotation procedure under-performing baseline
on precision only 55.3% of the time.

4. Discussion

We demonstrate that diversity-aware annotation,
when set up in a way to optimize recall in a pilot run,
leads to a reliable improvement in recall in the test
run, without a loss to precision. The diversity-aware
annotation method is more successful than simply
recruiting a diverse rater pool and randomly assign-
ing sets of raters from this diverse pool to items.
This means that, once a diverse rater pool has
been recruited, those raters will be more effective
in their safety-annotation task when they are dy-
namically assigned to the type of content that their
annotations are the most informative. Diversity-
aware annotation will be effective in cases where it
is infeasible to capture the full diversity of annota-
tions for every single item.

One barrier to the kind of high-replication an-
notation study done in the DICES dataset is cost.
For instance, DICES-350 contains a total of 42k
annotations (120 raters annotating all 350 items).
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In contrast, our approach, where high-replication
happens only in a pilot run, significantly reduces
the number of annotations required. To be precise,
the diversity-aware annotation would require a total
of 7.5k annotations (a pilot run with 120 annota-
tions for 50 items, plus the full-scale run with 5
annotations for 300 items). In other words, at only
about 18% of the cost, diversity-aware annotation
approach captures over 83% of the potentially un-
safe items in DICES-350. This reduction in number
of annotations helps not only in terms of financial
cost, but also in terms of the psychological cost
the raters are subjected to in reviewing potentially
objectionable content.

Practical considerations. Though we demon-
strate that diversity-aware annotation can be an
effective procedure, there are many practical con-
siderations and associated challenges with its use:

e Choice of target policy: Choosing the right
policy is crucial; prioritizing recall or precision
may not suit tasks where ambiguity detection
is important. For example, some contexts may
require prioritizing perspectives that are signifi-
cantly associated with certain groups, in which
case they may need to optimize for metrics
such as the group association index (Prab-
hakaran et al., 2024) as the target policy.
Rater recruitment: Recruitment of diverse
rater pools, even for just a pilot study, still re-
quires substantial overhead. The choices of
which axes of disparities to consider (e.g., dis-
parities outside the Western world are often
overlooked; Sambasivan et al. 2021) and at
what granularity are both questions that have
numerous trade-off considerations.

Content categories: We used item-level con-
tent labels present in DICES-350 in our ex-
periments to group items. But such manual
qualitative labels are not always available. Al-
ternatives such as topic modelling or a content
classifier may work, but we note that an ad-
ditional challenge may be in determining the
appropriate level of granularity in these labels,
and we expect this choice will be task specific.
Static vs. dynamic: Future work could fur-
ther investigate a dynamic and iterative refine-
ment of diversity requirements and assignment
policy based on emergent group-level annota-
tions behavior, beyond the static pilot/full-scale
setting we demonstrated here.

5. Conclusion

Given the need to consider diverse perspectives
in safety annotation, we have presented here a
practical solution that takes into consideration com-
mon resource constraints in annotation tasks. In a



simulation of the proposed diversity-aware anno-
tation, we have shown that when prioritizing recall,
our annotation protocol reliably out-performs a ran-
dom baseline while preserving precision. This work
demonstrates a practical step forward in how we
can begin to shift the paradigm in safety annota-
tion, towards a system that recognizes the potential
biases embedded in standard annotation practices
and actively implements strategies to mitigate these
biases. While we focused on safety annotations,
our approach will be applicable in other subjective
tasks as well.

Ethical Considerations

Our paper proposes a diversity-aware targeted an-
notation approach to ensure that human labeled
data used in ML modeling and evaluation repre-
sents diverse perspectives. Our approach is in-
tended to be used in case of subjective tasks where
there are different perspectives that are equally
valid and need to accounted for. However, this is
not the case always. In certain scenarios, a plat-
form may want to enforce a particular definition
and interpretation of safety, or certain rater groups’
perspectives are more relevant or valuable for the
given task (e.g., expert ratings vs. lay person rat-
ings in the case of medical misinformation). Hence,
like in any technical intervention, the utility of this
approach should be assessed with respect to the
specific context. Furthermore, our approach re-
lies on socio-demographic information about the
annotators, which raises concerns with respect to
privacy; proper care must be taken while handling
and storing such socio-demographic information.

Limitations

Our paper is meant as a first step towards an ef-
ficient way to incorporate diverse perspectives in
human annotated data. We presented simulation
experiments using a specific target policy of priori-
tizing recall of safety issues. However, different sce-
narios may require other policies to be prioritized.
Follow up work is needed to ascertain the applica-
bility of this approach under other target policies.
Additionally, we test only a single dataset. Future
work should focus on validation and refinement of
this protocol considering the nuances of different
datasets. Finally, we focus entirely on simulation
experiments, which may not reveal challenges that
arise in real-world data collection efforts.
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A. Harm type content labels

DICES-350 contains 25 unique labels on each item
conversation about the potential type of harm rep-
resented by the conversation. These labels occur
on both the “safe” and “unsafe” items, and each
item has between one and four such annotations.
The annotations were hand-curated and reflect a
qualitative assessment of the conversation’s con-
tent. The labels are not equally represented across
the whole dataset, though. Here, we provide a list
of all 25 harm type labels and the percent of items
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in DICES-350 that contain those labels. Note that
percentages do not add up to 100%, as items can
be annotated with multiple harm type labels.

Full list of content labels of harm type (Listed
in descending order of how represented each
label is in the dataset, with the percentage of
items that contain that label listed in parenthe-
ses): Racial (29.1%); Political (19.1%); Gen-
dered & Sexist (13.3%); Misinformation (8.8%);
Health (8.5%); LGBTQ+ & Homophobic (5.5%);
Bigoted (5.2%); National/regional (4.2%); Personal
(3.9%); Legal (3.6%); Religious (3.6%); Aggres-
sive (3.0%); Drugs/alcohol (3.0%); Wealth/Finance
(3.0%); Criminal/carceral (2.7%); Sexual (2.7%);
Miscellaneous (2.1%); Violent/Gory (2.1%); Reg-
ulated goods (1.8%); Identity (1.5%); Mental
health/self harm (1.5%); Abortion (1.2%); Environ-
ment/climate (1.2%); Ablist (0.6%); Ageism (0.6%).

B. When content characteristics are
missing from the pilot data

Across 1,000 runs of the simulation, an average
of 7.7% (sd = 3.4%, range 1-24%) of the items in
each test run had no harm type labels that were
present in the pilot run, indicating that there was no
way to apply diversity-aware annotation for these
items, as no diversity requirements had been set.
Therefore, for most runs, items without harm type
labels did not represent a substantial portion of
items tested, and their presence is unlikely to have
strongly biased the results. To check this, we as-
sessed the differences in precision and recall for
items for which we could apply diversity-aware an-
notation, and those for which we could not. We
observed that both precision and recall were higher
for the subset of items for which diversity require-
ments could be set in the pilot (precision = 96.4, sd
= 1.0; recall = 83.0, sd = 2.3) compared to when
no diversity requirements could be set (precision
=94.1,sd = 6.1; recall = 82.3, sd = 9.5). The high
standard deviations when no diversity requirement
could be made is affected by the relatively lower
sample size and the large variance in the number of
items that fell into this category across runs. These
results confirm again that diversity-aware annota-
tion performs better than a random baseline, and
highlights the importance of using an adequately
representative subset of data for setting initial di-
versity requirements.

C. A different threshold for “unsafe”

The ground truth labels of “unsafe” and “safe” that
we assigned for the purposes of our comparison
using a threshold in which only 10% of raters had
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Figure 3: Using a 15% threshold for ‘unsafe’ anno-
tations in the ground truth labels (as opposed to the
10% threshold used in the main text), the plot shows
differences in the distribution of recall and precision
scores for the two experimental conditions, calcu-
lated as the scores from diversity-aware annotation
minus the random baseline. Positive scores (right
of the vertical line at 0) indicate an improvement
for diversity-aware annotation compared baseline.

to mark an item as “unsafe” had a strong skew to-
wards the positive (“unsafe”) labels, with 92% of the
dataset being assigned an “unsafe” label compared
to 8% “safe.” However, the threshold for identifying
an item as “unsafe” in the test runs of the simula-
tion was effectively 20% (1/5 raters). Therefore,
the positive rate in ground-truth labels of the full
dataset was higher than what we would expect to
observe in a test run, which caused the resulting
evaluation to have high precision because there
were relatively fewer opportunities for a false pos-
itive to occur. This raises the issue that perhaps
what we observed in comparing precision between
the diversity-aware annotation condition and the
random baseline was a kind of ceiling effect, and
there was not enough headroom in our precision
measurement to observe a difference between con-
ditions if it was present.

We therefore investigate the effects of a slight
increase in the threshold used to assign a ground
truth label from DICES-350, raising the threshold
from 10% “unsafe” annotations to 15% “unsafe” an-
notations. This change results in a decrease in the
base rate of “unsafe” ground truth labels from 92%
of the dataset to 80% of the dataset. Though this
is still an imbalance, it is much less pronounced
than with a lower threshold, and it allows for more
headroom to measure changes in precision scores,
in particular. We acknowledge that in choosing a
threshold for positive (“unsafe”) labels in the simula-
tion that’s higher than the threshold used to assign
ground truth labels against which we are compar-
ing the simulation results, we still expect artificially
lower recall and artificially higher precision. Since
this skew will equally affect both the conditions be-
ing compared, though, it is not a confound for inter-
pretation of the results.

When applying this higher 15% threshold for



assigning the gold labels, we observe a broadly
similar trend compared to when the threshold was
only 10% (Figure 3). Diversity aware annotation
achieved recall of 87.05 (baseline 83.92, a 3.13
point gain) and precision of 88.26 (baseline was
88.82, a 0.58 point loss). There was a gain in recall
for the diversity-aware annotation relative to base-
line 83.7% of the time. There was a loss in precision
for the diversity-aware annotation procedure only
60.3% of the time.

At least part of this shift is structural. Note that
precision = TP /(TP + FP) and recall = TP /(TP +
FN). Increasing the threshold shift decreases TP
and can increase FP, so precision certainly cannot
increase. On the other hand, FN also decreases,
and if this decreases more than TP—as it does
here—recall will increase.
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