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Abstract

Automatic evaluation metrics are indispensable for text simplification (TS) research. The past TS research adopts
three evaluation aspects: fluency, meaning preservation and simplicity. However, there is little consensus on a
metric to measure simplicity, a unique aspect of TS compared with other text generation tasks. In addition, many of
the existing metrics require reference simplified texts for evaluation. Thus, the cost of collecting reference texts is
also an issue. This study proposes a new automatic evaluation metric, SIERA, for sentence simplification. SIERA
employs a ranking model for the order relation of simplicity, which is trained by pairs of the original and simplified
sentences. It does not require reference sentences for either training or evaluation. The sentence pairs for training
are further augmented by the proposed method that utilizes edit operations to generate intermediate sentences with
the simplicity between the original and simplified sentences. Using three evaluation datasets for text simplification,
we compare SIERA with other metrics by calculating the correlations between metric values and human ratings. The
results showed SIERA's superiority over other metrics with a reservation that the quality of evaluation sentences is
consistent with that of the training data.

1. Introduction Automatic evaluation metrics are classified into
two categories: reference-based and reference-
free metrics. Reference-based metrics utilize ref-
erence texts for calculating evaluation scores for
the target text, while reference-free metrics do not.
Evaluation metrics for the text generation tasks are
often reference-based. However, collecting man-
ually written references for evaluation is expensive
and time-consuming. In addition, it is inappropri-
ate to regard the reference texts as the only correct
output since there can be multiple acceptable sim-
plified texts. Against this backdrop, we develop a

reference-free metric for simplicity in this study.
The performance of TS systems has been evalu-

ated in terms of the following three aspects (Martin To eval_uate simplicity in TS, several autpmatic
et al., 2018; Alva-Manchego et al., 2020, 2021). evaluation metrics have been proposed, includ-
’ ’ ’ ' ing both reference-free (Kincaid et al., 1975;

Sulem et al., 2018b) and reference-based (Pap-
ineni et al., 2002; Xu et al., 2016; Zhang et al.,
2020) methods. However, it has been reported
- Meaning preservation: Does the simplified that these existing metrics are inappropriate for

text retain the core meaning of the original? evaluating simplicity because of low correlation
with manual evaluation (Alva-Manchego et al.,

« Simplicity: Is the simplified text easier to un- 2020, 2021; Scialom et al., 2021). The evaluation
derstand than the original? metric of simplicity in TS research is still an open
problem.

Fluency and meaning preservation are common In this study, we limit the scope of TS to a sen-
evaluation aspects in text generation tasks in  tence and propose a novel reference-free met-
general, and several automatic evaluation met-  ric for evaluation of sentence simplicity, which we
rics have been proposed (Sai et al.,, 2022). In  call SIERA (SImplification metric based on Edit
particular, BLEU (Papineni et al., 2002) and operation through learning to RAnk). SIERA re-
BERTScore (Zhang et al., 2020) are popular met-  quires only parallel corpora of original and simpli-
rics for evaluating fluency and meaning preserva-  fied sentences for training the evaluation model.

Text simplification (TS) rewrites texts into simple
and understandable ones while retaining their orig-
inal meaning (Alva-Manchego et al., 2021). TS is
expected to be an assistive technology for read-
ers like children, non-native speakers and peo-
ple with reading difficulties (Gooding, 2022). Re-
cent TS models can generate fluent sentences by
leveraging neural machine translation techniques,
transforming a complicated sentence to its sim-
plified counterpart within the same language (Al-
Thanyyan and Azmi, 2021).

* Fluency: Is the simplified text natural and free
from grammatical errors?

tion of texts. In contrast, simplicity is aunique eval-  The references are not necessary for calculating

uation aspect of TS and indispensable for TS re-  the evaluation scores. Following the framework of

search. previous reference-free trainable evaluation met-
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rics for other than text simplification (Wu et al.,
2020; Maeda et al., 2022), the training procedure
of SIERA consists of two parts: (1) learning-to-
rank for determining the order relation of simplicity
in training parallel corpora and (2) data augmen-
tation to increase the number of training sentence
pairs using edit operations between the original
and simplified sentence pairs.

We summarize our contribution as follows.

* We propose a novel reference-free automatic
evaluation metrics SIERA for sentence simpli-
fication, which can be trained only by a paral-
lel corpus of original and simplified sentences.

* We develop a data augmentation method for
extending the parallel corpus by considering
edit operations between the original and sim-
plified sentences.

* We demonstrate the superiority of SIERA to
other automatic evaluation metrics for TS on
three different evaluation datasets.

2. Related Work

Reference-based metrics

Reference-based metrics need reference sen-
tences written by humans to evaluate simplified
sentences. SARI (Xu et al., 2016), BLEU (Pap-
ineni et al., 2002) and BERTScore (Zhang et al.,
2020) are common metrics in TS. SARI is a widely
used metric for evaluating simplicity, which cal-
culates the percentage of correctly added, kept,
and deleted n-grams among the input, output and
reference sentences. However, because SARI
was initially proposed to evaluate lexical simplifi-
cation, it is less suitable for evaluating simplified
sentences with multiple rewriting operations (Alva-
Manchego et al., 2020).

BLEU calculates a similarity score based on n-
gram matching between output and reference sen-
tences. Despite its simple computation and inter-
pretability, BLEU is not recommended as a sim-
plicity metric for sentences with splitting opera-
tions (Sulem et al., 2018a).

In contrast to BLEU and SARI, which rely on sur-
face features like n-grams, BERTScore utilizes the
BERT (Devlin et al., 2019) embeddings to com-
pute sentence similarities considering contextual
meaning. BERTScore aligns tokens of the out-
put and reference sentences to calculate the co-
sine similarity between the aligned token embed-
dings. Alva-Manchego et al. (2021) reported that
BERTScore is superior to BLEU and SARI in sim-
plicity evaluation.

Recently, learnable reference-based automatic
evaluation metrics have also been proposed.
Maddela et al. (2023) developed LENS, which em-
ploys an adaptive ranking loss to weight reference
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sentences based on their similarity to the sen-
tence to evaluate in terms of edit operation. The
LENS metric correlates more with human evalu-
ation than the previous reference-based metrics,
such as SARI and BERTScore.

However, the reference-based methods have a
drawback; collecting manually written references
is expensive and time-consuming. Also, Alva-
Manchego et al. (2021) pointed out that a high
similarity to the reference does not necessarily in-
dicate high simplicity since there can be accept-
able sentences other than references, and manu-
ally written references have diverse levels of sim-
plicity against the original sentences.

Reference-free metrics

Reference-free metrics evaluate sentences with-
out references. SAMSA (Sulem et al., 2018b) cal-
culates whether the semantic structure between
the input and output sentences is maintained after
sentence splitting. However, SAMSA focuses on
simplification by sentence splitting; its evaluation
performance is poor for simplification with multiple
rewriting operations (Alva-Manchego et al., 2021).
FKGL (Kincaid et al., 1975) is another reference-
free metric, which calculates from the average
number of words and syllables. FKGL was initially
proposed as a readability metric for grade levels in
the United States, but it is often used to evaluate
simplicity in TS. Tanprasert and Kauchak (2021)
showed that FKGL is less robust against superfi-
cial edit operations, claiming that it is inappropriate
for simplicity evaluation.

Vajjala and Meurers (2016) proposed the first
pairwise ranking model to predict the readability
of sentences. They created a classical ranking
model that takes into account lexical and syntac-
tic features to predict the readability of sentences
and proposed to use it as an automatic evaluation
metric of TS. Lee and Vajjala (2022) proposed a
Neural Pairwise Ranking Model (NPRM) to predict
sentence readability, which is a pairwise ranking
model based on neural dense layers and BERT
embedding. NPRM has not yet been investigated
to see if it can be used for simplicity evaluation. We
propose SIERA by extending the NPRM architec-
ture.

More recently, Cripwell et al. (2023) proposed a
learnable reference-free metric Simplicity Level
Estimate (SLE) that calculates the absolute sim-
plicity score of a single sentence. The goodness
of simplification from the original to simplified sen-
tences is calculated by the difference in their SLE
scores. Unlike SLE, SIERA directly evaluates sim-
plification for a given pair of original and simplified
sentences.

Edit operations
Edit operations are often utilized in the simplifi-
cation models. Alva-Manchego et al. (2017) pro-



posed a sequence transformation model that pre-
dicts edit operation tags such as deletion, replace-
ment, and addition. Dong et al. (2019) extended
this model to EditNTS, which performs edit oper-
ation prediction and adaptation in parallel, lever-
aging data that is automatically assigned token-
by-token edit operations using dynamic program-
ming. In recent years, a sentence simplification
model has been proposed, which incrementally
adds edit operations to improve a simplicity met-
ric through unsupervised learning (Dehghan et al.,
2022).

There is also a trend toward developing a typol-
ogy of edit operations. Cardon et al. (2022) man-
ually annotated a TS corpus with edit operations
according to their thoughtful typology, suggest-
ing the importance of TS evaluation in terms of
fine-grained edit operation units. Yamaguchi et al.
(2023) proposed a taxonomy of edit operations at
the surface and content levels for understanding
TS systems. Heineman et al. (2023) also orga-
nized 21 categories of edit operations for TS eval-
uation. Recently, there have been attempts to au-
tomatically generate these typologies of edit oper-
ations using LLM (Cardon and Bibal, 2023).

3. Resources

3.1.

We use Newsela (Xu et al., 2015) as the training
data for SIERA. Newsela is built upon data from
1,130 English news articles manually rewritten by
professional editors in four levels of plain language
to match the grade level of children, i.e. in prin-
ciple, the original article has four variants corre-
sponding to each simplicity level (1—4), with 4 be-
ing the most simple level. The Newsela data is
composed of parallel data aligned by sentences
using Jaccard similarity. The number of total sen-
tence pairs is 141,582.

Training data

3.2. Evaluation data

The evaluation data set for TS evaluation metrics
consists of pairs of original and simplified text and
manually assigned evaluation ratings for each pair
regarding fluency, meaning preservation, and sim-
plicity. The evaluation metrics are evaluated by
measuring the correlation between these manual
ratings and the evaluation scores obtained from
the evaluation metrics. This study uses three sets
of evaluation data, which are English corpora.

Simplicity-DA

Simplicity-DA (Alva-Manchego et al., 2021) is a
data set consisting of original sentences from
TurkCorpus (Xu et al., 2016) and corresponding
simplified sentences created by six automatic sim-
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plification models'. Each model generated 100
simplified sentences, resulting in 600 sentence
pairs. The manual ratings are assigned as contin-
uous values ranging from 0 to 100. Fifteen ratings
are collected for each sentence pair.

Human-Likert

Human-Likert (Scialom et al.,, 2021) also uses
TurkCorpus as the original sentences, but unlike
Simplicity-DA, the simplified sentences are written
manually, comprising 100 sentence pairs in total.
Thirty human ratings ranging from 0 to 100 are col-
lected for each sentence pair.

SimpDA202,

SimpDA2g22 (Maddela et al., 2023) uses source
texts extracted from Wikipedia from 22/10/2022
to 24/11/2022, to evaluate long and complex sen-
tences. These source sentences are simplified by
two humans and four recent TS models?, resulting
in a total of 360 sentence pairs. Three manual rat-
ings ranging from 0 to 100 were assigned to each
sentence pair.

4. SIERA ranking model

We propose SIERA by extending NPRM (Lee and
Vajjala, 2022). This section describes the outline
of NPRM and its possible improvement. Then,
we propose a SIERA ranking model based on the
NPRM architecture.

4.1. NPRM

Training NPRM uses only parallel data consist-
ing of original sentences and their simplified sen-
tences during training. Let n be the total number of
the original sentences, s; be the i-th original sen-
tence, and s, be the corresponding simplified sen-
tence. The instances for training data are made by
concatenating s; and s, by separating a SEP token
in both orders asin (1). The arrow over p; indicates
the order of the original and simplified sentences
in the pair, i.e. the source of the arrow indicates
the original sentence.

pi = concat(s;; SEP; s)) )
b: = concat(s}; SEP; s;)

We use notation p; for denoting both 7, and ;.

The expected correct label y; for p; is either row

vector [0,1] for p; or [1,0] for ;. The element

value 1 indicates the simplified sentence position

in a pair.

TACCESS (Martin et al., 2020), DMASS-DCSS(Zhao
et al., 2018), Dress-Ls (Zhang and Lapata, 2017), Hy-
brid (Narayan and Gardent, 2014), PBMT-R (Wubben
et al.,, 2012) and SBMT-SARI (Xu et al., 2016).

2GPT-3.5 (Ouyang et al., 2022) w/ zero and few-
shot, Muss (Martin et al., 2022) and T5-3B (Raffel et al.,
2019).



NPRM calculate the output o; through BERT (De-
vlin et al.,, 2019) and a fully-connected feed-
forward neural network (FFNN) as in (2), where
BERT(-) denotes an output vector corresponding
to the CLS token of BERT3. The output o; is a two-
dimensional column vector, where each vector el-
ement represents the probability that the sentence
corresponding to that element is a simplified set-
nence.

o; = softmax(FFNN(BERT (p;))) (2)
The created training data p; and corresponding la-
bels y; are fed into the model and trained with a
loss function (3),

== yi-log(oy), (3)
=1

where y; and o; represents both 3/ and ¥;, and
both o, and &, respectively and correspondingly.
log(o,) denotes the element-wise application of the
logarithmic function.

Inference Given an original sentence s and its
simplified sentence s’, NPRM calculates a read-
ability score as in (6).

7 = concat(s; SEP; §'), 4)
— softmax(FFNN(BERT(7)) ), (5)
readability score = [0,1] - & (6)

We can utlize this readability score to measure the
simplicity of s’ against s.

4.2.

Comparing the training phase ((1) and (2)) and the
inference phase ((4), (5) and (6)) of NPRM, we find
that NPRM utilizes both forwardly and backwardly-
ordered pairs (p; and §;) for training, but utilizes
only the forwardly-ordered pairs for inference. We
suspect that the inference phase of NPRM does
not fully utilize the learned result.

We propose to utilize the backwardly-ordered sen-
tence pair () in addition to the forwardly-ordered
sentence pair () also in the inference phase to
calculate the score as in (9). Equation (7) and (8)
are the counterpart of (4) and (5), respectively.

Improvement of NPRM

9 = concat(s'; SEP;s),  (7)
‘0 = softmax(FFNN(BERT(%))),  (8)
simplicity score = %([O, -7 +1[1,0]-%9). (9

3Although NPRM has freedom in the choice of neu-
ral network architectures; we adopt BERT and FFNN
following Lee and Vajjala (2022)’s experimental setting.
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5. Data Augmentation

This section describes a method to extend the par-
allel data for training the SIERA ranking model.
We utilize edit operations for simplification to in-
crease the original and simplified sentence pairs.
Given a pair of an original sentence s and its sim-
plified sentence s’, the simplification can be rep-
resented by a set of edit operations that trans-
form s to s’. Alva-Manchego et al. (2020) reported
that applying more edit operations for simplifica-
tion makes the resultant sentence simpler. Fol-
lowing their finding, we apply subsets of the edit
operations that bridge between s and s’ to create
new sentences which are simpler than s but less
simple than s’. We call them intermediate sen-
tences. Suppose we create an intermediate sen-
tence s from s by applying a subset of edit oper-
ations; we can create new sentence pairs (s, §)
and (3, s’). Theoretically, if we can transform s to
s’ through N operations, we could create 2V — 2
intermediate sentences; thus we obtain 2(2V — 2)
new sentence pairs for training the SIERA ranking
model.

Following Dong et al. (2019), we consider two lev-
els of the edit operation: token unit edit operation
(TE) and span unit edit operation (SE). TE is an
edit operation applied to each token in the origi-
nal sentence to transform it into a simplified sen-
tence. There are three types of TE: ADD token,
DELete token, and KEEP token. To extract TEs
from given sentence pairs, we adopt the imple-
mentation by Dong et al. (2019)*. SEs are con-
structed by concatenating consecutive TEs except
for KEEP. There are following three types of SEs.
Figure 1 shows an example of extracted TEs and
SEs.

» ADD-DEL span: A span in which one or more
consecutive ADDs and DELs are combined in
this order. This corresponds to lexical simpli-
fication and sentence splitting.

* DEL span: One or more consecutive DEL
spans other than the ADD-DEL span. This
corresponds to the deletion of unnecessary
information.

* ADD span: One or more consecutive ADD
spans other than the ADD-DEL span. This
corresponds to the addition of necessary in-
formation.

We create intermediate sentences by applying a
subset of the extracted SEs to the original sen-
tence. However, an arbitrary subset of the ex-
tracted SEs does not always produce a valid sen-
tence. For instance, among four SEs in Figure 1,

“https://github.com/YueDongCS/EditNTS/blob/
master/label_edits.py


https://github. com/YueDongCS/EditNTS/blob/master/label_edits.py
https://github. com/YueDongCS/EditNTS/blob/master/label_edits.py

According to Ledford , Northrop executives said they would build substantial parts of the

Original . ; .
9 bomber in Palmdale , creating about 1,500 jobs .
TEs KEEP KEEP KEEP KEEP KEEP DEL KEEP KEEP KEEP KEEP ADD(most) DEL DEL KEEP KEEP KEEP ADD(parts)
KEEP KEEP ADD(.) ADD(It) ADD(would) ADD(create) DEL DEL DEL KEEP KEEP KEEP
KEEP KEEP KEEP KEEP KEEP |DEL KEEP KEEP KEEP KEEP |ADD(most) DEL DEL | KEEP KEEP KEEP
SEs ADD(parts) KEEP KEEP | ADD(.) ADD(It) ADD(would) ADD(create) DEL DEL DEL KEEP KEEP KEEP
Simplified According to Ledford, Northrop said they would build most of the bomber parts in Palmdale. It

would create 1,500 jobs .

Figure 1: Example of extracted TEs and SEs. Each highlighted color represents |ADD-DEL span , DEL span |,

and |ADD span . In this example, four SEs are extracted in total.

we can apply the first DEL SE and the last ADD-
DEL SE independently, but the second and third
SEs must be applied simultaneously to rewrite
“substantial parts of the bomber” to “most of the
bomber parts”. Applying only one of them pro-
duces invalid sentences. Although we can theo-
retically create 2 —2 = 14 intermediate sentences
from this example, invalid sentences should be ex-
cluded from them.

To exclude irrelevant intermediate sentences, we
discard intermediate sentences dissimilar from
the original and simplified sentences in terms of
BERTScore (Zhang et al., 2020). More concretely,
we calculate BERTscore; of an intermediate sen-
tence with its original and simplified sentence each
and average them. These average scores are
further averaged across the entire generated in-
termediate sentences to determine a threshold.
We discard the intermediate sentences that have
lower average scores than the threshold. We ran-
domly choose m sentences from the remaining in-
termediate sentences to augment the training sen-
tence pairs.

6. Experiment

6.1. Experimental settings

Training data and models to compare

We use the Newsela dataset for training the
SIERA ranking model. Newsela comprises orig-
inal news articles and corresponding simplified
variants over four simplification levels. We first
train a baseline model (Base) using 16,084 sen-
tence pairs of the original and its most simplified
sentence in Newsela. Next, we extend the sen-
tence pairs for the baseline model by our proposed
augmentation method described in section 5, re-
sulting in 38,120 sentence pairs in total. We adopt
a single intermediate sentence for each original
sentence pair, i.e. the hyperparameter m = 1.
Theoretically, we should obtain three times the
original number of sentence pairs, but we have
fewer sentence pairs in reality due to the filter-
ing process to exclude irrelevant intermediate sen-
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tences. We call the SIERA model trained with this
extended data +Silver. Furthermore, we extend
the sentence pairs for the baseline using manually
simplified sentences of the intermediate level of
Newsela, resulting in 46,470 sentence pairs. The
difference from the +Silver’s training data is that
the quality of intermediate sentences is guaran-
teed because they are written by professional ed-
itors. Therefore, we do not apply filtering in this
data augmentation. Despite no filtering, the to-
tal number of sentence pairs is slightly fewer than
three times that of the Base training data. This is
because some Newsela articles do not have sim-
plified sentences of intermediate levels. We call
the SIERA model trained with this extended data
+Gold.

We also consider the variants of these three mod-
els in the inference phase. The SIERA model uses
both forwardly and backwardly-ordered sentence
pairs in the inference phase (a two-way model).
We consider the models that use only one of them
in the inference phase and denote them by putting
an arrow over the model name, i.e. — and « in-
dicate using only forwardly or backwardly-ordered
sentence ﬂs, respectively (a one-way model).
Note that Base is equivalent to NPRM.

We also consider the existing reference-based
(SARI, BLEU® , BERTScore®) and reference-free
metrics (SAMSA, FKGL)’.

Hyperparameters

We used the bert-base-uncased® model from Hug-
gingface Transformers as a pre-training model and
a ranking model was implemented using Pytorch
Lightning®. We set the parameters of the FFNN

®Sacrebleu with max_ngram_order = 4 (https://
github.com/mjpost/sacrebleu)

®The official implementation with roberta-large model
(https://github.com/Tiiiger/bert_score)

TEASSE (Alva-Manchego et al., 2019)

®https://huggingface.co/bert-base-uncased

*https://www. pytorchlightning.ai


https://github.com/mjpost/sacrebleu
https://github.com/mjpost/sacrebleu
https://github.com/Tiiiger/bert_score
https://huggingface.co/bert-base-uncased
https://www.pytorchlightning.ai

Simplicity-DA Human-Likert SimpDA2o22
Pearson Spearman Pearson Spearman Pearson Spearman
mean std mean std mean std mean std mean std mean std
Base .029 .015 .016 .01 549 034 541 .026 394 025 .387 .018
Base (NPRM) .012 .030 .000 .013 434 .057 .451 .042 .308 .047 336 .021
ase .035 .031 .024 023 458 .052 477 .031 334 .040 .366 .036
+Silver .049 .017 .027 016 .580 .035 .547 .033 .366 .026 401 .028
+Silver .017 .034 .003 068 .452 069 .483 .051 255 .049 .342 .058
+Silver .059 .023 .046 .026 .559* .060 .501 .044 337 .046 .384 .032
+Gold .052 .017 026 .013 .607 .022 .604 .017 446 .027 465 .025
+Gold .025 .020 .019 020 535 .038 .561 .027 393 .039 421 .026
+Gold .065 .016 .033 .01 555 .047  .561 .028 412 .033 459 .027
SARI .358 - .326 - .390 - 373 - - - - -
BLEU 507 - 482 - .349 - 312 - - - - -
BERTScore, .628 - .660 - 417 - .387 - - - - -
BERTScore, .505 - .502 - 374 - 401 - - - - -
BERTScores; .590 - .579 - .393 - .393 - - - - -
SAMSA .060 - .068 - -.374 - =319 - —.083 - =122 -
FKGL 17 - 110 - —.353 - -.359 - -.387 - -.353 -

Table 1: Correlations of SIERA (top half) and other metrics (bottom half) with three evaluation datasets. The mean
and standard deviation of ten runs with different seeds are shown for SIERA. The single calculation result is shown
for other metrics since they have no seed. Because SimpDAzp2 has no reference, the results for the reference-
based methods are not available. The bold values for the +Silver family indicate superiority over the corresponding
Base value. The asterisk (*) denotes the significant difference at p < .05 of the two-sided permutation test.

Dataset Simplicity-DA Human-Likert SimpDAg22
Pearson Spearman Pearson Spearman Pearson Spearman

A (4Silver, Base) .020 .011 .031 .006 —.028 .014

A (4Gold, +Silver) .003 —.001 .027 .057 .080 .064

Table 2: Difference of the correlation coefficient (mean) between the models

and the BERT last layer learnable. Adamw'
was chosen as the optimization algorithm, with the
number of epochs set to 10 and the batch size to
16. We used cross-entropy loss'" as the loss func-
tion and the learning rate was set to 10~%. Twenty
percent of the training data was used for valida-
tion. We adopted early stopping based on the loss
with the validation data and selected the check-
point at the epoch with the lowest loss'? We con-
duct the experiment with random seed values ten
times, and report their average results.

Evaluation data

We use three data sets, Simplicity-DA, Human-
Likert and SimpDAyg22, for evaluating the models.
Correlations between the model prediction scores

"https://pytorch.org/docs/stable/generated/
torch.optim.AdamW.html

"https://pytorch.org/docs/stable/generated/
torch.nn.CrossEntropyLoss.html

2The codes are available at https://github.com/
hyamal569/siera.
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and the human ratings are calculated in two ways:
Pearson’s correlation coefficient and Spearman’s
rank correlation coefficient.

6.2. Results and discussion

The top half of Table 1 shows the results of the
SIERA models with different settings. Compar-
ing the two-way models (model name without an
arrow) and the one-way models (those with an
arrow), the two-way models are consistently su-
perior to their one-way counterparts for Human-
Likert and SimpDAygz2 but not for Simplicity-DA.
Furthermore, the backwardly-ordered models are
superior to the forwardly-ordered models for all
datasets. We could not find an explanation for
this asymmetry yet. This is an unfortunate result
for NPRM, which employs the forwardly-ordered
model.

+Silver outperforms Base except for the case of
Pearson’s coefficient with SimpDA,p,. Table 2
shows the difference between the mean values of
the correlation coefficients in Table 1, where Ax v,


https://pytorch.org/docs/stable/generated/torch.optim.AdamW.html
https://pytorch.org/docs/stable/generated/torch.optim.AdamW.html
https://pytorch.org/docs/stable/generated/torch.nn.CrossEntropyLoss.html
https://pytorch.org/docs/stable/generated/torch.nn.CrossEntropyLoss.html
https://github.com/hyama1569/siera
https://github.com/hyama1569/siera

Simplicity-DA Human-Likert SimpDA2g22
Pearson Spearman Pearson Spearman Pearson Spearman
mean std mean std mean std mean std mean std mean std
Base .029 .015 .016 .0M 549 034 541 .026 394 025 .387 .018
+Silver(50%) .065 .016 .033 .0M 555 .047 .561 .028 349 .026 400 .026
+Silver .049 .017 .027 .016 .580 .035 .547  .033 .366 .026 401 .028
A (L Silver(50%), Base) .050 .017 .006 .020 —.045 .013
A(Fsilver, +silver(s0%)) —-016 —.006 .025 —.014 .017 .001
+Gold(50%) .039 .018 .015  .017 .601 .032 593 .032 439 .028 459 .019
+Gold .052 .017 026 .013 607 .022 604 .017 446 .027 465 .025
A (46old(50%),Base) .010 —.001 .052 .052 .045 .072
A (4Gold, +Gold (50%)) .028 .01 .006 .01 .007 .006

Table 3: Correlations of SIERA using half of the augmented data

denotes a difference of X’s value from Y’s value.
This result confirms the effectiveness of the pro-
posed data augmentation method. As the aug-
mented data used for training +Gold are made
from manually written intermediate sentences by
professionals, we can consider the results of
+Gold as an upper bound regarding the data aug-
mentation. Table 2 shows that the gains from Base
to +Silver tend to be larger than that from +Silver
to +Gold for Human-Likert and SimpDAg22. This
result suggests room for improvement in the qual-
ity of the intermediate sentences derived by ap-
plying edit operations. Although we employed the
BERTScore-based filtering to exclude irrelevant
intermediate sentences, this filtering is still lim-
ited. We discarded dissimilar intermediate sen-
tences to their original and simplified sentences
regarding BERTScore¢y. The similarity judgement
was done against a threshold calculated by aver-
aging the similarity of all generated intermediated
sentences. The thresholds for +Silver and +Gold
datasets are quite close, i.e. 0.554 and 0.547, re-
spectively. Therefore, sentence similarity is not
enough for filtering irrelevant sentences. We need
to consider more effective methods for obtaining
high-quality intermediate sentences.

We conducted a supplemental experiment using
half of the augmented data. The result is shown
in Table 3. The rows A(siier,+Silver(s0%)) and
A (4 6old,+Gold(50%)) indicate that the augmented
data size reduction does not significantly impact
the correlation with the human ratings. They also
show that the gains from Base to +Gold(50%) are
consistently larger than that from +Gold(50%) to
+Gold for Human Likert and SimpDA,p». How-
ever, this does not hold for +Silver. This difference
suggests that the quality of the augmented pairs,
i.e. the intermediate sentences, has more impact
on the correlation than their size, supporting our
claim on the importance of the intermediate sen-
tence quality.
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Figure 2: Distribution of simplicity scores of three
datasets

The SIERA’s correlation coefficients are far lower
for Simplicity-DA than for the other two evalua-
tion data sets. A possible explanation is a qual-
ity gap of simplified sentences between the train-
ing (Newsela) and evaluation data (Simplicity-DA).
Simplified sentences in Newsela were written by
human experts, while those in Simplicity-DA were
generated by the six automatic simplification mod-
els, and four of them were rather old RNN-based
models. SimpDAygy, also includes two-thirds
of its data automatically generated. However,
they are all Transformer-based models, which can
generate more fluent sentences than the RNN-
based models used for Simplicidy-DA. We sus-
pect that the difference between Simplicity-DA and
SimpDAyg22 comes from the quality of simplified
sentences to evaluate.

Figure 2 shows the distribution of human sim-
plicity ratings of simplified sentences in the three
evaluation datasets. Following Alva-Manchego
etal. (2021), we normalized the ratings to z-scores
ranging from —1 to 1. We notice that Simplicity-DA
has a distinct lump on the left side, i.e. it has more



Pearson Spearman

mean std mean std

Base 236 .023 264 .027

+Silver .266 .033 .284 .031

+Gold 281 .028 .288 .028
SARI 121 - 137 -
BLEU 212 - .243 -
BERTScore, 195 - .203 -
BERTScore, .073 - 157 -
BERTScore 114 - 144 -
SAMSA .038 - —.005 -
FKGL —.041 - —.062 -

Table 4: Result for high-quality Simplicity-DA subset

low-rated sentences than the other two. Con-
sidering we trained the SIERA model using only
human-written high-quality sentences, we suspect
that the SIERA model could not learn to score
low-quality simplified sentences. To confirm our
hypothesis, we select high-quality simplified sen-
tences from Simplicity-DA and calculate the corre-
lation between their human ratings and the SIERA
scores. We normalize the scores by transform-
ing the human-rated fluency, meaning preserva-
tion and simplicity scores into z-scores, and select
simplified sentences where all three scores are
positive. The resultant high-quality subset con-
tains 196 sentences, about one-third of the entire
Simplicity-DA. Table 4 shows the result for the sub-
set, which supports our hypothesis. Our above
claims in Human-Likert and SimpDAyg,, also hold
in the high-quality Simplicity-DA subset.

Pearson Spearman

mean std mean std

Base .623 .028 .639 .018

+Silver .621 .025 .654 .023
SARI .324 - .293 -
BLEU 573 - 511 -
BERTScore, .602 - .595 -
BERTScore, 507 - 476 -
BERTScores; 578 - 535 -
SAMSA .078 - .096 -
FKGL .076 - .082 -

Table 5: Results of Simplicity-DA-trained SIERA

To further confirm our hypothesis, we trained a
SIERA model using a part of the Simplicity-DA
data. We randomly chose 80 simplified sentences
from each simplification model of Simplicity-DA for
training, resulting in 480 sentence pairs. The re-
maining 120 sentence pairs were held for testing.
Although the model outputs could be a simplified
sentence in a pair, their human rating might be
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very low because the models do not always work
well. We define a simplified sentence in a pair
based on the human simplicity rating of the model
outputs. When the human rating of the model out-
put is lower than the average rating of the entire
training data, the original sentence is considered a
simplified sentence. Since the number of training
data was small, we increased the training data by
paring system outputs from the same original sen-
tence. The sentence with a higher human rating
in each pair is considered a simplified sentence.
This operation increased the training data size to
1,538 sentence pairs in total.

This training data creation refers to human ratings.
This is not a normal way of training the SIERA
model, which uses only pairs of original and simpli-
fied sentences without human ratings. The exper-
iment only aims to confirm our hypothesis. Table 5
shows the result, reinforcing our hypothesis on the
sentence quality gap between the training and test
data.

The bottom half of Table 1, 4 and 5 shows
the correlations of the other evaluation metrics.
BERTScore, shows good performance for both
Simplicity-DA and Human-Likert, which is consis-
tent with the results of the previous study (Alva-
Manchego et al., 2021). Comparing +Silver with
the other evaluation metrics, we can see that
+Silver consistently beats these metrics for the
high-quality Simplicity-DA subset, Human-Likert
and SimpDAyg2,"® Not to mention its high corre-
lation, SIERA has a strong point that it does not
require reference simplified sentences for evalu-
ation. As we discussed, however, we need to
be careful about the training data for the SIERA
model, which should be consistent with the quality
of the target sentences.

7. Conclusion and future work

We presented SIERA, a novel reference-free met-
ric for evaluating sentence simplicity. SIERA
adopts a pair-wise ranking model to predict the or-
der relations of simplicity in the paired sentences.
The model is trained by pairs of original and sim-
plified sentences. Evaluating simplified sentences
with SIERA requires only pairs of the original and
simplified sentences, i.e. reference sentences are
unnecessary. We also propose a data augmen-
tation method by applying automatically extracted
edit operations to the original sentence to gen-
erate intermediate sentences. The intermediate
sentences are expected to have middle simplicity
between the original and corresponding simplified
sentences.

We evaluated SIERA using three evaluation data
sets for text simplicity. The experimental results

BFKGL with Pearson’s coefficient is the exception.



showed that as far as the quality of target sen-
tences is consistent with that of the training data,
SIERA correlates better with human ratings than
other simplicity metrics, including reference-based
metrics. SIERA does not require reference sen-
tences but needs training. We must carefully
choose the training data to maximize SIERA’s po-
tential.

Also, the augmented data by the proposed method
contributed to improving SIERA’s correlation with
human ratings. To augment the training data, we
automatically extracted edit operations from a pair
of the original and simplified sentences and ap-
plied a subset of the operations to the original sen-
tence to obtain intermediate sentences. However,
we did not consider dependencies among opera-
tions in the application, which may cause irrele-
vant sentences, as we discussed in section 5. We
applied the BERTScore-based filtering to exclude
irrelevant sentences, but the experimental result
suggested this filtering had a limitation. Improving
the quality of intermediate sentences is one of the
future research directions. Considering the syn-
tactic structure of sentences might help to gener-
ate more relevant intermediate sentences.

As we have limited parallel corpora for text sim-
plification, we could not verify the effectiveness of
metrics employing a trainable model like SIERA for
different domain texts from the training data. We
found that the quality gap between the training and
test data impacts the performance of the SIERA
model. Likewise, the domain shift would have an
impact as well. Parallel corpora for simplification
have been built in several domains like adminis-
trative documents (Scarton et al., 2018), general
medical documents (Devaraj et al., 2021), and ra-
diology reports (Yang et al., 2023). However, they
have not necessarily been assigned human rat-
ings. They can be used for training models but
not for the evaluation of metrics. Collecting par-
allel corpora for simplification in various domains
that can be used both for training and evaluation
is indispensable.
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