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Abstract

In this paper, we tested whether fine-tuned
neural machine translation (NMT) mod-
els can produce better results than a rule-
based method for the task of normalising
historical medical documents written in
18th-century Portuguese. We used a re-
placement glossary as basis for the rule-
based method, and tested three NMT mod-
els against it in an in-domain setting and
in two out-of-domain scenarios. In-domain
results showed that the rule-based method
was better than off-the-shelf NMT models,
and it still surpassed one of the in-domain
fine-tuned models. The fine-tuned mod-
els showed their efficacy on out-of-domain
settings, where only one NMT model did
not surpass the rule-based method in one
scenario.

1 Introduction

Working with historical documents has proven
time and time again to be an enormous chal-
lenge for Natural Language Processing (NLP)
(cf. Quaresma and Finatto, 2020; Vieira et al.,
2021; Cameron et al., 2022; Zilio et al., 2022).
While there is progress in the field, most of
the tools developed for working with natural
language have modern iterations of the lan-
guage as focus, and only a few studies have
been dedicated to computationally process his-
torical documents as they are, and even fewer
such studies exist for historical Portuguese.

To help alleviate the historical gap between
historical and modern-era texts, researchers
started resorting to normalising the writing of
historical documents (Piotrowski, 2012; Boll-
mann and Søgaard, 2016; Bawden et al., 2022);
that is, they started updating the spelling of
historical texts based on modern-day ortho-
graphic rules. However, this normalisation
work is mainly done manually and is thus very

time consuming.
This study has the main objective of explor-

ing ways of automatically normalising doc-
uments, so that less work has to be spent in
converting the writing of historical documents
into modern-day standards, and allowing for
the mass-normalisation of larger corpora. Tak-
ing advantage of already existing normalised,
available corpora, and of recently developed
machine translation models, we analyse how
three multilingual neural machine translation
(NMT) models fare when compared to a rule-
based normalisation model that uses a static
glossary as main reference.

The main contributions of this paper are the
following:

• The release of a dataset for fine-tuning
and testing NMT on the task of normal-
ising historical medical texts written in
Portuguese.

• The release of scripts for automatic
normalisation of historical documents1.
These scripts are fairly simple to use and
can also be applied in other tasks related
to sequence-to-sequence translation.

• A comparison of three off-the-shelf NMT
models and their fine-tuned version in
the task of normalising historical texts,
both in and out of domain.

• An error analysis that shows what might
still pose problems for fine-tuned NMT
models in this context.

• A support for the further analysis of his-
torical medical documents, such as the

1These scripts and datasets can be found on
the following repository: https://github.com/

uebelsetzer/automatic_normalisation_of_

historical_documents.

https://github.com/uebelsetzer/automatic_normalisation_of_historical_documents
https://github.com/uebelsetzer/automatic_normalisation_of_historical_documents
https://github.com/uebelsetzer/automatic_normalisation_of_historical_documents


one carried out by Lazzari and Finatto
(2023).

• The advancement of the project Corpus
Histórico da Linguagem da Medicina em
Português do Século XVIII [Historical Cor-
pus of Medical Language in 18th-century
Portuguese]2

The remainder of the paper is organised as
follows: Section 2 discusses other work re-
lated to the normalisation of historical texts;
Section 3 briefly describes our historical cor-
pus and the four methods used for automati-
cally normalising historical sentences; Section
4 presents the results of the automatic normal-
isation experiments; in Section 5, we discuss
some key issues detected when analysing what
went wrong with the automatic normalisation;
Section 6 describes an experiment with out-of-
domain historical documents, to evaluate the
robustness of in-domain fine-tuned and rule-
based methods; Section 7 sums up and dis-
cusses some aspects of the experiments with
in- and out-of-domain normalisation, and dis-
cusses future work.

2 Related work

Several studies have been dedicated to the nor-
malisation of historical documents in various
languages, including Portuguese. As for auto-
matic normalisation, most of the approaches
seem to have stopped before the advent of
transformer models, which make this study
unique in applying the most recently devel-
oped NMT models based on the transformers
architecture.

Most studies involving NMT use an encoder-
decoder, character-based architecture based
on long-short term memory (LSTM) models
(cf. Bollmann and Søgaard, 2016; Domingo
and Nolla, 2018; Domingo and Casacuberta,
2019). While these studies make sense, by
modelling the spelling normalisation prob-
lem as a character-based replacement, much
similar to what rule-based systems have done,
Tang et al. (2018) have already hinted that sub-
word tokens can provide a better solution to

2For more information about this project, please visit
the following website (in Portuguese): https://sites.
google.com/view/projeto38597. The project website
also contains more information about the historical med-
ical corpus that we use in this study.

character-based models. This would naturally
lead to the use of transformer-based architec-
ture. However, as far as we could verify, the
study by Tang et al. (2018) is the only one
testing transformers for this task to date, and
Portuguese is not among the tested languages.

In terms of languages, the focus of studies
on automatic normalisation have been on Eu-
ropean languages. Bollmann (2019) developed
a large comparison of automatic normalisa-
tion methods for English, German, Hungar-
ian, Icelandic, Portuguese, Slovene, Spanish,
and Swedish. Studies with less languages in-
volve the work of Domingo and Casacuberta
(2019) for Slovene and Spanish, Bawden et al.
(2022) for French, and Robertson (2017) for
English, German, Icelandic, and Swedish. For
Portuguese, we could only find the above-
mentioned work of Bollmann (2019), who
used a corpus of letters from the 15th to 19th
century that was made available by the Post
Scriptum project (CLUL, 2014).

More recently, researchers at the University
of Évora started working with text normalisa-
tion. Cameron et al. (2023) propose a categori-
sation of variants, which can support the nor-
malisation of historical Portuguese texts, and
Olival et al. (2023) present and discuss the nor-
malisation of six documents that belong to the
Parish Memories. There are also some papers
that use normalised versions of Portuguese
documents for different NLP tasks, such as
named entity recognition (Zilio et al., 2022)
and textual complexity (Zilio et al., 2023).

Considering the work that has been done,
this study is the first to present an auto-
matic approach for normalising historical
medical documents in Portuguese, and pos-
sibly the first to leverage existing multilingual,
transformer-based NMT models for the nor-
malisation task.

3 Methodology

In this section, we briefly describe the corpora
that were used for in-domain fine-tuning of
NMT models and for glossary extraction, and
also for in- and out-of-domain testing. We also
describe our baseline rule-based method and
present the multilingual NMT models.

https://sites.google.com/view/projeto38597
https://sites.google.com/view/projeto38597


3.1 Corpora

In this study, we used a total of three cor-
pora, all of them written in Portuguese in
the 18th century: a historical medical cor-
pus, which is the focus of this study and was
used for fine-tuning and testing NMT mod-
els, and for extracting a glossary for the rule-
based approach; a historical corpus of cen-
sual information collected by priests in differ-
ent Portuguese parishes; a historical corpus
of letters collected within the Post Scriptum
project (CLUL, 2014). All corpora were semi-
automatically aligned at the sentence level
using OmegaT’s aligner tool3. This process
allowed the generation of TMX files, which
were then used for further preprocessing the
aligned texts for the different tasks.

Our historical medical corpus was originally
transcribed from three books written in the
18th century: Observaçoens Medicas Doutri-
naes de Cem Casos Gravissimos [Medical and
Doctrinal Observations of a Hundred Severe
Cases] (Semedo, 1707), Postilla Religiosa, e Arte
de Enfermeiros [Religious Postil, and Art of
Nurses] (de Sant-Iago, 1741) and Aviso a’ Gente
do Mar sobre a sua Saude [Advice to Sea Peo-
ple about their Health] (Mauran, 1794). Since
we needed to manually normalise each of the
texts used in this study, we only selected a few
documents from each of the books, aiming at
a balanced corpus.

Some documents from the Parish Memories
corpus have recently undergone a normalisa-
tion process (Olival et al., 2023), so we took
advantage of this fact and used this corpus as
an out-of-domain test for our automatic nor-
malisation systems. For this task, we used the
six documents related to Vila Viçosa (a loca-
tion in Portugal) that are currently available
in normalised format4. Each document was
written by a different author, and each refers
to a parish in Vila Viçosa: Nossa Senhora das
Ciladas, Nossa Senhora da Conceição, Pardais,
Santa Ana de Bencatel, São Bartolomeu, and
São Romão.

3OmegaT is an open-source tool used for computer-
assisted translation. It is available at: https://omegat.
org/.

4The original texts are available on CIDEHUS’s
website (https://www.cidehusdigital.uevora.pt/
portugal1758), while the normalised versions are
provided as annex in Olival et al. (2023).

While the Parish Memories provide an
out-of-domain test set, it is still a somewhat
structured type of text, in which each para-
graph contains very specific information
about a census that was carried out in
1758 in Portugal. To provide an even less
structured test to our automatic normalisa-
tion models, we resorted to a selection of
handwritten letters from the Post Scriptum
collection (CLUL, 2014). The full corpus
from the 18th century contains 758 letters5.
However, due to the semi-automatic nature
of the sentence-alignment process, we ran-
domly selected 10 letters from the corpus
(taking care of selecting five from each of
the two available subcorpora). Here is the
list of letters that were used in this study:
CARDS1082, CARDS1089, CARDS2108,
CARDS2707, CARDS3148, PSCR0515,
PSCR0613, PSCR1648, PSCR2526, and
PSCR4643.

A very important caveat needs to be pre-
sented here: our historical corpus of medical
documents was normalised having modern
Brazilian Portuguese as reference, while the
other two corpora were normalised having Eu-
ropean Portuguese as reference. As such, for
instance, while in our corpus we normalised
words like “cousa” to “coisa” [thing], this was
not done in the other two corpora, as “cousa”
can still be found in European Portuguese.
This certainly had an impact in the results of
the experiments and should be kept in mind
when observing the results that we present in
this study.

Table 1 presents the data information for
each corpus. As can be seen in the table, our
historical medical corpus has a total of 5,584
types, while the version with modernised
spelling has 5,341 types. This gives us an idea
of how much spelling variation there was in
the original corpus: we have 1.05 type for each
type in the normalised corpus. This variation
is larger in both other corpora, and a possible
reason for this is that they are both based on
handwritten documents by several different
authors, while our medical corpus was pub-
lished in printed form and was the work of
three authors. The medical corpus also clearly

5All files can be freely downloaded from the
Post Scriptum website: http://teitok.clul.ul.pt/

postscriptum/index.php?action=downloads.

https://omegat.org/
https://omegat.org/
https://www.cidehusdigital.uevora.pt/portugal1758
https://www.cidehusdigital.uevora.pt/portugal1758
http://teitok.clul.ul.pt/postscriptum/index.php?action=downloads
http://teitok.clul.ul.pt/postscriptum/index.php?action=downloads


distinguishes itself from the others by the
amount of tokens per sentence, with around
54 T/S against ∼39 and ∼17 for the Parish
Memories and the Post Scriptum, respectively.
The medical corpus is marked by a constant
use of semi-colons, where in a modern writ-
ing probably a full stop would be used. The
much smaller sentence size in the Post Scrip-
tum corpus is mostly due to the genre, but
the normalisation probably also contributed
to this: many of the original letters have little
to no punctuation, and the normalisers added
punctuation, including full stops, in the nor-
malisation process, which might have led to a
more modern use of punctuation.

The medical corpus was further split into
train, development (dev) and test sets, for fine-
tuning NMT models. Table 2 shows the num-
ber of tokens, types and sentences in each split,
considering original and normalised versions
of the corpus. An important detail in the de-
sign of the splits is that the texts used in the
train and dev sets were different from the ones
used in the test set. The train and dev sets
were a random selection of sentences (90% for
train and 10% for dev) from these texts:

• Aviso: chapters 2, 8, and 13, all from the
second part of the book.

• Observaçoens: observations 42, 88, and
92.

• Postilla: chapters 17, 22, 29, 30, 32, 33,
34, 40, 41, 42, 43, 44, 46, 47, 48, and 58,
all from the second part of the book6.

For the test set, we used one text from Aviso
(chapter 5, also from the second part of the
book) and from Observaçoens (observation 92),
and two chapters from the Postilla (chapters 1
and 7, also from the second part of the book).

3.2 Rule-based method

The rule-based normalisation method was
planned as a baseline for the automatic nor-
malisation process. We used a glossary of
aligned original and normalised words that
was automatically extracted from the com-
bined train and development corpus.

6The chapters in the Postilla are smaller, so we had
to select more chapters than in the other two books in
order to balance the dataset.

To extract this glossary, we first had to use
a word-level aligner, to identify the pairs of
historical-normalised words that actually un-
derwent any change. For this, we used SimA-
lign (Sabet et al., 2020), along with the re-
cently released Albertina model (PT-PT) (Ro-
drigues et al., 2023), and we carried out a semi-
automatic alignment, in which instances of no
alignment or of many-to-one alignments were
validated manually. However, there might still
be a few one-to-one wrong alignments in the
dataset.

From this word-aligned dataset, we ob-
served that 1,228 types in the original texts
had a different spelling when compared to
their normalised counterparts. This indicates
that almost a third (31.46%) of the types
needed to be normalised, reinforcing the im-
portance of automatising the normalisation
process.

The word-aligned dataset was used as input
for the glossary. We also manually removed
the entry “as” = “às”, because “as” might sim-
ply be the plural form of the feminine definite
article “a” [thef eminine], and not the merge of
preposition “a” and the plural form of the fem-
inine definite article, as it was represented
in the automatically extracted glossary. After
this cleaning, the resulting glossary was then
used as a replacement dictionary.

The first step in the process for the rule-
based normalisation was to tokenise each sen-
tence with NLTK’s7 word tokeniser. Then each
token was checked against the glossary to ver-
ify if any replacement was needed. Phrases
longer than one token were processed sepa-
rately in a similar way. If a word or phrase
was present in the historical text, then it was
replaced with its normalised form. The rules
also ensured that punctuation was correctly
rendered in the output (for instance, by remov-
ing space between a word a comma, which is
very common in historical documents).

3.3 Neural machine translation models

We used three multilingual neural machine
translation (NMT) models:

• opus-mt-tc-big-itc-itc (OPUS)8: this

7NLTK’s website: https://www.nltk.org/.
8https://huggingface.co/Helsinki-NLP/

opus-mt-tc-big-itc-itc.

https://www.nltk.org/
https://huggingface.co/Helsinki-NLP/opus-mt-tc-big-itc-itc
https://huggingface.co/Helsinki-NLP/opus-mt-tc-big-itc-itc


Medical Parish Memories Post Scriptum
Original Normalised Original Normalised Original Normalised

Tokens 24504 24815 9561 9661 2547 2549
Types 5584 5341 2381 2027 950 852
Type Ratio - 1.05 - 1.17 - 1.12
Sentences 453 453 244 244 147* 147
T/S 54.09 54.78 39.18 39.59 17.33 17.34

Table 1: Corpus information. Type Ratio = division of types in the original by types in the normalised
corpus; T/S = tokens per sentence.
* The number of sentences in the PS original corpus was based on the normalised version, as there are
very few or no instances of punctuation in some of the original letters.

Train Dev Test
Original Normalised Original Normalised Original Normalised

Tokens 18047 18286 2038 2067 4419 4462
Types 3386 3213 826 803 1372 1325
Type Ratio - 1.05 - 1.03 - 1.04
Sentences 342 342 38 38 73 73
T/S 52.77 53.47 53.63 54.39 60.53 61.12

Table 2: Information about the individual data splits. Type Ratio = division of types in the original by
types in the normalised corpus; T/S = tokens per sentence.

model was originally trained in the scope
of the OPUS-MT project (Tiedemann and
Thottingal, 2020; Tiedemann, 2020). It
comprises 19 languages from the Italic
family, including Portuguese, and it
was trained with all possible language
combinations. This model is by far
the smallest, as the final folder of the
fine-tuned model has a size of only
around 2.3GB, while the other two have a
size of almost 7GB each.

• mbart-large-50-many-to-many-mmt
(mBart)9: this model was originally
developed by Tang et al. (2020) and
comprises 50 languages, including
Portuguese, trained in a many-to-many
fashion, i.e. all possible language pairs
are included in the training set.

• nllb-200-distilled-600M (NLLB)10: the
NLLB paper (Team, 2022) caused much
stir in the machine translation commu-
nity, as it offers a huge combination of lan-
guages, including low-resource languages.

9https://huggingface.co/facebook/
mbart-large-50-many-to-many-mmt.

10https://huggingface.co/facebook/
nllb-200-distilled-600M.

This model builds on the idea of leverag-
ing higher resourced languages for the
automatic translation of low resourced
ones. Because it involves so many lan-
guages, it is also a less focused model,
and while it works in advancing the ma-
chine translation state of the art for some
low resourced languages, it might not per-
form as brilliantly for highly resourced
ones, such as Portuguese.

These models were first tested as they are
provided by their developers, to set some base-
lines for the models themselves, and then they
were also used in a fine-tuning pipeline, where
our training and development datasets were
used to adapt these models to our normal-
isation task. For fine-tuning, we used the
standard Transformers library, as provided by
Huggingface11 (Wolf et al., 2020). All models
were fine-tuned with the same parameters, ex-
cept for batch size, as the larger models were
simply too large for our single graphics card
NVidia RTX 4090 (with 24GB RAM) to handle:
learning rate of 2e-5, weight decay of 0.01, and
100 epochs; batch size was 16 for OPUS, 6 for

11https://github.com/huggingface/
transformers.

https://huggingface.co/facebook/mbart-large-50-many-to-many-mmt
https://huggingface.co/facebook/mbart-large-50-many-to-many-mmt
https://huggingface.co/facebook/nllb-200-distilled-600M
https://huggingface.co/facebook/nllb-200-distilled-600M
https://github.com/huggingface/transformers
https://github.com/huggingface/transformers


NLLB and 4 for mBart. All other parameters
were left as default. At the end of the fine-
tuning process, the best model was selected
based on BLEU scores (Papineni et al., 2002),
as evaluated in the default implementation
of SacreBLEU (Post, 2018) in Huggingface’s
Evaluate library12.

None of these models differentiate between
Brazilian and European Portuguese, the two
varieties that we are working with, so we sim-
ply used the tags “por” (European Portuguese)
and “pob” (Brazilian Portuguese) for reference,
but none of the models were actually trained
to differentiate between the two. As such, we
actually fine-tuned the models to translate
from Portuguese into Portuguese, but using a
dataset that was specifically curated for this
normalisation task.

3.4 Evaluation

We evaluated all models using the BLEU score
metric (Papineni et al., 2002). Several papers
criticise the use of BLEU scores, including the
paper that proposes SacreBLEU (Post, 2018),
which is the implementation that we used via
the Evaluate library from Huggingface, as ex-
plained in the previous subsection. BLEU is a
metric that compares the number of n-grams
in the target text with reference text(s), and
produces a score from 0 to 100. Because any
size of n-gram can be used, it is a metric that
has to be well-detailed in the methodology to
be reproducible, something that SacreBLEU
addresses very well.

Another downside of BLEU is that it bases
the correctness of a target text on the basis of
reference texts. These references may or may
not be good target texts themselves, and they
do not necessarily invalidate other alternative,
equally correct translation options for a given
source text. As such, a low BLEU score might
be just a reflex of different translation choices
in the reference texts. While this issue can be
mitigated by using several reference texts for
each test sentence, several references are not
always available. In our case, however, most
of the time, there is no alternative correct op-
tion for a given token in the normalisation
pipeline. Most historical words can only be
normalised to one single form in the modern

12https://github.com/huggingface/evaluate.

Model SacreBLEU
Baseline models
OPUS* 47.57
mBart 30.73
NLLB 40.64
Rule-based model
Replacement glossary 83.26
Fine-tuned models
OPUS 75.05
mBart 88.20
NLLB 83.65

Table 3: SacreBLEU scores based on our test set.
* We prepended >>pob<< to the source text, as
required by the system. Without prepending the
language ID, the model translated the source text
into Spanish, and it achieved a BLEU score of
7.77. Prepending >>pob<<actually made the
fine-tuned system perform around 2 BLEU points
worse on both test sets, so we did not prepend
>>pob<< for the fine-tuned model.

spelling paradigm, so the issue of multiple ref-
erences will rarely apply, making BLEU a per-
fectly sound choice for evaluating a spelling
normalisation task. The choice of SacreBLEU
also ensures that any researcher can use the
exact same format of BLEU when trying to
reproduce this study, as we used the default
parameters of the metric.

4 Results of the automatic
normalisation

As it can be seen in Table 3, the baseline
models (without fine-tuning) perform very
poorly on our data, with the highest BLEU
score being achieved by OPUS at 47.57. Mean-
while, our simple rule-based system achieved
83.26 in the BLEU scale. Surprisingly, even
after fine-tuning, the rule-based system re-
mained very competitive, and was still better
than the OPUS model by more than 8 points
and was only barely surpassed by the NLLB
model, giving us an initial answer to our main
question in the title of this paper. However,
mBart showed a great improvement with fine-
tuning (an increase of more than 54 points)
and achieved the highest score, almost five
points higher than the second-best model.

Although mBart was able to beat the rule-
based model with some margin, the results
seem to show that a well-curated glossary

https://github.com/huggingface/evaluate


could actually be a better option for automatic
normalisation, depending on the needs of the
researchers and on the equipment available,
as fine-tuning mBart is not a computationally
cheap task: it requires a computer with a high-
end graphics card, even for a small train and
development dataset such as ours. The NMT
models are also much slower at the inference
phase (i.e., when they are producing the nor-
malised text): while the rule-based method is
almost instantaneous for our test set, the NMT
models take a few minutes on a good GPU,
and up to an hour on a 12th Gen Intel Core
i7-1260P CPU.

5 Error analysis

To better understand what types of errors were
prevalent in the fine-tuned NMT models, we
conducted an error analysis, focusing on sen-
tences that had a low BLEU score13. We anal-
ysed the sentences checking for missing trans-
lations, overtranslations, hallucinations, and
any common pattern that we could identify
that helped bring down the scores.

In the OPUS model, we noticed that sev-
eral normalised sentences missed portions of
the source text, and we also noticed that the
system was producing several hallucinations.
One example of hallucination from OPUS is
the following:

cuja verdadeira descarga se deve fazer
por via de purga, & naõ de sangria, &
por estas razões as purguei com felici-
dade

14

y
mas sim com os quais se descarregou
a verdadeira felicidade, e purgaram as
sangrias, e por isso só por causa de que
os reis purgaram purgas

15

13For our reference in the error analysis, we computed
the sentence-level BLEU score separately from the one
presented in Table 3. We considered low BLEU scores
the ones that deviated by at least one standard deviation
from the model’s mean in the test set. This means that
those considered as bad sentences in one model could
actually be better than some “good” sentences in another
model.

14Free translation: whose true elimination should be
done via purge, and not bleeding, and because of this I
happily purged them.

15The text does not make much sense, so we tried to
keep a more literal translation: but actually with those
that true happiness eliminated itself, and purged bleedings,
and that’s why only because of that the kings purged purges.

The NLLB model had much less salient issues,
as they were more focused on single tokens,
and involved miss-normalisations or lack of
normalisation, and the substitution of histor-
ical words with synonyms. A similar error
pattern was observed for mBart, but it pre-
sented only a few cases of replacement with
a synonym. These usually single-token errors
included lack of or non-removal of diacritics
in most cases; this involved the model sim-
ply not changing the word in the source text.
In the NLLB model, we also observed a few
hallucinations, mostly just short repetitions
of words, such as “poreis poreis poreis” [(you
will) put put put] and “sumas sumas” [(that
you) disappear disappear]. For mBart, one
curious case was the replacement of Outubro
[October] with Novembro [November] in a seg-
ment, but the rest were mostly small issues.

6 Robustness test: use in
out-of-domain historical texts

As the models that we developed and fine-
tuned were focused on specialised historical
medical language, we wanted to check how
much information had also been gained for
normalisation on out-of-domain texts. This
was an experiment in “knowledge” transfer,
where we try to observe how much of the
information that was gathered from medical
texts can be transferred to the normalisation of
texts from other domains. For this, we tested
our models on the normalised texts from the
Parish Memories corpus and on normalised let-
ters from the Post Scriptum dataset, as we de-
scribed in Section 3.

Table 4 presents the results for all the mod-
els, including the non-fine-tuned ones, as a
comparison for how much improvement was
brought about by the fine-tuning procedure,
and for how difficult the task was in relation
to the normalisation task in our medical cor-
pus. We can clearly see that the Post Scrip-
tum dataset was much harder to normalise.
Some of the originally transcribed texts do
not have punctuation and have many abbre-
viations, which are usually extended in the
normalised version. This made it much more
difficult for all models to achieve a good nor-
malisation, as they were not fine-tuned to add
punctuation or to extend abbreviations. In



the Parish Memories, with the exception of
mBart, which had an almost 6-point worse
BLEU score, the results of the baseline mod-
els did not vary too much from the results in
the medical dataset. In both out-of-domain
datasets, the rule-based method scored more
than 7 BLEU points higher than OPUS, the
best baseline NMT model.

When looking at the fine-tuning improve-
ment, we see that, except for OPUS on the Post
Scriptum dataset, all NMT models performed
above the rule-based method. As expected,
all of them performed worse than on the in-
domain dataset, but the results in the Parish
Memories were still much better than the ones
achieved by their non-fine-tuned baselines,
with improvements ranging from around 13
BLEU points for OPUS up to ∼33 points for
mBart. In the Post Scriptum dataset, the im-
provements were more modest, ranging from
∼7 BLEU points for OPUS up to ∼29 points
for mBart. In this out-of-domain test, we also
see that the fine-tuned NLLB model seems
to really be able to draw on its information
about 200 languages for keeping it robust, as it
achieved the best score on both datasets, clear-
ing more than 3 BLEU points from mBart.

SacreBLEU

Model
Parish

Memories
Post

Scriptum
Baseline models
OPUS* 45.72 27.08
mBart 24.94 6.79
NLLB 39.55 20.80
Rule-based model
Replacement glossary 53.70 34.56
Fine-tuned models
OPUS 58.77 34.05
mBart 58.10 36.01
NLLB 61.41 39.34

Table 4: SacreBLEU evaluation scores on out-of-
domain corpora.
* We prepended >>pob<< to the source text, as
previously explained on Table 3.

7 Final remarks

In this paper, we set out the task of testing
neural machine translation (NMT) models for
automatically normalising historical medical
documents. We compared fine-tuning meth-

ods with a rule-based implementation of a
replacement method mainly based on a glos-
sary, and the results showed that the rule-
based method was indeed a strong baseline
for the NMT models. It surpassed the non-
fine-tuned NMT models in all scenarios, scor-
ing up to ∼52 BLEU score points higher in the
in-domain test.

After fine-tuning the NMT models, as ex-
pected, all models improved over their base-
line versions, but only mBart was clearly su-
perior to the rule-based method. OPUS still
scored ∼8 BLEU points lower, and NLLB
was only marginally superior (less than one
point). As such, as a preliminary answer to
the question in the title of this paper, we can
say that rule-based systems can still be su-
perior to neural-network-based methods in
some scenarios, and they are certainly much
less complicated to implement and less power-
consuming.

The fine-tuning advantage of the NMT mod-
els was, however, clearly shown in the out-of-
domain test, where all models scored at least
4 points higher than the rule-based method
when tested on the Parish Memories dataset,
and only OPUS was not able to beat the rule-
based method on the Post Scriptum dataset,
showing that the fine-tuned models are bet-
ter able to transfer the information gathered
from one domain to another. Still, when the
task was too far off, as in the case of the hand-
written letters of the Post Scriptum dataset, a
post-editor with the task of normalising texts
would probably be better served by a glossary
replacement method. Such method at least
would be less intrusive, as most errors would
be in the form of non-changed input, rather
than an erroneously changed input (such as
the hallucinations produced by NMT). How-
ever, a detailed post-editing task would need
to be developed to better test this hypothesis.

In terms of fine-tuning improvement over
the non-fine-tuned baselines, mBart was the
model that had the best result in all scenar-
ios. On the opposite side, OPUS was the
model that showed the least improvement in
all tasks. The OPUS model we used was specif-
ically trained on Italic languages, which gave
it the best result in all baseline tests. How-
ever its fine-tuned version was inferior to the
rule-based method both in and out of domain,



only being able to beat the rule-based method
(and marginally also mBart) when tested on
the Parish Memories.

It was interesting to see that, in the out-of-
domain task, NLLB was superior to mBart in
both datasets, probably due to the larger lin-
guistic scope of the model. It is still not yet
fully clear if this is caused by mBart being
perhaps more prone to overfitting, and OPUS
(and also NLLB) being then less prone to over-
fitting, or if the out-of-domain tasks rely more
on the breadth of linguistic information that
was used in the original training of the models.
These are all questions that we plan to investi-
gate in the future, as further tests are needed
to verify them.

The work on this paper also sets out a
methodology for replicating the work using
other corpora, covering other time periods,
other domains, and even other languages.
With the scripts that are now available on
Github16, it is also possible to train models for
the task of translating (instead of normalising)
historical documents into modern languages
using a very similar methodology as we pre-
sented in this paper, so one further future task
is to create data for testing these models in a
diachronic intralingual translation setting.
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