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Abstract

Despite automatic speech recognition (ASR)
systems evolution with deep learning methods,
for languages with a shortage of open/public re-
sources, the resulting systems still present low-
quality performance. On the other hand, Text-
to-Speech (TTS) has also evolved in the last
decade, allowing for zero-shot multi-speaker
TTS (ZS-TTS) models to generate speech of a
target speaker using only a few seconds of its
speech. These advances motivated the use of
ZS-TTS in the training of ASR systems to im-
prove the performance of the models. However,
ZS-TTS models still require a large number
of diverse speakers and hours of speech dur-
ing training, thus hindering their practical use
in languages with less accessible data. In this
work, we explored ZS-TTS in scenarios with
few available speakers. We proposed the use
of flow-based models due to its state-of-the-art
(SOTA) results and explored the use of multilin-
gual models, seeking to leverage available data
from languages with many available speakers.
The results achieved by this work made possi-
ble the development of ZS-TTS and zero-shot
voice conversion (VC) systems in languages
with few available speakers. The approach pro-
posed in this work was applied to improve ASR
systems in two languages, simulating a scenario
with only one speaker available for the train-
ing of the ZS-TTS model. Despite using only
one speaker in the target languages, our data
augmentation approach achieved results com-
parable to the SOTA in the English language.

1 Introduction

Text-to-Speech (TTS) systems have garnered sig-
nificant attention in recent years due to the ad-
vancements in deep learning. These breakthroughs
have enabled their widespread use in applications
like virtual assistants, allowing TTS models to at-
tain a level of naturalness akin to human speech
(Shen et al., 2018; Valle et al., 2020; Kim et al.,
2020). Nonetheless, the majority of TTS systems

are designed for a single speaker, even though many
applications could benefit from synthesizing new
speakers not seen during training, utilizing only a
few seconds of target speech. This approach is re-
ferred to as zero-shot multi-speaker TTS (ZS-TTS)
(Jia et al., 2018).

Advances in TTS technology have also inspired
research that leverages it to enhance Automatic
Speech Recognition, as demonstrated in studies
like Li et al. (2018); Rosenberg et al. (2019); Laptev
et al. (2020). Most of these studies employ pre-
trained TTS models to generate ASR data, using
the LibriSpeech dataset (Panayotov et al., 2015)
for ASR model training. While Li et al. (2018),
used three speakers from the American English M-
AILABS dataset (Solak, 2019) for TTS model train-
ing, Rosenberg et al. (2019) and Laptev et al. (2020)
trained their TTS models with over 251 speakers
from LibriSpeech. These papers showcased that
ASR models trained with a combination of syn-
thesized speech and human speech achieved rela-
tive improvements ranging from 0.79% to 4.56%
when compared to models trained solely on human
speech. However, a substantial disparity was ob-
served between models trained with only human
speech and those trained with only synthesized
speech, with relative differences of 80.17% and
78.98%, respectively, in the case of Li et al. (2018),
and Rosenberg et al. (2019). This stark contrast
highlights the need for further research and en-
hancements in this field.

1.1 Gaps

Although previous work shows the potential of
multi-speaker TTS models for ASR data augmenta-
tion, these models still require high-quality datasets
with many speakers and hours of speech to con-
verge (Laptev et al., 2020). Generally, such models
are trained on English with big datasets such as Lib-
riSpeech and LibriTTS', which is not suitable for
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medium/low-resource languages that do not have a
public multi-speaker TTS dataset.

Although some multilingual multi-speaker
datasets were released in recent years (Pratap et al.,
2020; Elizabeth et al., 2021), they just attend a
small number of languages and for many applica-
tions, even these may not be sufficient to build a
competitive ASR system. In addition, creating a
high-quality multi-speaker dataset is hard, because
it requires the effort of multiple target-language
speakers. It is especially hard for languages with
small populations, where recruiting participants is
difficult, or in more extreme scenarios with lan-
guages that are almost extinct and have just a few
speakers (e.g. indigenous languages). In a range
of scenarios creating a high-quality multi-speaker
dataset is not viable. In light of this, an approach
that applies TTS/VC for ASR data augmentation
that requires just a medium/low-quality few speak-
ers dataset could make the application of this tech-
nology viable for languages that really need it, help-
ing to preserve/protect nearly extinct languages, for
example.

1.2 Research Question and Hypothesis

Given that ZS-TTS systems require datasets with
a large number of speakers for its convergence, is
it possible to overcome this limitation and obtain a
ZS-TTS system in languages for which the number
of available speakers tends to one?

The hypothesis is that a flow-based model, such
as Glow-TTS (Kim et al., 2020), adapted for zero-
shot multi-speaker training can achieve conver-
gence with a smaller number of speakers. Also,
it is possible to train by taking advantage of the
number of speakers present in other languages and,
in this way, reduce the number of speakers needed
for training in the target language.

1.3 Main goal and specific objectives

The main goal of this work was to propose an ap-
proach for training a ZS-TTS model in languages
where just a small number of speakers are avail-
able to make the use of TTS applied to the ASR
task viable. In addition, to evaluate the behavior of
these methods in languages other than English, in
particular Portuguese, and to investigate methods
that work with multiple languages.

To achieve the main goal, the following specific
objectives were defined: (1) Develop and make
publicly available a dataset for TTS in Brazilian
Portuguese (Section 2); (2) Propose a new model

SOTA ZS-TTS model that can achieve good results
with a smaller number of speakers (Section 3); (3)
Investigate and propose adaptations to the model
proposed in (2) for training with multiple languages
(Section 4); and (4) Exploration of the model pro-
posed in (3) in ASR models training (Section 5).
This extended thesis abstract will be organized
as follows. The next sections will introduce the
main papers of the thesis including a small abstract
describing the importance of the paper on the the-
sis scope. Section 6 presents a summary of the
contributions of this Ph.D. research to the speech
processing field and a list of all publications carried
out during this thesis development. The full the-
sis is available at: https://doi.org/10.11606/
T.55.2022.tde-02092022-142539

2  TTS-Portuguese Corpus

During the Ph.D. research, there were no pub-
licly available datasets with a sufficient number
of hours and audio quality to train deep learning-
based TTS models in Brazilian Portuguese. For this
reason, in Casanova et al. (2022a), we proposed and
made publicly available the TTS-Portuguese Cor-
pus. TTS-Portuguese Corpus consists of 10.5 hours
of speech from a single native Brazilian Portuguese
speaker. We did experiments with the novel dataset
and we showed that it can be used to achieve SOTA
results in Brazilian Portuguese. The obtained re-
sults using the Tacotron 2 model are comparable to
the original work that was trained using the English
language (Shen et al., 2018) and the current SOTA
in European Portuguese (Quintas and Trancoso,
2020).

3 SC-GlowTTS

Despite recent advances, ZS-TTS is still an open
problem, there is still a large voice similarity gap
between speech generated for seen and unseen
speakers. Furthermore, in 2020 normalizing flows
(or flow-based models) have been successfully ap-
plied in the TTS field, achieving SOTA results
(Valle et al., 2020; Kim et al., 2020). Despite this,
ZS-TTS models were still heavily based on the
Tacotron 2 model (Shen et al., 2018). Tacotron
2-based ZS-TTS models require a large number of
speakers for training, making it impossible to ob-
tain good-quality models in languages with few re-
sources available. For these reasons, in (Casanova
et al., 2021d), we proposed the flow-based model
SC-GlowTTS. SC-GlowTTS is an efficient ZS-
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TTS model that improves similarity for speakers
unseen during training, achieving SOTA results.
We showed that our model can be trained with
only 11 speakers achieving results comparable to
a Tacotron 2-based ZS-TTS model trained with
98 speakers. In addition, SC-GlowTTS is faster
than previous ZS-TTS models and it achieves real-
time in CPU. SC-GlowTTS implementation and
checkpoints are open-source and it can be found at
https://github.com/Edresson/SC-GlowTTS.

4 YourTTS

According to (Tan et al., 2021), the quality of cur-
rent ZS-TTS models is not good enough, especially
for target speakers with speech characteristics very
different from those seen in training. Although
SC-GlowTTS has achieved SOTA results, the gap
between speakers seen in training and new ones is
still an open research question. Furthermore, ZS-
TTS still requires multi-speaker datasets, making
it difficult to obtain high-quality models in really
low-resource languages. Despite the promising re-
sults of SC-GlowTTS model using just 11 speakers,
generally limiting the number of speakers in train-
ing makes it even more difficult to generalize the
model to speakers with speech characteristics very
different from those seen in training.

For these reasons, in Casanova et al. (2022b), we
proposed YourTTS model. We explored the use of
a multilingual approach, taking advantage of the
number of speakers available in a language with
many resources available (e.g. English) to help the
convergence of the model in a low-resource lan-
guage. YourTTS was trained with 1249 speakers
in English from VCTK? and LibriTTS datasets, 5
speakers in French (Solak, 2019), and a single male
speaker in Portuguese (Casanova et al., 2022a).
YourTTS achieved SOTA results in ZS-TTS and
results comparable to SOTA in zero-shot voice con-
version in English. Additionally, our approach
achieves promising results in the Portuguese lan-
guage using only a single-speaker dataset, opening
possibilities for ZS-TTS and zero-shot voice con-
version systems in low-resource languages. Even
more, the YourTTS model was able to produce
female voices in Portuguese even though it was
not trained with female voices in this language.
To address the voice similarity gap for speakers
who have voice or recording conditions that differ
greatly from those seen in training we proposed a

“https://datashare.ed.ac.uk/handle/10283/3443

fine-tuning approach. We showed that it is possi-
ble to fine-tune the YourTTS model with less than
1 minute of speech and improved a lot the voice
similarity for these speakers, in this way solving
the gap. An interesting application for fine-tuning
is for patients who have voice problems, such as
aphonia and dysphonia, which in some cases can
cause total loss of voice. YourTTS can be applied
to improving the well-being of these patients, al-
lowing ““as far as possible" to preserve and recover
their voices digitally.

Since its publication, YourTTS has been referred
to as SOTA in the literature and it has been used
as a baseline for several papers in the TTS (Wang
et al., 2023; Le et al., 2023; Jiang et al., 2023; Liu
et al., 2023) and voice conversion (Li et al., 2023a;
Hussain et al., 2023; Li et al., 2023b,c¢) field.

5 ASR data augmentation in low-resource

In Casanova et al. (2023), we proposed a novel ap-
proach for ASR data augmentation. Our approach
is based on cross-lingual multi-speaker TTS and
cross-lingual voice conversion and it uses YourTTS
model. Through extensive experiments, we showed
that our approach permits the application of TTS
and voice conversion to improve ASR systems us-
ing only one target-language speaker during the
TTS model training. We also managed to close
the gap between ASR models trained with syn-
thesized versus human speech compared to other
works that use many speakers. Finally, we showed
that it is possible to obtain promising ASR training
results with our data augmentation approach using
only a single real speaker in two target languages.
Figure 1 shows a full ASR data augmentation dia-
gram pipeline using only a single real speaker in
the target languages. The ASR model trained only
with one real speaker using human and augmented
data reached a Word Error Rate of 33.96% and
36.59%, respectively, for the test set of the Com-
mon Voice dataset in Portuguese and Russian. In
this way, our approach makes possible the training
of a competitive ASR system in a target language
using only approximately 10 hours of speech from
a single speaker. This advance can help to pre-
serve almost extinct languages that have a small
number of speakers available like indigenous lan-
guages. Currently, we are working together with
the PROINDL? challenge team of the Center for Ar-
tificial Intelligence IBM/Fapesp on the application

3https://c4ai.inova.usp.br/pt/pesquisas/#HPROINDL _port
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of this approach in Brazilian indigenous languages
that have few or even only one single-speaker data
available.
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Figure 1: ASR data augmentation diagram pipeline,
adopted from (Casanova et al., 2023)
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6 Conclusions and Future Work

The main goal of this Ph.D. research was to pro-
pose an approach for training a ZS-TTS model in
languages where just a small number of speakers
are available to make the use of TTS applied to the
ASR task viable. The main goal of this research
was achieved after a series of studies. We also
showed that it is possible to overcome the limita-
tion and obtain a ZS-TTS system in languages for
which the number of available speakers tends to
one, confirming our hypothesis and answering our
research question.

To make our main goal possible we needed to
contribute to TTS and voice conversion fields by
creating data resources (Section 2) and proposing
new SOTA models (Sections 3 and 4). We also
needed to propose a novel data augmentation ap-
proach for ASR, contributing directly to this field
(Section 5). In addition, during this Ph.D., we also
made other contributions in these fields and also in
other speech fields that are not fully correlated to
the thesis’s main goal.

In Candido Junior et al. (2022), we contribute
to the ASR field via the creation and release of a
large Brazilian Portuguese dataset, called CORAA
ASR. CORAA ASR is composed of 290.77 hours
of spontaneous and prepared speech.

In Casanova et al. (2021b), we proposed a new
method for speaker verification systems training,
called Speech2Phone. Speech2Phone achieved re-

sults near the SOTA using almost 500 times less
data during training.

During the COVID-19 pandemic, we partici-
pated in the SPIRA project, working on identifying
respiratory failure through speech collected from
COVID-19 patients (Casanova et al., 2021c). In
the project, we developed a solid base of speech
studies as a biomarker, thus allowing the faster
development of identifiers through speech in fu-
ture pandemics. Additionally, in Casanova et al.
(2021a), we won the COMPARE (Schuller et al.,
2021) COVID-19 identification through cough chal-
lenge that was organized at INTERSPEECH 2021.

Given that, this Ph.D. thesis had important contri-
butions in the TTS, voice conversion, ASR, speaker
verification, and illness identification fields. It also
had a social impact because the methods developed
in this thesis can be used as a tool to help preserve
near-extinct languages and also to improve or cre-
ate TTS, voice conversion, and ASR systems in all
low-resource languages.

6.1 Publications

Table 1 presents in chronological order all the pa-
pers published during this Ph.D. research.
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