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Abstract

The Association for Computing Machinery
(ACM) considers an experiment reproducible
when a different and independent group ob-
tains the same result using the artifacts from
the author’s investigation. Reproducibility is an
increasing concern in the scientific community.
Several attempts have been made to mitigate
the reproducibility crisis, such as calls, chairs’
blogs, special themes, and shared tasks. In
this paper, we present a reproducibility analy-
sis in the Portuguese computation processing
conferences. We analyzed sixty-five papers
from the STIL and PROPOR conferences and
found that only eight were reproducible. The
non-reproducible papers were due to the lack
of complete documentation, broken links, and
the available source code not working. To im-
prove the reproducibility at these conferences,
we suggest a reproducibility review process
and an award category for the best reproducible
papers.

1 Introduction

In an era marked by an unprecedented surge in
data generation and computational capabilities, Ar-
tificial Intelligence (AI) has emerged as a trans-
formative force, reshaping industries, economies,
and the very fabric of society itself. The pervasive
influence of AI technologies is evident in diverse
domains, ranging from healthcare (Huang et al.,
2020) and finance (Cohen, 2022) to autonomous
vehicles (Gandhi et al., 2019) and personalized
digital assistants (Campagna et al., 2019). In the
scientific community, machine learning, a subset
of AI, has proven invaluable for analyzing complex
data, making predictions, and extracting meaning-
ful insights. As researchers harness the potential of
machine learning to unravel intricate problems, the
demand for reproducible and transparent research
practices becomes increasingly pronounced1.

1https://crfm.stanford.edu/fmti/

This paper delves into a critical facet of contem-
porary scientific inquiry, which is the reproducibil-
ity of research. A brief questionnaire on repro-
ducibility with 1,576 researchers administered by
Nature’s Survey revealed that 70% of researchers
have tried and failed to reproduce another scien-
tist’s experiments. Also, more than half have been
unable to reproduce their own experiments. This
problem has been called the “reproducibility cri-
sis” (Baker, 2016).

There are some definitions of reproducibil-
ity (Belz, 2022). For example, the Association
for Computing Machinery (ACM)2 considers an
experiment reproducible when a different and in-
dependent group obtains the same result using the
artifacts from the author’s investigation. The In-
ternational Vocabulary of Metrology (VIM)3 de-
fines reproducibility as a measurement precision
under reproducibility conditions of measurement.
These conditions must be known and recorded and
include but are not limited to the source code, hy-
perparameters, dependencies, and runtime environ-
ment. However, this is complicated by the field’s
recent reliance on deep learning models that are
challenging to interpret, have billions of hyperpa-
rameters, and are highly sensitive to small changes
in architecture and environment. These distinc-
tive characteristics hinder reproducibility, as do the
substantial computing resources often required for
replication (Hutson, 2018; Abaho et al., 2021).

Faced with this challenge, there were workshops
and checklist initiatives, tutorials (Lucic et al.,
2022), conferences promoting reproducibility via
calls, chairs’ blogs, and special themes, and the first
shared tasks, including REPROLANG’20 (Branco
et al., 2020) and ReproGen’22 (Belz et al., 2022).
These initiatives emerged as a need to improve

2https://www.acm.org/
publications/policies/
artifact-review-and-badging-current

3https://www.bipm.org/documents/20126/
2071204/JCGM_200_2012.pdf
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reproducibility in machine learning and computa-
tional linguistics studies. Moreover, Wieling et al.
(2018) have shown that the median citation count
for studies with working links to the source code is
higher.

In this context, this paper aims to investigate
reproducibility in research at conferences with a
focus on Portuguese Computational Processing.
To achieve this objective, we analyzed and tested
a series of works published at two major events
in the Portuguese language area: the Symposium
on Information Technology and Human Language
(STIL) and the International Conference on Com-
putational Processing of the Portuguese Language
(PROPOR). The first is the main event supported
and organized by the Special Committee on Natural
Language Processing of the Brazilian Computing
Society (SBC)4. PROPOR is the main conference
in the area of Computational Processing of Por-
tuguese. More specifically, PROPOR is held ev-
ery two years, alternating between Portugal and
Brazil5,6.

We analyzed sixty-five papers, and only eight
(12%) were reproducible. This result indicates
the need to define strategies to improve the repro-
ducibility of these conferences. Most of the non-
reproducible papers were due to the lack of clear
documentation indicating the steps to be followed
and broken links, i.e., links no longer available,
demonstrating a lack of maintenance of the arti-
facts produced in the scientific research.

The rest of this paper is organized as follows.
Section 2 briefly presents related works. In Sec-
tion 3, we outline the approach to attempt to re-
produce scientific papers. Section 4 details our
analysis and results, highlighting the main findings.
Finally, in Section 5, we conclude the paper and
propose future work.

2 Related Work

The task of reproducibility often involves attempt-
ing to achieve results close enough to the ones
reported in the paper with little or no reliance on
the released software artifacts, if available.

Raff (2019) attempted to quantify the repro-
ducibility ratio of 255 papers published at NeurIPS

4https://sites.google.com/view/ce-pln/
eventos/stil

5https://sites.google.com/view/ce-pln/
eventos/propor

6Coincidently, this year, PROPOR, which will be held in
Galicia, will be the first exception.

from 1984 to 2017. The author selected different
thresholds for a minimally acceptable error for algo-
rithmic and empirical claims, ultimately reporting
a 63% reproducibility ratio.

Wieling et al. (2018) surveyed 395 papers pre-
sented at the Association Computational Linguis-
tics (ACL) 2011 and 2016 conferences and identi-
fied whether links to data and code were provided.
Then, they attempted to reproduce the results of
ten papers using the provided code and data. They
ultimately found results close to those reported in
six papers.

Arvan et al. (2022) investigated trends in source
code availability at computational linguistics con-
ferences, especially those that promote repro-
ducibility. The study analyzed eight papers from
the Empirical Methods in Natural Language Pro-
cessing (EMNLP) 2021 conference. The authors
found that source code releases leave much to be
desired. They suggest all conferences require self-
contained artifacts and provide a venue to evaluate
such artifacts at the time of publication, including
small-scale experiments and explicit scripts to gen-
erate each result to improve the reproducibility of
their work.

Storks et al. (2023) conducted a study with 93
students in an introductory Natural Language Pro-
cessing (NLP) course, where students reproduced
the results of recent NLP papers. The authors found
that programming skills and comprehension of the
students’ research papers had a limited impact on
their time completing the exercise. The authors
also found accessibility efforts by research authors
to be the key to success, including complete docu-
mentation, better coding practice, and easier access
to data files. Finally, the authors recommended
that NLP researchers pay close attention to these
simple aspects of open-sourcing their work and
use insights from beginners’ feedback to provide
actionable ideas on supporting them better.

Magnusson et al. (2023) provide the first analy-
sis of the Reproducibility Checklist created in 2020
by examining 10,405 anonymous responses. Af-
ter the Checklist’s introduction, the authors found
evidence of an increase in the reporting of infor-
mation on efficiency, validation performance, sum-
mary statistics, and hyperparameters. They found
that the 44% of submissions that gather new data
are 5% less likely to be accepted than those that
did not; the average reviewer-rated reproducibility
of these submissions is also 2% lower relative to
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the rest. Finally, the authors found that only 46%
of submissions claim to open-source their code,
though submissions that do have an 8% higher re-
producibility score relative to those that do not, the
most for any item.

Our paper is in the same direction as Arvan et al.
(2022). However, we are interested in Portuguese
conferences such as STIL and PROPOR to inves-
tigate if the scientific papers published at these
avenues are reproducible.

In what follows, we present our methodology to
investigate reproducibility.

3 Methodology

Aiming to investigate reproducibility in scientific
papers from Portuguese conferences, we organized
our methodology in three steps.

1. Get the latest published papers at the STIL
and PROPOR conferences.

We chose these conferences because STIL
and PROPOR focus on the computational pro-
cessing of Portuguese, with the former being
one of the main events for the Brazilian Por-
tuguese language, while the latter is the main
event in the area. Also, we chose the latest
published papers to avoid problems with old
programming languages and their dependen-
cies and libraries.

2. Extract source code and data from these pa-
pers.

3. Attempt reproducing the reported results in
the papers from the available source code and
data.

Since deep learning models have thousands
of parameters, presenting them in a scientific
paper is difficult due to page limitations. Thus,
we tried to reproduce only papers that made
data and source code available.

We adopt that methodology with the intention
of answering the following research question. Are
the NLP papers with a focus on the Portuguese
language reproducible?

In the following section, we detail our analysis
and results.

4 Analysis and Results

Firstly, we gathered some papers from the latest
published papers from the STIL and PROPOR con-
ferences. As shown in Table 1, we got 57 papers

from STIL and 80 from PROPOR. The published
papers in STIL are publicly available at the SOL
SBC7. PROPOR conference papers are available at
Springer8.

Conference Period Number
STIL 2019 - 2021 57

PROPOR 2020 - 2022 80

Table 1: Gathered papers from STIL and PROPOR.

Next, we automatically parsed these papers (and
manually checked them) to extract the URLs of the
source code and data. As we can see in Table 2, 17
(30%) and 48 (60%) papers from STIL and PRO-
POR, respectively, have links to code repositories.
It is important to say that all of these papers present
a strategy for dealing with an NLP task, presenting
experiments and results on the developed method.
Thus, we believe that it is important for authors
to make the data and source code of their strategy
available.

Conference Period Number
STIL 2019 - 2021 17 (30%)

PROPOR 2020 - 2022 48 (60%)

Table 2: The number of papers with links to code repos-
itories.

After extracting the links from the papers to code
repositories, we began reproducibility evaluations
by reading the papers. If there were instructions ex-
plaining the developed method, we followed them
and recorded information about the process and the
individual results of each evaluation. We did not
allocate limited time and computational resources
to each paper. We reported whether we were able
to reproduce the experiments of the paper or not.
We stopped trying to reproduce the results when
some resource was missing or the source code had
errors that were too difficult to fix.

After evaluating the reproducibility of the 40
works mentioned above, we found that 57 (88%)
could not be reproduced. In only 8 (12%) cases, we
can reproduce the results reported by the authors,
6 from PROPOR, and 2 from STIL, as shown in
Table 3.

Of the 57 works submitted for analysis, we

7https://sol.sbc.org.br/index.php/
stil/issue/archive

8https://link.springer.com/conference/
propor
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Number Reproducible Non-reproducible
65 8 (12%) 57 (88%)

Table 3: Relationship between reproducible and non-
reproducible works.

excluded 22 of them, as they fell into the “non-
reproducible nature”(NRN) category. These works,
generally related to comparisons, presentation of
tools, or construction of corpora, did not fit the re-
search profile that could be easily downloaded and
reproduced. After this exclusion, a more in-depth
analysis of the remaining 35 works was carried out,
aiming to identify trends and obtain insights that
could improve their reproducibility.

During the analysis of the remaining 35 works,
we identified and labeled them as follows:

• 13 of them were NDOC (No documentation),
that is, the documentation provided was in-
sufficient or non-existent, not offering clear
guidance for executing the code. Despite sev-
eral attempts to execute the code, we can not
execute them.

• 3 of them were NDEP (No dependencies).
The inability to reproduce the results was re-
lated to the lack of dependencies or availabil-
ity of the necessary corpus, which was not
made available in the code repository or in
another repository. In some cases, it was nec-
essary to request the corpus from the authors,
and even then, we could not reproduce the
results. It is important to mention that we can
not execute the code.

• 12 of them were BLINK (Broken link). The
link to the source code repository was broken,
i.e., it was not publicly available, making it
more difficult to reproduce the results.

• 7 of them were ALLREQ (All requirements).
Although the source code has documentation
and requirements to execute it, reproducing
the results proved unfeasible due to problems
in the source code. That is, the available
source code was not working.

Number NRN NDOC NDEP BLINK ALLREQ
57 22(39%) 13(23%) 3(5%) 12(21%) 7(12%)

Table 4: Results of analysis of non-reproducible papers.

From this analysis, we have learned that only
making the source code available does not guaran-
tee that the reported results will be reproducible. It
is necessary to have clear documentation showing
the steps to be followed to execute the source code.
Even with the documentation and requirements,
some papers were not reproducible. We believe
the authors provided an old source code version
for these cases. Thus, testing and maintaining the
source code updated is also necessary.

Despite analyzing recently published papers, we
had problems with programming language depen-
dencies and broken links. We are aware that experi-
enced authors have little time to test the source code
and verify if all the links work. As a suggestion,
we also have learned that a solution for these cases
is to use containers (e.g., Docker9), i.e., a structure
that includes all dependencies and libraries nec-
essary to execute the source code, avoiding such
problems.

We believe that this result indicates the need to
promote the reproducibility of these conferences.
Moreover, the small number of reproducible papers
may raise a question. Should a non-reproducible
paper be rejected? We leave this question for future
research.

An alternative for improving reproducibility is
to adopt checklists for the submitted papers and
request the source code at the time of submission.
Therefore, we suggest a review focused on repro-
ducibility, which young researchers could organize.

5 Final Remarks

This paper presented a reproducibility analysis in
the Portuguese computational processing confer-
ences. We investigated sixty-five papers from the
STIL and PROPOR conferences, which are the
main events focused on Portuguese language pro-
cessing. In our analysis, we found that only eight
papers were reproducible. Most non-reproducible
papers were due to the lack of complete documen-
tation, broken links, and problems in the source
code. This result indicates the need to promote
the reproducibility of these conferences and define
strategies to improve them.

For future work, we intend to investigate the
impact of non-reproducible papers in the scientific
community.

9https://www.docker.com/
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