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Abstract

CorpusNÓS is a massive Galician corpus made
up of 2.1B words primarily devised for training
large language models. The corpus sources are
varied and represent a relatively wide range of
genres. CorpusNÓS is, to the best of our knowl-
edge, the largest collection of openly available
Galician texts. This resource was created under
the auspices of the Nós Project, and emerges as
a fundamental prerequisite for developing lan-
guage technologies in the era of deep learning.

1 Introduction

This work presents CorpusNÓS, a massive Gali-
cian corpus made up of 13.95GB of text (2.1B
words) primarily devised for training large lan-
guage models (LLMs). It represents, to the best
of our knowledge, the largest collection of Gali-
cian texts openly available to date. This resource
was created under the auspices of the Nós Project,
and emerges as a fundamental prerequisite for de-
veloping language technologies in Galician in the
era of deep learning. The corpus is divided into
two subcorpus depending on how the texts were
obtained (either via transfer agreement from the
text owners or from publicly available sources).
CorpusNÓS, as well as the cleaning pipeline de-
veloped to process the texts, is made available via
the project’s official GitHub repository: https:
//github.com/proxectonos/corpora.

The paper is structured as follows: by way of
introduction, we present The Nós Project (section
1.1) and provide some notes on Galician LLMs that
help situate the present contribution (section 1.2).
The bulk of the work is concentrated in section
2, which presents the corpus structure, statistics,
and a detailed description of the data sources. The
processing and cleaning strategies are described
in section 3. To conclude, section 4 discusses the
applications of the resource and the future work we
plan to carry out.

1.1 The Nós Project

The Nós Project (Proxecto Nós) is an initiative
by the Universidade de Santiago de Compostela
aimed at providing Galician with openly licensed
resources and tools in the area of language tech-
nologies. Galician is a low-resource Romance lan-
guage with around 2M speakers and very weak
technological support (Sánchez and Mateo, 2022;
García and de Dios-Flores, 2023). The project has
been set up to address key challenges in several
NLP areas (see de Dios-Flores et al. (2022) for
further details), and has two cross-cutting objec-
tives: (i) the compilation of high-quality linguistic
resources, and (ii) the training of large language
models. It is against this backdrop that we have
compiled the resource reported here, which is a
necessary step towards training state-of-the-art au-
toregressive and autoencoding LLMs -an endeavor
that is already in progress.

1.2 Galician LLMs in context

Training LLMs using state-of-the-art architectures
presents a critical challenge for low-resource lan-
guages, as they require the availability of huge
amounts of text. This was already true a few years
ago upon the publication of the first BERT model
(Devlin et al., 2019), which was trained on 3.3B
words of English text (notably, not so far from the
size of the corpus presented here). Yet, further
architectural developments, and particularly gener-
ative models, have become even much more data-
hungry, as illustrated by GPT3 (Brown et al., 2020),
which was trained on 181B words of English text.1

Several multilingual models have included Gali-
cian texts in their training data by making use of
massive crawled corpus, although this inclusion is
mostly anecdotal (and sometimes difficult to esti-
mate). For instance, multilingual BERT (Devlin

1https://github.com/openai/gpt-3/blob/
master/dataset_statistics/languages_by_
word_count.csv
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et al., 2019), trained on 104 languages using the
largest Wikipedias, included roughly 40M words of
Galician text, and GPT3, trained on 118 languages
(including programming ones) using a version of
the C4 corpus, included 6M words of Galician
text. Yet, to our knowledge, there was no available
model with a performance in Galician that was at
least somehow comparable to that of moderately-
resourced languages until the release of Galician
BERT (small and base) by Garcia (2021)2, trained
on a corpus of 550M words, which included the
Galician Wikipedia plus a variety of web contents
crawled by the authors - which are published for
the first time as part of CorpusNÓS. In this context,
CorpusNÓS represents a very noticeable improve-
ment with respect to the data available thus far for
LMM training, and it is paving the way for the
creation of better models.

2 Corpus structure, statistics, and data
sources

CorpusNÓS is a collection of many heterogeneous
sources comprising 2.1B words and 9.7M docu-
ments. The corpus sources are varied and represent
a relatively wide range of genres. It is published in
plain text, and divided into different files for each
of the sources. Within each file, the documents (e.g.
different books, pieces of news, etc.) are separated
by two line breaks. The materials are published
under the CC BY 4.0 license, except for already
published materials, which are released under their
original license. The corpus is released in a par-
tially deduplicated version to enable the use of the
separate files for different purposes (see section 4
for details). Table 1 presents the structure of the
corpus, the data sources grouped by genre, and size
statistics. Importantly, the corpus is organized in
two subcorpus containing data obtained via differ-
ent processes. These are described in detail in the
next sections.

2.1 Data obtained via a transfer agreement

Since the launch of the Nós Project, great efforts
have been made to engage cultural agents, institu-
tions, associations, and companies from the Gali-
cian society to generously donate their textual pro-
duction to enable our language modeling enterprise.
This is an ongoing initiative that has been carried

2It should be noted that it was preceded by the release of
Bertinho by Vilares et al. (2021), trained on 45M words from
Wikipedia.

out with the support of a legal team to ensure all
guarantees in terms of copyright. The data obtained
via transfer agreement total up to over 400M words
and represent roughly 19% of CorpusNÓS. Despite
being the smallest subcorpus, it is the collection
with the highest quality in terms of language and
curation. The texts included have been produced by
professionals who can be attributed with a high na-
tive language competence (e.g. journalists, writers,
civil servants, etc.). Furthermore, the vast majority
of the documents included in this section have been
obtained in markup languages which allowed us to
extract clean plain text. Some PDFs have been in-
cluded after a thorough processing (see section 3).
The data sources in this subcorpus are organized
by genres, as described in the next subsections.

2.1.1 Books
This collection contains 104 books originally writ-
ten in other languages and translated into Galician
by professional translators. These include 10 fic-
tion novels donated by the publishing house Hugin
& Munin, 51 fiction novels donated by the publish-
ing house Urco, and 43 books that make up the
collection Classics of universal thinking released
by Universidade de Santiago de Compostela, which
contains translations of works of scientific or hu-
manistic thought.

2.1.2 Research articles
This collection contains 664 research articles origi-
nally written in Galician and published in different
journals managed by the Universidade de Com-
postela’s publishing services. Although the topics
are varied, most articles belong to the fields of
social sciences and humanities (e.g. linguistics,
economy, and sociology).

2.1.3 Press
This collection contains 223.133 pieces of news
that comprise the entire archive of several general
and specialized online journals (Nós Diario, Praza
Pública, Código Cero, Tempos Novos, and Que
Pasa na Costa) up to 2022. Additionally, we have
included the newscast ladders from the Galician
public TV channel (CRTVG) between 2019 and
2022.

2.1.4 Governmental
This collection contains 654.505 documents ex-
tracted from three sources: (i) the Official Gazette
of Galicia between 2000 and 2023, (ii) the Official
Gazette of Coruña’s Provincial Council between



Subcorpus Genre Nº tokens Nº documents

1. Data obtained via transfer agreement

Books 7.255.784 104
Research articles 2.665.351 664
Press 124.253.084 224.419
Governmental 245.897.880 654.505
Web contents 15.946.686 44.165
Encyclopedic 4.799.214 47.396

Subtotal 400.817.999 971.253

2. Public data

Press and blog 153.497.883 665.265
Encyclopedic 57.164.848 184.628
Web crawls 1.384.015.664 3.366.449
Translation corpora 133.726.004 4.745.799

Subtotal 1.728.404.399 8.777.514
Total 2.129.222.398 9.748.767

Table 1: Corpus statistics.

2009 and 2022, and (iii) the Galician Parliament’s
Journal of Sessions between 2015 and 2022. The
first two sources contain documents disclosing le-
gal regulations and other acts of the administration
(announcements, calls, competitions for public of-
fice, etc.). Galician Parliament’s Journal of Ses-
sions is a summary of the speeches and addresses
made in the parliamentary chambers.

2.1.5 Web contents
This collection contains 44.165 documents ex-
tracted from two types of online sites. On the one
hand, it contains the web repositories donated by
three cultural institutions (i.e. Consello da Cul-
tura, IGADI, and Editorial Galaxia) that share cul-
tural information online via their archives (e.g. re-
ports, news, etc.). On the other hand, it contains
the entire web repository of two institutional do-
mains: xuntal.gal by Xunta de Galicia, and
depo.gal by Deputación de Pontevedra.

2.1.6 Encyclopedic
This collection contains 47.396 entries of the Uni-
versal Galician Encyclopaedia, an encyclopedia
of reference of Galician culture which includes
universal themes contemplated from the Galician
perspective as well as Galician themes (e.g. per-
sonalities, architecture, geography, etc.).

2.2 Public data
This subcorpus, amounting to 81% of CorpusNÓS,
contains a variety of public data published or ex-
tracted by third parties, which were either not avail-
able in corpus usable format or which were avail-
able but with insufficient quality. Among other

sources, such as the Galician Wikipedia, it includes
our version of existing web crawls (e.g. mC4 or
OSCAR). Our goal was to produce cleaner versions
of these, since Galician is often intermingled with
Spanish (and other languages) in these datasets.
Despite containing less controlled or curated texts
(hence, with a language quality that is difficult to
estimate for some sources), these datasets represent
a fundamental resource without which it would not
be possible to train large architectures. They are
described in the following two subsections.

2.2.1 Press and blog

This collection contains 665.265 pieces of news
and blog entries discontinuously crawled from pub-
licly available sources between the years 2009 and
2020 which were used to train the state-of-the-art
BERT models for Galician (Garcia, 2021). They
include data from the Blogomillo blogsphere, and
Galician press, including extinct newspapers (e.g.
Vieiros). These texts had not been made public un-
til now, as they have been donated by the model
author to be included in CorpusNÓS. Critically, we
have removed those newspapers whose data have
been obtained via transfer agreement and are thus
included in the former subcorpus.

2.2.2 Encyclopedic

This collection contains a clean dump of the
184.628 entries of the Galician Wikipedia available
up to mid-2023. It is shared under a CC-BY-SA 4.0
license following the original resource’s license.



2.2.3 Massive web crawls
This collection is composed of our clean version of
the Galician dataset from the mC4 Corpus released
by Xue et al. (2021) under an Apache 2.0 license,
and the Oscar Corpus published under a CC0 li-
cense (see Ortiz Suárez et al. (2019) for details).
Together, they amount to 3.366.449 documents af-
ter deduplication. The quality problems of these
resources, particularly for low-resource languages,
are well known in the machine learning community
(e.g. Kreutzer et al. (2022)), which is why we have
deemed it necessary to produce cleaner versions of
these datasets (see section 3 for details on cleaning
and deduplication, which are particularly relevant
for these two resources).

2.2.4 Translation corpora
This collection is composed of data extracted from
corpora originally devised for machine transla-
tion purposes. Specifically, we included the Gali-
cian texts from four corpora that contained docu-
ments rather than isolated sentences. These are:
(i) TED2020 (Reimers and Gurevych, 2020), con-
taining Ted talk transcriptions released under a CC
BY–NC–ND 4.0 license; (ii) OpenSubtitles (Lison
and Tiedemann, 2016), including TV and movie
subtitles, to which we added extra files from Open-
Subtitles not included in the original corpus; (iii)
Linux-GL, which includes data from Linux corpora
KDE and GNOME; and (iv) CC-Matrix (Schwenk
et al., 2021), a web-based collection of automati-
cally aligned texts pulled from the CommonCrawl.

3 Data processing and cleaning

The following procedures were designed to process
and clean the texts giving way to CorpusNÓS:3

Plain text extraction: data obtained via trans-
fer agreement were received in a variety of for-
mats. Plain text from XML and HTML files were
processed using the library BeautifulSoup
(Richardson, 2007). PDF files were clean and
deskewed using the library ocrmypdf. Then,
the main body of the text was selected using
pdfCropMargins and openCV in order to ex-
tract plain text using ocrmypdf.

Noise reduction: this was the central part of
the cleaning process and encompassed three steps.
First, encoding problems were solved by making

3All the scripts and documentation are available in https:
//github.com/proxectonos/corpora.

sure that all non-UTF8 characters, invalid or binary
characters, and odd symbols were not present in
the texts while preserving as many original charac-
ters as possible (e.g. other alphabets, mathemati-
cal symbols, currencies, etc.). This intricate task
was facilitated through the development of Python
scripts, leveraging the capabilities of the libraries
ftfy, unicodedata, re and emoji and com-
plemented by manually curated lists for special
characters and their equivalents. This process was
applied to all the files in the corpus. Second, and
most importantly, to get rid of noisy input (code,
lists, boilerplates, etc.) present in the web crawls,
we trained a Galician bigram model, which was in-
corporated in pyplexity, an unsupervised clean-
ing method based on perplexity Fernández-Pichel
et al. (2023). We adapted the original software by
implementing a document-based read of the input
so that the original documents were tagged with a
perplexity score. To adjust the perplexity threshold,
three annotators revised several random files with
results ranging from the lowest perplexity score
to values up to 15.000. This analysis showed that
most noise appeared when increasing the threshold
beyond 2500. Hence. documents with higher per-
plexity values were deleted. Furthermore, due to
the varied nature of the data included in the pub-
lic data subcorpus (and particularly in the massive
web crawlers), it was crucial to incorporate a lan-
guage filter that could distinguish between Galician
and Spanish to delete texts exclusively in Spanish
or those containing small Galician fragments in-
side a mostly Spanish text. For this end, we used
Quelingua (Gamallo et al., 2016), a multilin-
gual n-gram based tool. We specifically tackled
the Spanish-Galician contrast because it was very
common to find Spanish in the Galician files of the
web crawls (e.g. bilingual web pages).

Deduplication: to facilitate the use of the individ-
ual files for different purposes, we are not publish-
ing the corpus in a fully deduplicated version. Only
the massive web crawls included in the public data
subcorpus (i.e. section 2.2.3) were deduplicated
to avoid the same web material entering the cor-
pus twice. This process was performed document
by document. To do so, the texts were normal-
ized by removing trailing spaces and collapsing
multiple spaces into a single space. Furthermore,
documents smaller than 15 tokens were removed
from the corpus. The resulting data was then fil-
tered by creating a hashmap that stored the final
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collection of unique documents. Additionally, we
performed a full deduplication of the entire corpus
to investigate how much of the corpus was unique.
When doing so, its size is reduced by 183K words,
showing that 99.91% of the text is original.

Post-processing: all the resulting files from the
two subcopora were visually inspected, and several
regular expression patterns were created to elim-
inate or fix specific remaining noise, particularly
from the crawls (e.g. tabulations and white spaces,
punctuation issues, code, uncompleted tags, etc.).

4 Conclusions and future work

CorpusNÓS represents a substantial increase in the
textual material available for the training of LLMs
in Galician. Its division illustrates the two avenues
we have explored to gather the largest amount of
text possible within our reach. On the one hand,
those texts obtained via transfer agreement and pub-
lished for the first time in this resource constitute
a very valuable contribution, as their compilation
was underpinned by three important premises: the
legal dimension, as all the texts were donated by
their copyright owners to be included in this re-
source (considering the effort that this entails), the
quality dimension, as all the texts were written by
professionals who can be attributed with a high na-
tive language competence, and its heterogeneity of
genres, as we strived to gather texts that represented
as many domains as possible. On the other hand,
the texts that make up the public data subcorpus
had not been previously published in a thoroughly
cleaned corpus usable format, and represent a fun-
damental resource for LLM training.

It should be emphasized that the publication of
this resource is only a starting point, as the efforts
to increase CorpusNÓS will be sustained in time.
We plan to release future versions when additional
donated materials are received or when improved
versions of the data or cleaning pipeline are pro-
duced. All this will be found in the project’s official
repository.4

At the moment, CorpusNÓS is being used to
train a 1.3B GPT3 model and several small De-
BERTa models, and it will be used in the coming
months to produce different autoencoder and au-
toregressive (pre-trained and fine-tuned) models.
We hope that the release of this corpus also con-
tributes to placing the Galician language in a better

4https://github.com/proxectonos/corpora

position for any LLM initiative beyond the Nós
Project.
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