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Abstract

In this article, computational agent-based mod-
eling and simulation is used to evaluate the
linguist Matteo Bartoli’s areal norms regard-
ing the relationship between language change
and spatial features. To achieve this, a simple
modeling algorithm was developed to allow the
transmission of innovative linguistic elements
within a network based on European geographi-
cal data. The results obtained show differences
between propagation patterns of items originat-
ing from and reaching more connected, more
isolated and more peripheral regions. These
outcomes support Bartoli’s theory, including
regarding West Iberian languages (such as Por-
tuguese and Galician) and their sometimes ar-
chaizing tendencies.

1 Introduction

"Le romanisme est le domaine qui se préte le mieux
a illustrer les développements linguistiques, et celui
o les méthodes qui conviennent a [’histoire des
langues se laissent le mieux discuter"' (Meillet,
1923, p. 80)

The understanding that languages change has
been reported in linguistic tradition since the pri-
mary studies and first descriptions of languages.
Nowadays, the perception that languages change
in relation to time, space, and social classes is al-
most unanimous. This perception goes beyond the
awareness of linguists and is shared by most speak-
ers. However, the scope of language change in the
various linguistic theories diverges significantly.

In the 19th century, the neogrammarian school
was established by German linguists with the ob-
jective of proposing laws for explaining language
change (especially sound change). In their vision,

""The field of Romance studies is the one that best lends
itself to illustrating linguistic developments, and the one where
the methods appropriate to the history of languages are best
discussed".
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sound change would have regularity, following in-
fallible laws. The importance of the neogrammar-
ian school is indisputable for the consolidation of
structural linguistics.” However, even at the peak
of neogrammarian school development, not all lin-
guists agreed with the hypothesis of universal laws
for sound change, which disregard the impact of
any other variables on language change. An exam-
ple of a group of thinkers who opposed neogram-
marian thought is the neolinguistic school, founded
by the Italian linguist Matteo Bartoli (1873-1946).

The neolinguistic school, later also known as
spatial linguistics (linguistica spaziale), claims
that, contrary to the neogrammarian thought, lan-
guage change does not follow universal, infalli-
ble, abstract rules inherent to the linguistic sys-
tem. In Bartoli’s and his colleagues’ view, this
phenomenon is closely tied to sociogeographical
features and to concepts such as centrality, periph-
eralness and isolation.

1.1 Bartoli’s areal norms

In his two main works (Bartoli, 1925, 1945), Bar-
toli proposes five norms regarding the relationship
between language change and the geography of a
specific area. For all five norms, Bartoli provides
a series of examples and cases to illustrate the dis-
sected norm, and at each stage he presents coun-
terexamples to the proposed norms. This is a key
point of Bartoli’s theory that deserves emphasis:
unlike the neogrammarian view, which advocates
universal laws, Bartoli introduced norms that would
apply most of the time and could be adopted for
diachronic analyses — however, exceptions could
exist due to the specificities of the social and geo-
graphical context.

For a detailed explanation of the importance of neogram-
marian thinking for the constitution of the linguistic struc-
turalism found in the works of Saussure and Bloomfield, for
example, as well as the implications of these views for the

study of language change, please refer to the first chapter of
Weinreich et al. (1968).



The five norms proposed by Bartoli were briefly
summarized in the following topics by Manczak
(1988):

I The more isolated area usually preserves the
earlier stage.

II If one of two linguistic stages is found in pe-
ripheral areas and the other in a central area,
the stage occurring in the peripheral areas is
usually the earlier one.

IIT The larger area usually preserves the earlier
stage.

IV The earlier stage is usually preserved in the
later area.

V If one of two linguistic stages disappears or
becomes moribund and the other survives, the
stage that disappears is usually the earlier one.

In Bartoli’s proposal, there is extensive discus-
sion about the differentiation of Iberian languages,
including Portuguese, as opposed to other Ro-
mance languages. His five norms seem to explain,
through spatial linguistics, the reasons why, in
some cases, linguistic innovations never reached
the Iberian Peninsula, especially the Lusophone
area. As a consequence, the linguistic resources
used by the speakers of these languages and di-
alects can be more archaic: a lexical example is
the Portuguese verb comer, which comes from the
Latin comedere, a more archaic linguistic form. In
Latin itself, at a later time, another verbal form
emerged for the same meaning: manducare. This
innovative form led to verbs like mangiare in Italian
and manger in French. Areas geographically closer
to the center of this innovation® adopted the new
verbal form, as seen in Italian, French and Catalan
(menjar) — but also in Romanian (mdnca), in the
the easternmost limit of the Romance world. Mean-
while, the westernmost areas kept the archaic form,
as in Portuguese, Galician (comer), and Spanish
(comer), as represented through the map depicted
in Figure 1.

1.2 Agent-based modeling in linguistics

According to Seselja (2023), agent-based models
are "computational models that simulate the be-
havior of individual agents in order to study emer-
gent phenomena at the level of the community".
In agent-based modeling (ABM), each agent’s

*In the case of Romance languages, in their genesis and
initial development, central Italy can be considered an impor-
tant center of innovations due to Rome being the capital of the
Roman Empire, and a major population and prestige center.
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Figure 1: Part of present-day Romance language-
speaking Europe that use forms for the verb ‘to eat’ de-
rived from Latin manducare (red) and comedere (blue)

decision-making is carried out autonomously and
is implemented through simple computationally
defined rules. This approach allows for decentral-
ized local interactions among agents, as well as
interactions between agents and the environment
they are situated in. The advantage of this method-
ology is the ability to gradually and controllably
observe the emergence of complex phenomena at
the population level.

The use of this methodological approach in lin-
guistics has become increasingly common, espe-
cially in areas related to language dynamics,* such
as language change, language acquisition, areal
linguistics, evolutionary linguistics, and language
contact. In these fields, obtaining real linguistic
data can be challenging, and in some cases, it may
not provide all the necessary evidence to support
hypotheses.

For instance, if a new word emerges in the city of
Santiago de Compostela (approximately 100,000
inhabitants in 2021) and we want to study the
spread of this lexical item among speakers over
a short period of time, if we only have the option
to use real/concrete data, we would probably need
to conduct periodical interviews with a portion of
the city’s inhabitants and search for the new lex-
icon in the recordings. Apart from the immense
methodological challenges of data collection, tran-
scription, and storage, there are other issues: for

*For a definition of language dynamics, see Wichmann
(2008). For a general understanding of the view of language
as a complex adaptive system, please refer to Steels (2000),
Beckner et al. (2009) and de Oliveira (2018).



example, the analyzed word could be in the idiolect
(the individual linguistic repertoire) of a speaker,
but they might not have used it in that particular
recording. Furthermore, it would be difficult, if
not impossible, to make precise notes on whom
a particular speaker received such an innovation
from. All these problems are alleviated in ABM,
and through it we can make such observations —
albeit probabilistic, but allowing us, in many cases,
to gain insight into real-world phenomena.

The use of agent-based modeling in linguis-
tics began approximately in the 1990s, initially in
the study of phonetic or morphosyntactic changes.
However, in recent years, there has been a sig-
nificant increase in the use of this methodology
to explore broader aspects of language, such as
the emergence of communication, languages, and
grammatical systems related to evolutionary lin-
guistics. This includes investigating aspects of
compositionality and holophrase in early commu-
nication systems, as well as issues related to lan-
guage competition and language contact. Addi-
tionally, it encompasses more traditional aspects of
language change, like the spread of innovations and
the influence of speakers’ and listeners’ prestige.
Non-exhaustive examples of research that employ
agent-based modeling in linguistics include: Harri-
son et al. (2002); Castell6 et al. (2008); Troutman
et al. (2008); Ke et al. (2008); Fagyal et al. (2010);
Castell6 et al. (2013); Chirkova and Gong (2014);
Civico (2019); Dekker and De Boer (2020); Louf
et al. (2021); Charalambous et al. (2023); Rosillo-
Rodes et al. (2023).

1.3 Modeling Bartoli’s norms

For Albrecht (1996), "the tenets of neolinguistics
became well established in the historical and geo-
graphical approaches". Over the last century, since
the publication of Bartoli’s first work with his areal
theory, several case studies questioning and validat-
ing his hypotheses have been presented. Nonethe-
less, despite the various examples and observations
of Bartoli (all grounded in the Romance world,
especially in the differentiation among Romance
languages and dialects) and the numerous succes-
sors who tested his hypotheses in specific cases,
Bartoli’s norms still lack widespread empirical val-
idation.

The aim of this article is to revisit the first three
areal norms developed by Bartoli through com-
putational modeling, given the potential for the
computational implementation of geographical and

linguistic concepts. To achieve this, we have de-
veloped an agent-based modeling algorithm, and
to simulate the sociogeographical environment we
have used a network based on the spatial descrip-
tion of the European continent. It is worth adding
that modeling language change in Romance linguis-
tics through computational simulation could be fo-
cused on observing and analyzing the peculiarities
found in European varieties of majority Romance
languages, as well as in minority Romance vari-
eties (such as Mirandese and Astur-Leonese, for
example) and Atlantic and Pacific varieties (such
as Brazilian, African and Asian Portuguese). This
article emphasizes European varieties to establish
compatibility criteria with Bartoli’s results in his
works. However, ideally, Bartoli’s norms could be
observed in various geolinguistic contexts.

The results obtained through the simulations
show differences between propagation patterns of
items originating from and reaching more con-
nected, more isolated and more peripheral regions.
These outcomes support Bartoli’s theory, includ-
ing regarding West Iberian languages (such as Por-
tuguese and Galician) and their sometimes archaiz-
ing tendencies, which are discussed in Section 3.

The remainder of this article is organized as fol-
lows: in Section 2, the methodology for developing
the model and the fundamentals of the simulations
carried out are explained; in Section 3, the results
of the simulations are presented, and some issues
relating to specific cases in the Iberian Peninsula
are discussed; finally, Section 4 presents the conclu-
sions of the article, raising possibilities for future
work.

2 Methodology

To build a model of the transmission of linguis-
tic items, we relied on a map of the current re-
gions of the European Union.> With this goal, we
used a geojson file (an open standard format de-
signed to represent simple geographic features) of
the NUTS 1° classification (First-level Classifica-
tion of Territorial Units for Statistics), which is a
geocode standard created by the European Union
for referencing the administrative divisions of coun-

SIdeally, it would be better to have a computationally
tractable file with geographic data of Medieval Europe, but
we did not find such an option.

6ht’cps: //ec.europa.eu/eurostat/
web/gisco/geodata/reference-data/
administrative-units-statistical-units/nuts
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tries for statistical purposes.

All the procedures described in this study were
performed using the Python programming lan-
guage. Specifically, we utilized the libpysal
(Rey and Anselin, 2007), NetworkX (Hagberg et al.,
2008), and GeoPandas (Jordahl et al., 2020) pack-
ages for spatial network modeling, and pandas and
NumPy for quantitative analyses resulting from the
model. To transform the data from the geojson file
into a network, we employed the open code avail-
able in the NetworkX documentation.” Essentially,
it involves extracting centroids (the average of the
coordinates that define the polygon’s boundary) to
connect the regions and subsequently constructing
the graph based on the Queen model (where the
graph considers two polygons as connected if they
share a single point on their boundary).

Few modifications were made to the graph origi-
nally generated. In order to establish compatibility
with Bartoli’s theory, we excluded the Canary Is-
lands and the Portuguese archipelagos, as well as
Iceland. Additionally, the Italian and Greek islands,
along with Scandinavia and Britannia, were orig-
inally not connected to the rest of the European
continent, which would not allow the transmission
and propagation of linguistic forms to and from
these locations. Therefore, we introduced a link
between a node in these disconnected regions and
the nearest point on the European continent, ensur-
ing that the entire graph was interconnected and
enabling the potential transmission of items. The
resulting graph used in this study can be seen in
Figure 2.

Figure 2: Network used in the simulations, after the
described modifications. Nodes represent different lo-
cations (regions and cities), while edges represent a
connection between them

7https ://networkx.org/documentation/stable/
auto_examples/geospatial/plot_polygons.html

The algorithm developed to analyze the transmis-
sion of items can be described as follows. Initially,
we take all pairs of nodes that are connected by an
edge, and we will refer to these nodes as A and
B. Since verbal communication always involves
a two-way exchange, for each pair we consider
two interaction possibilities: A — B and B — A.
To provide transmission, we randomly generate
a probabilistic item ranging from O to 1. If the
generated number is greater than 0.9,% and if the
originating node has the innovative item while the
destination node does not, then transmission occurs.
If the originating node does not have the innovative
item or the destination node already has it, nothing
happens.

Initially, all nodes are set with the innovation
variable equal to 0, meaning that none of them
possesses the innovation.® At the start of each
simulation run, one node is set with the innovation
variable equal to 1, and from that point we can
observe how this innovation propagates through
the network. The origin of the innovation is one of
the variables that will be analyzed in the following
section, so being able to trace where the innovation
originates is a valuable addition to this study.

The graph used in the modeling has 120 nodes
and 254 edges. Each simulation consists of 100
rounds, and we ran the model 1,000 times for ro-
bust quantitative analyses. To analyze the centrality
of each node in the network, we opted to use the be-
tweenness centrality method. Currently, there are
several different mathematical options for calculat-
ing node centrality. We chose betweenness central-
ity because it is a way of detecting the amount of
influence that a node has over the flow of informa-
tion in a graph. For more information on different
centrality calculations in complex networks and a
more detailed description of betweenness centrality,
please refer to Golbeck (2015).

3 Results and discussion

Before presenting the quantitative data from the
1,000 simulation runs, we will first present the data
from just one run. Although these results lack em-
pirical strength, we believe that they serve as a
good introduction to understanding the results that
we will present next.

®Le., with a probability of 0.1.

°It is important to note that, in this study, this linguis-
tic form can be interpreted in various ways, such as a new
phoneme, idiomatic or syntactic construction, or even a new
lexical item.
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The first question we aim to address in this ar-
ticle is whether innovations originating from dif-
ferent positions in the network (consequently, with
different centralities) exhibit different patterns of
propagation at equal times. By investigating the
most and least central nodes in the network, we
decided to run the model with the innovation orig-
inating from a node near the Greek islands, one
of the most isolated locations on the graph (with
only one connection). Figure 3 shows that, in 100
rounds, the number of nodes that received the inno-
vation was low compared to the total, with only 37
receiving nodes. It is worth noting the significant
period during which no node received the innova-
tion, indicating that it stabilized in a few isolated
locations, particularly between rounds 0 and 60.
Therefore, we can infer that for the majority of the
simulation, the innovation remained restricted to
a few isolated locations and reacted with stability
under these conditions.

Number of cities receiving innovation frem the Greek islands
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Figure 3: Number of nodes (representing regions and
cities) that received an innovation from the Greek is-
lands (one of the most isolated locations on the graph)
after 100 rounds, in one simulation run

Bartoli’s theory is based on the comparison be-
tween two or more locations to establish concepts
such as center, isolation and periphery, for example.
One location will almost always be more central
in relation to another, but not necessarily the most
central in the network, as applied in our context.
Therefore, when we define a central, isolated, or
peripheral node in our analyses, we are defining it
within that specific context, meaning in comparison
to the other node we want to observe.

When we observe innovation originating from
Rome, or central Italy, a node more central com-

pared to the Greek islands, we can notice a dif-
ferent propagation rate. The trajectory depicted
in Figure 4 seems highly prototypical of the S-
curve definition present in sociolinguistic tradition
(Weinreich et al., 1968; Blythe and Croft, 2012).
According to this postulate, a new linguistic form
would initially be found in the idiolect of only a
few speakers and could progressively grow within
the population of a particular speech community.
If it succeeded in the process of diffusion and com-
petition with other forms, it could ultimately reach
the final stability of being present in the idiolect of
all or nearly all speakers in that speech community.
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Figure 4: Number of nodes (representing regions and
cities) that received an innovation from Rome (one of
the most central locations on the graph) after 100 rounds,
in one simulation run

In addition to the shape of the curve, another
important aspect deserves emphasis in this intro-
ductory analysis: the number of nodes affected.
Previously, we saw that only 37 nodes received
the innovation from the isolated location at the end
of the 100 rounds; now, on the other side, almost
all nodes received the innovation from the central
location.

Next, we will present the results of the analy-
sis with the model being run 1,000 times, which
means that we will be presenting the results of
100,000 rounds in total. As we can observe in
Table 1, innovations originating from a more cen-
tral node (in this analysis, Rome, with centrality =
0.06) have significantly greater and more consistent
reach across the entire network when compared to
innovations originating from a more isolated node
(in this analysis, the Greek islands, with centrality
< 0.01). In addition to the data recorded in the ta-



Region of origin 7 sd
Greek islands 41.27 30.971
Rome 107.48 9.252

Table 1: Mean number of receiving nodes (and standard
deviation) according to the innovation’s node (represent-
ing regions and cities) of origin

ble, another interesting result found is that when
innovation originates from the isolated location, in
none of the 1,000 runs did the innovation reach all
nodes of the graph. Instead, the maximum value
reached was 115 receiving nodes, occurring only
once. Conversely, there were multiple occurrences
of all nodes becoming recipients of the new form
when the innovation originated from the more cen-
tral location.

Another question that we can answer through our
data is in which round, on average, the innovation
reaches central and isolated locations when they
originate from other central and isolated locations.

To address this question, we selected five nodes
with low centrality (i.e., isolated) and five with high
centrality (i.e., central) and observed the results of
when innovations reached them in all 1,000 runs
of the model, depending on whether the innovation
originated from a more central or a more isolated
node.

As shown in Figure 5, when an innovation origi-
nates from a central location, other central locations
(average round in which central nodes receive in-
novations from other central nodes: p = 28.76,
sd = 16.706), disregarding graph distances, typ-
ically receive the innovation earlier compared to
isolated regions (= 63.64, sd = 24.120).

These data, along with the previous ones, seem
to provide evidence for the correctness of some
of Bartoli’s norms. When innovations arise from
central regions, if they manage to reach isolated
regions, they take much longer to establish them-
selves in those areas, meaning that these regions be-
come linguistically isolated. If we observe this state
over time, we will find that more archaic forms are
concentrated in isolated regions, while innovations
are used in more central areas, as stated in Bar-
toli’s first norm ("the more isolated area usually
preserves the earlier stage").

Conversely, when we observe the spread of items
originating from more isolated nodes, especially
in terms of which round the spread reaches more
central and more isolated nodes, we find that in-
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Figure 5: Round in which nodes (representing regions
and cities) receive innovations from a more central node

novations from isolated nodes take more rounds
to reach central nodes (1 = 76.39, sd = 15.918)
and also to reach other isolated nodes (u = 80.19,
sd = 14.562), with no significant difference be-
tween them, as demonstrated in Figure 6. Inno-
vations originating from isolated nodes face much
more difficulty in establishing themselves in the
entire graph, regardless of whether the recipients
are more central or more isolated. The fact that in-
novations originating from isolated regions rarely
achieve significant spread compared to innovations
originating from central regions seems to give evi-
dence for the demonstration of the third norm ("the
larger area usually preserves the earlier stage"), as
it suggests that innovations that emerge in isolated
locations tend not to be able to spread across multi-
ple locations, i.e., larger areas.
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Figure 6: Round in which nodes (representing regions
and cities) receive innovations from a more isolated
node



What seems to happen is that innovations that
arise from central areas have much greater ease of
stabilization and propagation initially in equally
central areas. However, after a certain amount of
time, if the transmission is progressive, the form
may also reach isolated zones, reaching a signifi-
cant number of regions in comparison to the total
across the rounds, potentially achieving the stage
of full realization in all sociolects, as would be the
ideal end for a new form on the S-curve. In contrast,
forms that originate from isolated areas face long
periods of stabilization in the sociolects of only
a few regions and may never be transmitted pro-
gressively. These forms require much more time
(measured through the number of rounds) to start
consistent transmission and rarely reach a high per-
centage of regions (we remember that in this study,
no form originating from the more isolated node
reached all the nodes). As seen, the few regions that
effectively received the innovative form received
it without any apparent significant distinction be-
tween being more central and more isolated.

3.1 Peripherality and the case of West Iberia

Bartoli’s second norm ("if one of two linguistic
stages is found in peripheral areas and the other in
a central area, the stage occurring in the peripheral
areas is usually the earlier one") pertains, for in-
stance, to areas like Portugal and Galicia, which
in this graph are not necessarily isolated. For ex-
ample, Portugal has three connections in our graph,
ensuring a certain flow with the rest of the Euro-
pean continent. Nonetheless, it is geographically
considered a peripheral area of the map, since the
node representing Portugal is located in the west-
ernmost point of the graph. According to Bartoli,
the more archaic linguistic form would more likely
be preserved in such a peripheral area. To explore
this, we will determine in which round, on average,
items from central and isolated regions reach the
node corresponding to the territory of Portugal in
our simulations.

Innovations originating from isolated regions
took more time to reach the peripheral area
(u = 91.09, sd = 6.561) — in this case, Portu-
gal — than other isolated regions. In the case of
innovations originating from central regions, we
observed similar results to those of innovations
coming from central regions reaching isolated ones
(= 56.17, sd = 17.173).

What our data seems to indicate is that the pe-
ripheral area indeed tends to keep the more archaic

linguistic form, as Bartoli postulated. Innovations
from central areas take over half of the simulation
run, on average, to reach the peripheral area, while
if the innovation comes from an isolated area, the
item only reaches the peripheral area on average
after the 90th round. Our data do not indicate a
significant difference to designate a hierarchy be-
tween the peripheral area rule (u = 56.17) and the
isolated area rule (u = 63.64). Certainly, if an area
is both isolated and peripheral, the innovative form
will face more difficulty in implementing itself in
that location, regardless of whether its origin is
central, isolated or peripheral.

Bartoli, and some of his readers over the years,
initially proposed a hierarchy among the norms. It
is not within the scope of this work to computa-
tionally model the hierarchy between the norms
in detail. However, through this analysis, we can
preliminarily suppose that there is no substantial
empirical evidence in our model to delineate a hi-
erarchy between the peripheral area norm and the
isolated area norm. Although the average value of
the isolated area has given a higher value, when we
analyze the difference between them, along with
the standard deviation values, we find that the dif-
ferences are not significant enough to support the
emergence of a hierarchy.

In any case, the peripheral area in our model-
ing — in the case examined here, Portugal — also
preserved the more archaic linguistic form on aver-
age for a longer period compared to central areas
and for a comparable time to purely isolated ar-
eas. These data support the explanation for the
distinction between other Romance languages and
the West Iberian languages, which maintain a num-
ber of earlier Latin traits in contrast to other Ro-
mance languages, retaining lexical, syntactic, and
stylistic/orthographic forms, which might be more
archaic due to geographical peripherality. The ex-
ample of the verb comer was given before for illus-
trative purposes, but many other examples can be
found in the literature on Romance linguistics (e.g.
(Lausberg, 1956)).

3.2 An explanation for the archaism present
in Mozarabic

Mozarabic was a set of Ibero-Romance varieties
that developed in Al-Andalus, the part of the me-
dieval Iberian Peninsula under Islamic control.
This set of varieties likely became extinct by the
end of the 14th century, being replaced by Andalusi
Arabic as the main spoken language in the Muslim-



controlled south, in addition to the Romance vari-
eties (especially Castilian) from the Christian king-
doms in the north that advanced southward during
the Reconquista.

The speakers of Mozarabic referred to their lan-
guage as ‘ladino’ due to the proximity of these lin-
guistic varieties to Late Latin. Currently, the term
‘ladino’ is exclusively attributed to Judeo-Spanish,
and the name ‘Mozarabic’ comes from the term
‘Mozarab’, which in Arabic means ‘Arabized’. This
term was used to refer to Christians in Al-Andalus.
As evidenced by Wright (1982), indeed, in terms
of phonology and morphology, Mozarabic is closer
to Latin than other Romance varieties. This aspect
even complicates its classification within this group
since the language lacks many of the typical pho-
netic evolutions of Ibero-Romance languages — for
example, the lenition of intervocalic consonants
/p, t, k/, as in the Mozarabic words lopa (Port. loba,
‘she-wolf”), toto (Port. todo, ‘everything’), and
formica (Port. formiga, ‘ant’). In other peninsular
Romance languages, changes occurred such as /p/
becoming /b/, /t/ becoming /d/, and /k/ becoming
/g/, but not in Mozarabic.

Initially, we can correlate Mozarabic with Bar-
toli’s fifth norm, which postulates that the vari-
ety that becomes extinct in favor of another is
usually the oldest. This is indeed confirmed in
the language competition between Mozarabic and
the other Iberian Romance varieties. However,
when we consider the medieval scenario of coex-
istence between Mozarabic, Andalusi Arabic, and
the emerging Romance varieties to the north, we
can leverage the results obtained in modeling to
explain the archaism of Mozarabic in contrast to
other Romance varieties, based on the concepts of
isolation and periphery.

The locations under Arabic rule and conse-
quently speaking Mozarabic can be considered pe-
ripheral due to their location on the Iberian Penin-
sula (increasingly restricted to the south due to the
Reconquista) and isolated due to linguistic, cul-
tural, and political barriers between them and the
Christian kingdoms to the north. Linguistic innova-
tions from other areas speaking Romance varieties
reached the northern Christian kingdoms and their
subsequent languages, including through cooper-
ation during the Reconquista, but never reached
Mozarabic. As seen in the simulations above, inno-
vations from isolated locations are extremely costly
to reach central and other isolated regions.

As discussed earlier, the establishment of the

concepts of center, isolation and periphery in Bar-
toli’s theory is always based on comparison. When
we consider Rome and the Iberian locations, we
see that Rome is a more central region, and Iberia
is a peripheral region. In comparison to Rome, the
regions speaking Mozarabic were also peripheral;
however, they were possibly more peripheral than
the regions under the dominion of the Christian
kingdoms, fixed to the north of the peninsula. This
is due to their proximity to regions in present-day
France, speaking Romance varieties, and also more
isolated due to the religious and political conflicts
during the Reconquista, hindering linguistic and
informational transmission between the conflict-
ing locations. Thus, as seen in the simulations,
the innovations present in the peripheral regions
of the rest of the Iberian Peninsula did not reach
the Mozarabic-speaking locations due to their ex-
tremely peripheral and isolated characteristics.

4 Conclusion

The objective of this study is to test the norms devel-
oped by the Italian linguist Matteo Bartoli regard-
ing the relationship between language change and
geographical space, for which we utilized a com-
putational methodology called agent-based model-
ing. Specifically, we analyzed the spread of innova-
tions among central, isolated and peripheral regions
and sought to correlate the findings in our model
with Bartoli’s theoretical propositions. Despite the
simplicity of the algorithm behind the model, we
observe how, through simple rules of agent inter-
action, a phenomenon emerges that is compatible
with the dynamics of languages in reality. As far
as we are concerned, this is the first study to pro-
pose an agent-based modeling for the analysis of
Bartoli’s areal norms.

To perform the simulation, we constructed an al-
gorithm based on a complex network of data from
contemporary European sociodemographical space.
The model developed appeared valid for testing
three of Bartoli’s five norms, which we were able
to confirm in the simulations. Bartoli, in his works,
provides examples of various cases in Romance
linguistics; however, computational modeling can
provide evidence for diverse cases with significant
quantitative robustness, as discussed throughout
this work. Bartoli believed in a hierarchy among
the norms; however, in this study, we did not find
significant empirical evidence to support such a hi-
erarchy. We believe that future studies with specific



modeling can be conducted to verify this hypothe-
sis, requiring specific and more detailed investiga-
tions.

One aspect briefly touched upon in this work,
which certainly plays a decisive role in Romance
linguistics, is language contact. Certainly, areal
and contact aspects are intertwined and mutually
influence each other, as we can observe typological
characteristics being transmitted areally through
physical contact between speakers of different lan-
guages. Contact with Slavic languages certainly
has its place in explaining the differentiation be-
tween Romanian and Moldavian compared to other
Romance languages. The same can be said about
Arabic influence on Portuguese, Celtic influence on
French, but also on diachronic movements and not
necessarily areal, such as the distinction between
Galician and Portuguese (in addition to the influ-
ence of the Celtic substrate on the Galician and
Astur-Leonese languages).

Future studies can be developed to verify the
other two norms, using similar algorithms and net-
works, but enriched with data on population demo-
graphics and area size, for example. Furthermore,
studies proposing an expansion of Bartoli’s norms
beyond Europe and the evolution of Romance lan-
guages can also be conducted, encompassing other
language families and areal zones, as well as mi-
nority Romance varieties, or other historical con-
texts of linguistic diversity and contact — such as
the Upper Rio Negro in the Brazilian Amazon and
Oceania, for example, where areal factors certainly
also play a fundamental role in linguistic distinc-
tion and change, but not exclusively (migration
aspects also influence). Enriching the transmission
algorithm can also be explored, taking into account
more variables, such as prestige and population
volatility, and not just purely geographical aspects
of centrality and the number of connections for the
transmission of information and linguistic items.
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