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Abstract

This work investigates the application of Natu-
ral Language Processing (NLP) in the legal con-
text for the Portuguese language, emphasizing
the importance of adapting pre-trained models,
such as RoBERTa, from specialized corpora
in the legal domain. We compiled and pre-
processed a Portuguese Legal corpus, LegalPT
corpus, addressing challenges of high docu-
ment duplication in legal corpora, and mea-
suring the impact of hyperparameters and em-
bedding initialization. Experiments revealed
that pre-training on legal and general data re-
sulted in more effective models for legal tasks,
with RoBERTaLexPT outperforming larger mo-
dels trained on generic corpora, and other legal
models from related works. We also aggre-
gated a legal benchmark, PortuLex benchmark.
This study contributes to improving NLP solu-
tions in the Brazilian legal context, providing
enhanced models, a specialized corpus, and a
benchmark dataset. For reproducibility, we will
make related code, data, and models available.

1 Introduction

Recent years have seen a significant focus on apply-
ing Natural Language Processing (NLP) techniques
in the legal field. This growing interest is driven by
advances in specialized NLP methods that can ef-
fectively handle the inherent complexities of legal
language (Zhong et al., 2020). Legal practitioners
and researchers deal with a substantial volume of
legal texts on a daily basis, including legislation,
jurisprudence, contracts, and petitions, all of which
are characterized by highly technical and special-
ized language. In response to these challenges,
the use of pre-trained language models1, such as
BERT (Devlin et al., 2019), adapted to meet the

∗Corresponding author
1For the purposes of this paper, we will refer to both Causal

Language Models and Masked Language Models as “language
models”, unless the distinction is made.

specific requirements of legal tasks, has emerged
as a promising approach.

Pre-trained language models, like BERT, have
demonstrated success in various NLP tasks (De-
vlin et al., 2019; Souza et al., 2020; Costa et al.,
2022), and research studies have shown that their
performance can be substantially improved when
they are pre-trained on domain-specific corpora,
such as legal (Chalkidis et al., 2020), biomedical
(Lee et al., 2020), or scientific texts (Beltagy et al.,
2019). This process, known as domain adaptation,
has gained prominence and has led to improved
performance in tasks within these specialized do-
mains. It is worth noting that much of the previous
work in domain adaptation for language models
has been limited to the exploration into the impact
of data selection on basic deduplication techniques
(Lee et al., 2022; Tirumala et al., 2023), due to
the universality of compute and data scaling laws
which give practitioners a low-risk way to reliably
improve language model performance by merely
adding “more” data, not necessarily “new” data.

In the context of the Portuguese language, recent
works have shown promise by training legal lan-
guage models specifically tailored to Portuguese
legal texts (Polo et al., 2021; Viegas et al., 2022).
However, these studies have primarily focused on
individual legal NLP tasks, making it challenging
to assess the true benefits of domain adaptation for
these models and to make meaningful comparisons
among them.

In light of these, our research seeks to address
these gaps, particularly within the Portuguese lan-
guage legal context. Thus, our contributions are
as follows: (i) Compiling the LegalPT Corpus2,
a Portuguese legal corpus by aggregating diverse
sources of up to 125GiB data, which has shown sig-
nificant performance improvement through dedupli-

2The LegalPT Corpus is available at https://github.
com/eduagarcia/roberta-legal-portuguese.

https://github.com/eduagarcia/roberta-legal-portuguese
https://github.com/eduagarcia/roberta-legal-portuguese


cation. (ii) Introducing the PortuLex benchmark, a
Portuguese Legal benchmark composed of Named
Entity Recognition (NER) and classification tasks.
(iii) Developing RoBERTaLexPT3 by pre-training
a RoBERTa (Liu et al., 2019) base architecture on
LegalPT and CrawlPT, outperforming prior Por-
tuguese legal models, even much larger models.

This paper is structured as follows. Section 2
provides an overview of related works related to
legal pre-trained models and techniques for corpus
deduplication. In Section 3, we introduce the cor-
pora employed in our pre-trained data and present
the PortuLex benchmark, comparing in terms of
deduplication rates. Section 4 presents the method
used for pretraining and fine-tuning. Section 5
comprises the discussions and concludes the work,
summarizing the findings, advantages, limitations,
contributions, and research opportunities.

2 Related Works

The acquisition of a massive amount of new data
is essential to achieve optimal performance in lan-
guage models. As a general rule, the more docu-
ments one can obtain, the better the models will
perform in NLP tasks (Kaplan et al., 2020a).

Empirical studies have consistently demon-
strated that the adaptation of Transformer encoder
models, such as BERT, to domain-specific corpora
(Chalkidis et al., 2020; Lee et al., 2020; Beltagy
et al., 2019) can result in substantial performance
improvements.

By pre-training from local legal texts, a model
can learn country-specific legal capabilities (Paul
et al., 2023). Works in languages such as Chi-
nese (Xiao et al., 2021), Italian (Licari and Co-
mandè, 2022), Romanian (Masala et al., 2021),
Spanish (Gutiérrez-Fandiño et al., 2021), Ara-
bic (AL-Qurishi et al., 2022) and French (Douka
et al., 2022) revealed that legal models outperform
general-domain counterparts by about 1-5%, par-
ticularly when their training data is closely aligned.

Legal language models in the Portuguese, such
as BERTikal (Viegas et al., 2022) and JurisBERT
(Viegas et al., 2022), have reported superior perfor-
mance in a specific legal task compared to BERTim-
bau (Souza et al., 2020), a generic Portuguese
language model. However, in another study by
Niklaus et al., 2023, training was conducted on
both multilingual and multiple monolingual legal

3The RoBERTaLexPT Model is available at https://
github.com/eduagarcia/roberta-legal-portuguese.

models, including Portuguese, with a substantial
amount of data. Despite this, the Portuguese mono-
lingual model failed to surpass BERTimbau’s per-
formance in multiple legal tasks.

It’s common practice for extensive text corpora,
such as MC4 (Xue et al., 2021), CC100 (Conneau
et al., 2020), and brWaC (Wagner et al., 2018),
to employ techniques that remove duplicate doc-
uments. This process aims to augment data qual-
ity and prevent unintended biases during machine
learning model training. However, among the sets
of the Portuguese legal corpus examined in this
study (Niklaus et al., 2023; Willian Sousa and
Fabro, 2019; Bonifacio et al., 2020), none indicate
the use of deduplication algorithms.

The work by Lee et al. (2022) demonstrates that
deduplicated datasets tend to improve the perfor-
mance of causal language models. Models trained
on datasets with duplication tendencies may mem-
orize the data, potentially leading to contamina-
tion between training and validation splits. We
hypothesize that this performance difference can
be observed in masked language models as well.

Our work is similar to Chalkidis et al. (2020);
Lee et al. (2020); Beltagy et al. (2019) in pretrain-
ing BERT models for the domain. We mainly fol-
low the model training guidelines from Liu et al.
(2019), apply text deduplication as described in
Lee et al. (2022), and focus on the Brazilian and
European Portuguese languages. By combining
contributions from each of these works, we aim to
fill the gaps in state-of-the-art Portuguese models
adapted to the legal domain. To the best of our
knowledge, our work is also the first to propose a
benchmark adapted to this domain.

3 Corpora

This work aims to acquire as much publicly avail-
able data as possible within the legal domain for
the Portuguese language. We compile two main
corpora for pre-training: LegalPT, a legal domain-
specific corpus, and CrawlPT, a general corpus
used for comparison. Additionally, we have cre-
ated the PortuLex benchmark, composed of a set
of legal supervised tasks designed to evaluate the
language models. In table 1, we summarize the
details of the corpora used in this study.

3.1 LegalPT corpus

The following legal texts are publicly available and
have been aggregated to create the corpus for pre-
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Corpus Domain Tokens (B) Size (GiB)
LegalPT Legal 22.5 125.1
brWaC General 2.7 16.3
CC100 (PT) General 8.4 49.1
OSCAR-2301 (PT) General 18.1 97.8

Table 1: Corpora sizes in terms of billions of tokens and
file size in GiB. CrawlPT composed by brWaC and the
Portuguese (PT) subsets of CC100 and OSCAR-2301.

training language models in this work, which we
refer to as the “LegalPT Corpus”.
MultiLegalPile (Niklaus et al., 2023) is a multi-
lingual corpus of legal texts comprising 689 GiB
of data, covering 24 languages in 17 jurisdictions.
The corpus is separated by language, and the sub-
set in Portuguese contains 92GiB of data, con-
taining 13.76 billion words. This subset includes
the jurisprudence of the Court of Justice of São
Paulo (CJPG), appeals from the 5th Regional Fed-
eral Court (Menezes-Neto and Clementino, 2022)
(BRCAD-5), the Portuguese subset of legal docu-
ments from the European Union, known as EUR-
Lex4, and a filter for legal documents from MC4
(Xue et al., 2021).
Ulysses-Tesemõ5 is a legal corpus in Brazilian Por-
tuguese, composed of 2.2 million documents, to-
taling about 26GiB of text obtained from 96 dif-
ferent data sources. These sources encompass le-
gal, legislative, academic papers, news, and related
comments. The data was collected through web
scraping of government websites.
ParlamentoPT is a corpus introduced by Ro-
drigues et al. (2023) for training language models
in European Portuguese. The data was collected
from the Portuguese government portal and con-
sists of 2.6 million documents of transcriptions of
debates in the Portuguese Parliament.
Iudicium Textum (Willian Sousa and Fabro, 2019)
consists of rulings, votes, and reports from the
Supreme Federal Court (STF) of Brazil, published
between 2010 and 2018. The dataset contains 1GiB
of data extracted from PDFs.
Acordãos TCU (Bonifacio et al., 2020)6 is an
open dataset from the Tribunal de Contas da União
(Brazilian Federal Court of Accounts), containing
600,000 documents obtained by web scraping gov-
ernment websites. The documents span from 1992

4
https://eur-lex.europa.eu/homepage.html

5
https:github.com/ulysses-camara/

ulysses-tesemo
6
https://www.kaggle.com/datasets/ferraz/

acordaos-tcu

to 2019.
DataSTF7 is a dataset of monocratic decisions
from the Superior Court of Justice (STJ) in Brazil,
containing 700,000 documents (5GiB of data).

3.2 CrawlPT corpus
In order to compare the impact of deduplication and
data size with other general Portuguese language
models, we also applied the same process to the
following Portuguese general corpora:
brWaC (Wagner et al., 2018) is a web corpus for
Brazilian Portuguese from 120,000 different web-
sites.
CC100 (Conneau et al., 2020) is a corpus created
for training the multilingual Transformer XLM-R.
The corpus contains two terabytes of cleaned data
from the January to December of 2018 snapshots
of the Common Crawl project 8 in 100 languages.
We use the Portuguese subset from CC-100, which
contains 49.1 GiB of text.
OSCAR-2301 (Abadji et al., 2022) is a mul-
tilingual corpus extracted from the Novem-
ber/December 2022 dump of Common Crawl. We
use the Portuguese subset from OSCAR-2301,
which contains 97.8 GiB of text.

We refer to the resulting dataset from these three
corpora as “CrawlPT,” a generic Portuguese corpus
extracted from various web pages.

3.3 PortuLex benchmark
Our research focuses on acquiring open super-
vised training data meticulously annotated by le-
gal experts. To maintain high benchmark quality,
we deliberately avoided automatically generated
datasets. In light of these efforts, we introduce the
"PortuLex" benchmark, a four-task benchmark de-
signed to evaluate the quality and performance of
language models in the Portuguese legal domain.
The composition of PortuLex is shown in Table 2.

Dataset Task Train Dev Test
RRI CLS 8.26k 1.05k 1.47k
LeNER-Br NER 7.83k 1.18k 1,39k
UlyssesNER-Br NER 3.28k 489 524
FGV-STF NER 415 60 119

Table 2: PortuLex benchmark – CLS refers to sentence
classification tasks and NER to tokens sequence classi-
fication tasks.

7
https://legalhackersnatal.wordpress.com/2019/

05/09/mais-dados-juridicos/
8
https://commoncrawl.org/about/
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Corpus Documents Docs. after deduplication Duplicates (%)
Ulysses-Tesemõ 2,216,656 1,737,720 21.61
MultiLegalPile (PT)

CJPG 14,068,634 6,260,096 55.50
BRCAD-5 3,128,292 542,680 82.65
EUR-Lex (Caselaw) 104,312 78,893 24.37
EUR-Lex (Contracts) 11,581 8,511 26.51
EUR-Lex (Legislation) 232,556 95,024 59.14
Legal MC4 191,174 187,637 1.85

ParlamentoPT 2,670,846 2,109,931 21.00
Iudicium Textum 198,387 153,373 22.69
Acordãos TCU 634,711 462,031 27.21
DataSTF 737,769 310,119 57.97
Total (LegalPT) 24,194,918 11,946,015 50.63

Table 3: Duplicate rate found by the Minhash-LSH algorithm (Lee et al., 2022) for the LegalPT corpus.

Corpus Documents Docs. after deduplication Duplicates (%)
brWaC 3,530,796 3,513,588 0.49
OSCAR-2301 (PT Subset) 18,031,400 10,888,966 39.61
CC100 (PT Subset) 38,999,388 38,059,979 2.41
Total (CrawlPT) 60,561,584 52,462,533 13.37

Table 4: Duplicate rate found by the Minhash-LSH algorithm for each subset composing the CrawlPT corpus.

LeNER-Br (Luz De Araujo et al., 2018) is the first
Named Entity Recognition (NER) corpus for the
legal domain in Brazilian Portuguese. It comprises
70 documents sourced from higher and state-level
courts, annotated with six entity classes: organi-
zation, person, time, location, legislation, and ju-
risprudence.

Rhetorical Role Identification (RRI) (Aragy
et al., 2021) is a dataset of rhetorical annotations
within the legal domain, focusing on sentences
extracted from judicial sentences from the Court
of Justice of Mato Grosso do Sul (Brazil). It en-
compasses 70 initial petitions, containing approx-
imately 10,000 manually labeled sentences. The
dataset defines eight rhetorical roles in alignment
with the Brazilian Civil Procedure Code, including
the identification of parties, facts, arguments, le-
gal foundation, jurisprudence, requests, case value,
and “others”.

FGV-STF (Correia et al., 2022) is a corpus of le-
gal documents for entity extraction. This corpus is
composed of 764 decisions from the Supreme Fed-
eral Court, manually selected by domain experts
between 2009 and 2018. The data is annotated
with varying levels of granularity, primarily focus-
ing on legal foundation. These classes encompass
precedents, academic citations, and legislative ref-
erences, with each category containing more spe-
cific subtypes of entities. We use only the main
four coarse-grained entities.

UlyssesNER-Br (Albuquerque et al., 2022) is a
corpus of Brazilian legislative documents for NER.
The corpus consists of bills and legislative queries
from the Chamber of Deputies of Brazil. The
dataset encompasses different granularity levels
(Coarse/Fine), with 18 entity types manually anno-
tated, and structured into 7 semantic classes.

4 Method

This section describes the method used in this work,
including details on model architecture, the train-
ing process, datasets, and evaluation. The general
training and evaluation method is summarized in
Figure 1.

Figure 1: Method flowchart enumerating the necessary
steps to pre-train a language model to evaluation on
tasks of the PortuLex Benchmark.

Following the approach of Lee et al. (2022), we
deduplicated all subsets of the LegalPT Corpus



using the MinHash algorithm (Broder, 2000) and
Locality Sensitive Hashing (Har-Peled et al., 2012)
to find clusters of duplicate documents. We used 5-
grams and a signature of size 256, considering two
documents to be identical if their Jaccard Similar-
ity exceeded 0.7. The results of the deduplication
process for the subsets of the LegalPT corpus can
be found in Table 3 and for CrawlPT in Table 4.

To ensure that domain models are not con-
strained by a generic vocabulary, we utilized the
HuggingFace Tokenizers9 – BPE algorithm to train
a vocabulary for each pre-training corpus used.

We employed a two-step validation methodology.
First, to tune the hyperparameters of our models,
we conducted a grid search by training on the train-
ing set and evaluating with the macro F1-score
metric on the development set of the task data. The
hyperparameters we tuned included learning rate
and batch size.

After identifying the best-performing hyperpa-
rameters, we performed an evaluation using the top
3 checkpoints from the validation set and calcu-
lated the final metric as the arithmetic mean of the
macro F1-Score over the dataset test splits. This
method ensures that our models did not tend to
overfit to the training set, thereby expecting them
to perform well on unseen data.

4.1 Pretraining experiments

In this section, we describe the pretraining
process of our legal language model using
RoBERTabase, a Transformer-based masked lan-
guage model originally introduced by Liu et al.
(2019). Our model was pretrained in four differ-
ent configurations: solely on the LegalPT corpus
(RoBERTaLegalPTbase), solely on the CrawlPT
corpus (RoBERTaCrawlPTbase), by combining
both corpora (RoBERTaLexPTbase), and solely on
BrWaC (RoBERTaTimbaubase).

The pretraining process involved training the
model for 62,500 steps, with a batch size of 2048
sequences, each containing a maximum of 512 to-
kens. This computational setup is similar to the
work of BERTimbau (Souza et al., 2020), expos-
ing the model to approximately 65 billion tokens
during training.

We adopted the standard RoBERTa hyperparam-
eters (Liu et al., 2019). During pretraining, we
employed the masked language modeling objec-
tive, where 15% of the input tokens were randomly

9
https://github.com/huggingface/tokenizers

Hyperparameter RoBERTabase
Number of layers 12
Hidden size 768
FFN inner hidden size 3072
Attention heads 12
Attention head size 64
Dropout 0.1
Attention dropout 0.1
Warmup steps 6k
Peak learning rate 4e-4
Batch size 2048
Weight decay 0.01
Maximum training steps 62.5k
Learning rate decay Linear
AdamW ϵ 1e-6
AdamW β1 0.9
AdamW β2 0.98
Gradient clipping 0.0

Table 5: Hyperparameters for pre-training RoBERTa.

masked, and the model predicted these masked
words based on contextual information. The op-
timization was performed using the AdamW op-
timizer with a linear warmup and a linear decay
learning rate schedule. A detailed summary of the
parameters used can be found in Table 5.

Our pretraining process was executed using the
Fairseq library (Ott et al., 2019) on a DGX-A100
cluster, utilizing a total of 2 Nvidia A100 80 GB
GPUs. The complete training of a single configura-
tion takes approximately three days.

4.2 Fine-tuning on the PortuLex benchmark

For the evaluation of our language models on the
selected datasets within the PortuLex benchmark,
we implemented the fine-tuning approach proposed
by Devlin et al. (2019). This method trains a bidi-
rectional Transformer encoder for both text classi-
fication and named entity recognition tasks. Table
6 presents the search space explored during the
grid search process, detailing the constants that we
retained.

5 Results and Discussion

This section presents our experiments with
RoBERTa-based language models, particularly
RoBERTaLexPT, pre-trained on a combined legal
and generic corpus. We investigate the impact of
hyperparameters on model performance using Por-
tuLex benchmark scores in Section 5.1 and explore
the benefits of merging diverse datasets in Section
5.2. Additionally, in Section 5.3, we provide a com-
prehensive analysis of RoBERTaLexPT against es-
tablished Portuguese legal language models.

https://github.com/huggingface/tokenizers


Hyperparameter Search space
Batch size {16, 32}

Learning rate
{7.5e-6, 1e-5,
2.5e-5, 5e-5}

Dropout of task layer 0.0
Warmup steps 100
Weight decay 0.01
Maximum training epochs 50
Learning rate scheduler Constant
Optimizer AdamW
AdamW ϵ 1e-8
AdamW β1 0.9
AdamW β2 0.999
Early stopping patience 750 steps
Early stopping threshold 0.001 (F1-score)

Table 6: Hyperparameter search space for fine-tuning
models trained in the PortuLex benchmark.

5.1 Replicating BERTimbau with RoBERTa

The experiments in this section aim to investigate
how various hyperparameters affect the model’s
performance compared to RoBERTa (Liu et al.,
2019) with a larger batch size.

The BERTimbau model (Souza et al., 2020) is
pre-trained with a maximum input sequence length
ranging from 128 to 512, a vocabulary of 29,794
tokens trained on Wikipedia PT, a batch size of
128, and runs for 1 million steps or 8 epochs on
the brWaC corpus, during which the model sees
a total of 65 billion tokens. It initializes the train-
ing weights from the mBERTbase and BERTlarge

models, removing the initial embedding layer to
accommodate the new Portuguese vocabulary.

We evaluated variations in learning rate, number
of training epochs, and initialization. The models
were based on the RoBERTabase architecture with a
fixed tokenization length of 512 tokens and a BPE
vocabulary of 50,265 tokens trained on Wikipedia
PT. The checkpoints were evaluated on the Por-
tuLex benchmark proposed by this work. The re-
sults are summarized in Table 7.

To maintain computational cost comparability
with Souza et al., 2020, we set a limit of 65 billion
training tokens. With the new BPE vocabulary, this
corresponds to approximately 17 epochs for brWaC
or 62,500 training steps with a batch size of 2048
and a tokenization length of 512 tokens. We also
report the results for 8 epochs (equivalent to 30,000
training steps in our setup) as per Souza et al., 2020.
We used the XLM-Rbase pre-trained model (Con-
neau et al., 2020) as initialization, discarding its
embedding layer.

We found that using the initialization, the model

can surpass BERTimbau on the PortuLex bench-
mark with only 30,000 training steps, achieving
an average macro F1-Score of 84.01 versus 83.78.
However, training longer or adjusting the learning
rate does not seem to improve the model’s perfor-
mance. With random initialization, our RoBERTa
model shows inferior performance to BERTimbau
at the 8-epoch mark but surpasses the XLM-Rbase

initialization when training for a longer period. At
the 17-epoch mark, the model achieved an average
macro F1-Score of 84.29 on the PortuLex bench-
mark.

2 3 4 5 6
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Figure 2: The MLM loss on the validation holdout set of
models trained on brWaC with different initializations.

This behavior is also observed in the Masked
Language Model loss graph on the validation sub-
set in Figure 2. Between 54,000 and 55,000 train-
ing steps, the model without initialization outper-
forms the XLM-R initialization.

5.2 Combining generic and Legal Corpora

To our knowledge, domain adaptation techniques
have not explored whether the combination of
a domain-specific corpus with a generic corpus
would enhance model performance due to the in-
creased size of the pre-training corpus.

To evaluate the performance of this combination,
we pre-trained language models on the CrawlPT
corpus, as detailed in Section 3.2, and on the com-
bination of CrawlPT with LegalPT. Models were
trained with the hyperparameters defined in Sec-
tion 5.1. The BPE vocabulary of each model was
trained with 30% of the documents from their re-
spective corpora.



Model Batch size Learning rate Initialization Steps Epochs PortuLex Score (%)

BERTimbaubase 128 1e-4
mBERT

(no embeddings) 1,000,000 8 83.78

RoBERTaTimbaubase

Corpus:
brWaC (16GiB)

2048 1e-4
XLM-Rbase

(no embeddings)
30,000 8 84.01*
62,500 17 83.96*

2048 7e-4
XLM-Rbase

(no embeddings)
30,000 8 83.40
62,500 17 83.94*

2048 7e-4 Random
30,000 8 83.36
62,500 17 84.29*

Table 7: Macro F1-Score on the PortuLex benchmark for RoBERTabase models in Portuguese pre-trained on brWaC.
Setup scores that outperformed BERTimbaubase are marked with an asterisk, and the highest score is in bold font.

Model LeNER UlyNER-PL FGV-STF RRIP Average (%)
Coarse/Fine Coarse

BERTimbaubase (Souza et al., 2020) 88.34 86.39/83.83 79.34 82.34 83.78
BERTimbaularge (Souza et al., 2020) 88.64 87.77/84.74 79.71 83.79 84.60
Albertina-PT-BRbase (Rodrigues et al., 2023) 89.26 86.35/84.63 79.30 81.16 83.80
Albertina-PT-BRxlarge (Rodrigues et al., 2023) 90.09 88.36/86.62 79.94 82.79 85.08
BERTikalbase (Polo et al., 2021) 83.68 79.21/75.70 77.73 81.11 79.99
JurisBERTbase (Viegas et al., 2022) 81.74 81.67/77.97 76.04 80.85 79.61
BERTimbauLAWbase (Viegas et al., 2022) 84.90 87.11/84.42 79.78 82.35 83.20
Legal-XLM-Rbase (Niklaus et al., 2023) 87.48 83.49/83.16 79.79 82.35 83.24
Legal-XLM-Rlarge (Niklaus et al., 2023) 88.39 84.65/84.55 79.36 81.66 83.50
Legal-RoBERTa-PTlarge (Niklaus et al., 2023) 87.96 88.32/84.83 79.57 81.98 84.02
RoBERTaTimbaubase 89.68 87.53/85.74 78.82 82.03 84.29
RoBERTaLegalPTbase 90.59 85.45/84.40 79.92 82.84 84.57
RoBERTaLexPTbase 90.73 88.56/86.03 80.40 83.22 85.41

Table 8: Macro F1-Score (%) for multiple models evaluated on PortuLex benchmark test splits.

Model Corpus Avg. F1
RoBERTaTimbaubase brWaC 84.29
RoBERTaCrawlPTbase CrawlPT 84.83
RoBERTaLegalPTbase LegalPT 84.57
RoBERTaLexPTbase LegalPT+CrawlPT 85.41

Table 9: Average macro F1-score on pretrained mo-
dels on PortuLex benchmark. RoBERTaLexPTbase, pre-
trained on both domain-specific LegalPT corpus and
general CrawlPT corpus, achieves the highest score.

We evaluated the new models on the Por-
tuLex benchmark and compared them with
RoBERTaTimbaubase. The results can be found
in Table 9.

Interestingly, when used individually for pre-
training, the CrawlPT model exhibits superior per-
formance to LegalPT, despite CrawlPT’s generic
domain. Even with a similar size, the CrawlPT
corpus has more unique data, with a 13.37% dupli-
cation rate compared to 50.63% for the LegalPT
corpus. This indicates that a high-quality generic
corpus can be comparable to a domain-specific cor-
pus for pre-training language models.

However, upon combining the two corpora, the
resulting model, RoBERTaLexPT, shows supe-
rior performance compared to that of models pre-

trained on individual datasets. This outcome aligns
with the conclusions drawn by Kaplan et al. (2020b)
that corpus size is a key factor in increasing model
performance, although their study examined causal
language models, which differs from the masked
language models in our research.

5.3 Comparing with other Legal models

Table 8 presents the performance of RoBERTaL-
exPT compared to prior open Portuguese legal lan-
guage models in the PortuLex benchmark datasets.

The primary finding is that despite using only
a base configuration, RoBERTaLexPT outper-
forms even much larger models such as Albertina-
PT-BRxlarge, BERTimbaularge, and Legal-XLM-
Rlarge. This highlights RoBERTaLexPT’s effec-
tiveness resulting from pre-training on combined
legal and generic data.

Specifically, RoBERTaLexPT achieves the high-
est performance on the LeNER and FGV-STF
datasets, even when compared to significantly
larger models. For UlyssesNER-Br, RoBERTaL-
exPT attains competitive results with the top mo-
dels. The only dataset where RoBERTaLexPT is
surpassed is RRI, where BERTimbaularge has a
slight edge of 0.57% in F1-score.



In contrast, some prior works claimed supe-
rior performance over BERTimbau for certain le-
gal tasks (Polo et al., 2021; Viegas et al., 2022).
However, these models actually underperform
BERTimbau in our PortuLex benchmark experi-
ments. For instance, JurisBERT only reaches an
average F1-score of 79.61% compared to BERTim-
bau’s 83.78%. One possible explanation for this
discrepancy is that the original evaluations were
limited to a single selected dataset, likely favoring
the model’s specific training data.

In summary, RoBERTaLexPT consistently
achieves top legal NLP effectiveness despite its
base size. With sufficient pre-training data, it can
surpass overparameterized models. The results
highlight the importance of domain-diverse train-
ing data over sheer model scale.

6 Conclusion

This work introduces RoBERTaLexPT, a Por-
tuguese legal language model pre-trained on a com-
bined legal and generic corpus. Throughout this
process, we created the largest Portuguese legal
corpus (LegalPT) by aggregating diverse sources,
resulting in significant performance improvements
through deduplication and introducing the Por-
tuLex benchmark for rigorous model evaluation.

We also demonstrated that using other models
as weight initialization for pre-training language
models can boost performance in a limited resource
setting, but it has a trade-off if trained for longer
training settings.

Our findings indicate that combining a domain-
specific corpus (LegalPT) and a generic corpus
(CrawlPT) for pre-training yields complementary
benefits. Despite its compact size compared to prior
models, the RoBERTaLexPT base model demon-
strates state-of-the-art effectiveness in Portuguese
legal NLP. This underscores the significance of
pre-training data over model scale.

RoBERTaLexPT, LegalPT, and PortuLex signifi-
cantly advance Portuguese legal NLP, addressing
resource and model limitations. Future work can
explore pre-training larger RoBERTa models, ex-
panding the LegalPT corpus, and enhancing the
PortuLex benchmark.

There remain opportunities for future work to
build upon these contributions. Potential research
directions include pre-training larger RoBERTa mo-
dels, expanding the LegalPT corpus, and enhancing
the PortuLex benchmark.
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