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Abstract

Social networks are virtual spaces where mil-
lions of people share ideas, opinions, and ex-
periences. However, this broad social interac-
tion also exposes negative and harmful behav-
iors, such as harassment and misogyny. Misog-
yny, particularly, is a worrying phenomenon
that perpetuates gender inequality and under-
mines the dignity and rights of women.

In this context, Natural Language Processing
(NLP) emerges as a promising tool to ana-
lyze and understand the discourse of social net-
works. However, most of NLP research, senti-
ment analysis, and hate speech, focuses on lan-
guages such as English and, to a lesser extent,
Spanish. This implies that other languages in
general, and minority languages, such as Gali-
cian, in particular, are beyond the scope of this
research, and that extrapolation of results and
techniques is not explored.

This work describes the development process
of a Galician corpus for the detection of misog-
yny online. The results are made available
to the research community to facilitate further
analysis by third-parties interested in studying
this same subject.

1 Introduction

Social networks are not only the online spaces
where most human communication occurs nowa-
days, but also the ones where both men and
women suffer the highest levels of harassment. Ac-
cording to a study by the Pew Research Center1,
approximately four in ten Americans have expe-
rienced online harassment (Vogels, 2021). This
study revealed significant differences regarding
gender, showing that women are more likely than
men to report cases of harassment, both sexual
(16% versus 5%) and of other kinds (13% versus
9%). As much as 33% of women under the age
of 35 have ever suffered online sexual harassment,

1https://www.pewresearch.org

compared to 11% of men of the same age. Among
adults victims of online harassment, nearly half of
women (47%) believe their harassment was rooted
in their being women, compared to 18% of ha-
rassed men who think likewise (cfg. Fig. 1). These
data highlight the need to address and understand
the issue of online harassment, especially with re-
gard to women, in order to promote greater safety
and well-being on digital platforms.

Misogyny, defined as hatred or prejudice
against women, can manifest itself in a variety of
ways, including social exclusion, discrimination,
hostility, threats of violence, and sexual objectifi-
cation. Online misogyny has been compared to
witch hunting (Siapera, 2019), as it shows a sim-
ilar function: to coerce women to prevent them
from expressing themselves freely. This type of
violence, affects especially those women in pub-
lic roles, most prominently in politics, giving birth
to the term VAWIP (Violence Against Women In
Politics) (Union, 2018; Krook and Restrepo Sanín,
2020): they suffer sexist attacks motivated by both
their gender and their public visibility.

NLP combines computational linguistics tech-
niques, machine learning (ML), and data process-
ing, to extract valuable information from large vol-
umes of text (Kurdi, 2017). The application of
these techniques to the study of misogyny in social
networks allows for the identification of specific
trends and manifestations of this phenomenon,
which in turn can contribute to social awareness
and the adoption of preventive measures. In par-
ticular, research on sentiment analysis has great
potential for extracting critical information from
opinions shared on social networks that can help
identify hate speech and discrimination. These
technologies have been applied in multiple text
classification tasks, such as irony (Zhang et al.,
2019) or hate speech detection (Corazza et al.,
2020). If we consider misogyny a form of hate
speech, then hate speech detectors should work

https://www.pewresearch.org


0 10 20 30 40 50 60 70 80 90 100

Political stand

Gender

Race

Religion

Sexual preference

Men Women

Figure 1: Reasons to which victims attribute the motivations of their online harassers (Vogels, 2021)

perfectly well by analyzing text containing misog-
ynistic traces. However, in many cases, misog-
yny is presented in very subtle and obscure ways,
so it may not be as easy to identify (Lundquist
and Adams, 2023). In addition, cultural and con-
text differences can complicate this identification
work (McPherson, 2018). Still, automatic identifi-
cation of misogyny is gaining relevance (Yin et al.,
2023; Priyadharshini et al., 2022).

In order to contribute to closing the gap that non-
English speakers suffer when it comes to techno-
logical advance, it is essential to address, in par-
ticular, the research and development of misogyny
detection tools in other languages, especially those
which are or have been minoritized, such as Gali-
cian. It is key to properly understand and address
this phenomenon in each specific linguistic con-
text, and to promote greater inclusion in the anal-
ysis of feelings and detection of hate speech re-
search. This may require adapting and improving
existing techniques, but also developing specific
resources for these languages.

In this work, we address the task of detecting
misogyny in texts from one of the most popular so-
cial networks, X (formerly known, and from now
on referred to, as Twitter), as well as from its free
alternative, Mastodon. These two platforms of-
fer a wide space for social interaction and opinion
expression, where anonymity is a prominent fea-
ture (Parlangeli et al., 2019), and in which very dif-
ferent moderation approaches are conducted. This
is why they constitute very valuable complemen-
tary data sources for analysis. Our contributions
are twofold:

• First, we have developed and made available
under an open license what is, to the best of
our knowledge, the first Galician corpus for
the detection of misogyny. This corpus, con-

sisting of a set of texts collected on social
networks Twitter and Mastodon, constitutes
a fundamental database for the training and
evaluation of automatic learning models.

• Second, we have evaluated the corpus for
detecting misogyny in texts from the ‘Gali-
sphere’ using different ML algorithms and ex-
ploring different approaches to achieve high
performance and accuracy.

The rest of the paper is structured as follows:
Sect. 2 presents previous work on the matters rel-
evant to our own; Sect. 3 explains in detail the
process we followed to develop the corpus, which
Sect. 4 describes, in turn. Next, Sect. 5 explains
how the corpus was used to train different ML
models, and their compared evaluation. Finally,
we wrap up by summarizing our conclusions and
future work lines on Sect. 6.

2 Related work

The detection of misogynistic discourse and offen-
sive behavior in social media is a complex, mul-
tidimensional challenge. In recent years, many
research teams have been working on sentiment
analysis on social networks, especially in the con-
text of Twitter (Manguri et al., 2020). Focusing on
misogyny specifically, we find a multidimensional
exploratory study on instances of misogynistic or
sexist hate speech and abusive language aimed at
political women in the context of Japan (Fuchs and
Schäfer, 2021), and an analysis of court rulings in
Portugal (Cantante, 2020).

The prevalence of misogynistic abuse on online
networks, both due to its high volume and its per-
sistence, presents challenges for both users and
platform suppliers. For the latter, automated de-
tection is interesting for expediting identification



Figure 2: Example of passive misogyny (LC, 2020),
translated into Galician by the authors.

and combating of abusive content. (Hewitt et al.,
2016) explores previous research on online misog-
yny, and presents an experiment that highlights the
challenges of sentiment analysis to detect this phe-
nomenon. The most notable of these is the dif-
ferentiation between active and passive messages
(cfg. Fig. 2), depending on whether or not they are
addressed to a specific woman. This binary classi-
fication approach to the problem of misogyny de-
tection is also present in (Fersini et al., 2018), who
worked with a corpus in Spanish and another in
English, both with messages labeled as active or
passive, and in (Fersini et al., 2020), who worked
with corpuses in English and in Italian.

Another challenge influencing misogyny detec-
tion in social media is the common use of informal
language, which is not always properly registered
in corpuses. (Lynn et al., 2019) used the Urban
Dictionary to collect misogyny-related slang and
studied how considering those influenced the per-
formance of their models.

As we see, while relevant literature regard-
ing misogyny identification does exist, it is most
prominently performed within the context of the
English language. We did find some research in
Spanish (García-Díaz et al., 2021), but during the
course of our own research we found none in Gali-
cian, and little in Portuguese: only a study of
misogyny in written magazine texts (Santos et al.,
2015), apart from the aforementioned analysis of
bias in court rulings (Cantante, 2020). Research re-
garding sentiment analysis in Galician does exist,
although often messages are translated from Gali-
cian into English to be able to apply already exist-
ing sentiment analysis techniques (Loureiro et al.,
2022). This translation is not without issues, as it
ignores the unique characteristics of the original
language (in this case, Galician) that are lost in

translation. For instance, when it comes to the de-
tection and interpretation of misogyny, the loss of
grammatical gender marks is absolutely crucial.

In (Ortega et al., 2022), automatic translation
between different languages was explored, includ-
ing Galician. The research team proposed an ap-
proach that takes advantage of the proximity be-
tween Portuguese and Galician to automate trans-
lation. This technique involved transliteration,
which is the action of transcribing the written
terms of one language into the other word by word,
in this case from Portuguese to Galician. In turn,
(Fernández and Campos, 2011) proposed a semi-
automatic methodology to generate resources for
sentiment analysis in Galician, taking advantage
of resources in Spanish and also using Portuguese
as an intermediary language due to its proximity
to Galician. These studies offer valuable strate-
gies that, avoiding translation, manage to bypass
the loss of important information.

In (Agerri et al., 2018) authors describe the de-
velopment of NLP processing resources and tools
for Galician, including manually annotated cor-
puses and specific NLP modules. However, these
tools and information are not useful when it comes
to analyzing social media messages. The fact that
they use as data sources like Wikipedia or official
government websites means that the language vari-
ant is formal, and does not necessarily reflect the
informal language used online.

Last but not least, we must mention, regard-
ing the Mastodon platform, admittedly much less
popular than Twitter, that the research community
has also started to study it (Cerisara et al., 2018;
Monachelis et al., 2022).

3 Corpus development

After exploring the state of the art, we decided
to develop a Galician corpus for misogyny detec-
tion. The development process consisted of sev-
eral steps to obtain and prepare the necessary data,
which we describe next.

3.1 Data collection

First, we proceed with the collection of relevant
data from social networks. Data collection plays
a critical role in the development of any corpus:
in our case, we intended to obtain a large and di-
verse sample of online texts in Galician that reflect
the language style and usual conversation subjects
present on social media, including the presence of



misogynistic content. We adopt a binary classifi-
cation approach, as observed in literature (Fersini
et al., 2018, 2020; García-Díaz et al., 2021).

We started the process by obtaining a non-
misogynistic class for our dataset by collecting
toots from the Galician instance of Mastodon (via
its public API). Mastodon’s API allows access to
public data, and retrieval of messages (toots) via
HTTP requests. This automated approach simpli-
fies the harvesting process, making it efficient and
systematic. We are confident that we do not find
misogynistic content when collecting these texts
thanks to the strict moderation guidelines enforced
by this instance administrators, which promote
respectful and inclusive communication (Alcalde-
Azpiazu, 2023). This allowed us to select mes-
sages for the non-misogynistic class of our dataset
without the need to perform a comprehensive re-
view of downloaded content. The temporal range
used was May 2022 to March 2023.

Regarding the misogynistic class, we ini-
tially considered the possibility of obtaining sam-
ples from https://masto.pt, the Portuguese
Mastodon instance, given the proximity between
Galician and Portuguese, as well as the existence
of transliteration tools that would allow us to con-
vert texts in Portuguese to Galician. However, the
analysis of masto.pt’s code of conduct revealed
that this instance also explicitly prohibits misogy-
nistic behavior, and that messages are moderated
accordingly (Gameiro, 2023).

After careful consideration, we chose to
make use of the Spanish dataset MisoCorpus-
2020 (García-Díaz et al., 2021)2, a Spanish cor-
pus specifically focused on misogyny. This is a
balanced corpus that contains representative exam-
ples of different types of misogynistic behavior
extracted directly from the social network Twit-
ter. Specifically, the corpus is classified into three
interrelated subsets: (1) the first addresses vio-
lence against relevant women, providing specific
samples of those behaviors; (2) the second refers
to messages that harass women in Spanish from
Spain and Spanish from Latin America, offering
a comprehensive view of this problem in differ-
ent linguistic contexts; (3) the third encompasses
general traits related to misogyny, allowing us to
study their manifestation in various forms. The lat-
ter subset was the one we chose as most useful to

2https://pln.inf.um.es/corpora/misogyny/
misocorpus-spanish-2020.rar

our objective. In this case, we did not use a tempo-
ral range, but rather collected all available samples
from the original MisoCorpus. We will later on ad-
dress the issue of sample size difference between
the misogynistic and non-misogynistic classes.

3.2 Data translation

The next step was to automatically translate the
selected Spanish messages from MisoCorpus, to
Galician. For this task, we wanted to use the tools
provided by Proxecto Nós (Vladu et al., 2022).
The choice of the Nós Tradutor (Ortega et al.,
2022) was motivated by its commitment to the pro-
motion and use of Galician, as well as by its qual-
ity and accuracy.

Having access to both the trained models and
the translator’s website, but due to the lack of an
API to the mentioned web service that allowed au-
tomating the translation process, we tried to use
the models directly. Unfortunately, our system
turned out to be incompatible with the OpenNMT
tool (Klein et al., 2017), which was necessary to
run the translation models. Specifically, the ver-
sion of Torch (Paszke et al., 2017) that we could
install on our system was not compatible with the
one required by OpenNMT. This meant that we
could not make use of the full OpenNT functional-
ity due to said incompatibility between versions.

In search of alternatives, we resorted to a trans-
lator available at CIXUG (cixug22). This tool al-
lowed the translation of text files (.txt), which
was a good match for our needs. The only limita-
tion we encountered was the inability to properly
translate messages from Latin-American Spanish.
As a solution, we decided to use only messages
geolocalized in Spain, even if the counterpart was
(another) significant reduction of the sample.

4 Corpus description

We now describe the dataset we produced, which
we have named GalMisoCorpus2023.

4.1 Structure

The proposed dataset is a collection of mes-
sages in Galician collected from Twitter and
Mastodon.gal. This dataset consists of two
CSV files: the first, toots.csv, contains a
sample of non-misogynistic messages obtained
from Mastodon.gal; the second, tweets.csv, con-
tains a sample of misogynistic messages obtained
from Twitter. As explained before, messages on

https://masto.pt
https://pln.inf.um.es/corpora/misogyny/misocorpus-spanish-2020.rar
https://pln.inf.um.es/corpora/misogyny/misocorpus-spanish-2020.rar


toots.csv were selected to represent the Gali-
cian language used generally on Mastodon.gal,
with no misogynistic content; in turn, messages
on tweets.csv were collected using MisoCorpus-
specific criteria, and then translated to Galician.

Both files have the same structure and contain
the following columns:

• id: a unique identifier for each message
in the dataset that is the same as the one
assigned by the social network of origin.

• language: the language in which each
message is written.

• content: the text or content of the message.

4.2 Size
The file toots.csv contains a large set of 19,387
samples. Since Mastodon.gal allows users to la-
bel their own messages with the language tag of
their choosing, we find messages not only in Gali-
cian, but also (although to a much lesser extent) in
Spanish, English, Asturian, Catalan, Italian, and
Portuguese. During the thorough analysis of this
dataset, we identified an interesting situation in
relation to the language attribution: a substantial
number of samples labeled as Portuguese were, in
fact, written in the lusist or reintegrationist Gali-
cian variant (Collazo, 2014). Although arguably
not the case with Galician and Portuguese, the
“tagging freedom” implies that users can make
mistakes when identifying the language of their
toots, leading to discrepancies between the actual
language of a sample and its assigned value in the
language field. These discrepancies should be
considered, when using this corpus.

The file tweets.csv contains a considerably
smaller set, with a total of 1,307 samples. Despite
the translations we performed in this class, it is
important to note that not all samples are written
in Galician either. Samples were also collected
in Catalan, already in the original MisoCorpus,
which have been preserved intact.

Admittedly, the proposed corpus is not bal-
anced, as the percentage of misogynistic samples
is approximately 6.74% of the total. This must be
taken into account in the analysis and interpreta-
tion of results derived from its use.

4.3 License
Our corpus has been released3 under a Mozilla li-
cense to encourage and facilitate further research.

3https://github.com/luciamariaalvarezcrespo/
GalMisoCorpus2023

For the public distribution of the dataset we
must oblige by Twitter’s policies of use, and conse-
quently the content field of the file tweets.csv,
must be empty. Interested parties must, thus, use
the id field to retrieve messages from Twitter di-
rectly. Fortunately, this restriction does not apply
to the Mastodon dataset, since its policies do allow
the distribution of the complete contents of toots.

Additionally, to protect the identity of users, we
have ensured that the data provided in the files do
not contain directly identifiable personal informa-
tion, such as user names. By taking appropriate
measures to ensure anonymity and privacy, we en-
able the (re)use of this data for research purposes
without compromising the privacy or security of
the involved individuals.

5 Corpus evaluation

Next, we present the validation of our corpus by
using it with several ML models for evaluation.
We discuss the training procedures, and the selec-
tion of appropriate metrics for its evaluation.

5.1 Data pre-processing

Prior to any training experiment, preprocessing of
the data was performed. This step involves sev-
eral key tasks that contribute to the quality and re-
liability of ML model training results, such as re-
moval of irrelevant characters or symbols, removal
of HMTL tags, removal of emojis, and other nor-
malization techniques (i.e. lowercasing).

When performing the data pre-processing, we
follow the same procedure used in MisoCor-
pus (García-Díaz et al., 2021) from which we ex-
tract our misogynistic samples. We add one ad-
ditional previous step, and we then apply the pre-
processing pipeline to both our data classes. This
facilitates the comparison with previous contribu-
tions that make use of the MisoCorpus, and en-
sures coherence and consistency. The steps are:

1. Removal of emojis (Mastodon messages)

2. Lowercasing

3. Removal of empty lines and HTML tags

4. Removal of hashtags and mentions

5. Fixing typos (not performed)

6. Removal of repeated characters

https://github.com/luciamariaalvarezcrespo/GalMisoCorpus2023
https://github.com/luciamariaalvarezcrespo/GalMisoCorpus2023


We added the first step because it was required
for the samples from Mastodon.gal. Although
emojis do contain relevant information, their inter-
pretation and analysis requires specific tools and,
given their absence from the MisoCorpus samples,
we chose to remove them to maintain concordance
and comparability between the two data classes.
Given that emoji removal may result in an empty
message, we made sure we eliminated those and
preserved only samples with textual content.

The second step involved converting all text
samples to lowercase, with the goal of unifying the
way words are written.

The third step was the removal of blank lines,
which do not contain any textual content. Since
empty lines do not contribute to the analysis, they
can be omitted, resulting in more coherent and
compact texts. URLs were also removed.

The fourth step was the elimination of hashtags
by removing the special character (#) and keeping
the word (so that #feminist becomes feminist).
In this step we also remove mentions to other ac-
counts and/or users (character @). Mentions are
deleted with the aim of removing, as already men-
tioned, direct references to specific users.

Even if listed here for completeness, step 5 was
actually not performed: no spell correction was ap-
plied to messages in Galician. Spell correction is
a complex task that requires specific tools. Given
the reality of the limited resources available for
text processing in Galician, we preferred not to
modify the data in this regard. However, it is im-
portant to take this limitation into account when
analyzing and interpreting the results derived from
this preprocessed corpus.

Last, we proceed to eliminate characters and
symbols that are repeated within text messages.
This step materializes the fact that, in many cases,
repetition does not provide relevant information to
textual analysis, while it may adversely affect later
stages of the process. Thus, by removing repeated
symbols, we seek to reduce noise and ensure a
cleaner and more concise representation of the tex-
tual content of the samples.

The resulting pre-processed dataset is also pub-
licly available in the aforementioned repository
(cfg. Sect. 4.3), under the same license.

5.1.1 Word embeddings
We now address the process of generating sentence
embeddings from the preprocessed texts. Sentence
embeddings are representations that capture se-

mantic and contextual information of texts, and
constitute very relevant elements in their analysis
and comparison.

Sentence embeddings are composed of word
embeddings, which are dense representations of
words within a high-dimensional space, creating
clusters of words that are semantically similar.
Sentence embeddings can be represented as an av-
erage of word embeddings in the text. Sentence
embeddings behave similarly to word embeddings,
as they share the same main properties (Arora
et al., 2017). In our work, we apply the Galician
FastText model (Joulin et al., 2016), which con-
tains pre-trained word embeddings from Common
Crawl and Wikipedia.

However, it is important to note that, unlike
in the original study (García-Díaz et al., 2021),
the extraction of linguistic features was not pos-
sible in our case. The tool they use, UMU-
TextStats (García-Díaz et al., 2022), gives detailed
linguistic information about texts (i.e. word count-
ing, letter frequency, etc.) only for Spanish. Due
to the lack of equivalent tools for Galician, we
could not extract linguistic features from our texts.
Consequently, we miss a valuable source of in-
formation about specific aspects of the language
that could influence the detection of misogynis-
tic messages. Linguistic features include elements
such as grammatical structure, the use of certain
words or expressions, and characteristics inherent
to the language. These aspects are important to
fully understand the content of texts and to detect
subtleties or nuances that may reveal misogynistic
content. Without this, we can be missing oppor-
tunities to identify misogynistic messages that are
expressed in Galician in particular ways.

5.2 Training experiments
We now explore several ML algorithms, specif-
ically Random Forest (Breiman, 2001), Support
Vector Machine (Vapnik, 1999) and Linear Sup-
port Vector Machine (Cortes and Vapnik, 1995),
for the task of misogyny identification in Galician
social network messages.

First, we train the models with our cleaned-up,
unbalanced dataset. We use the Scikit-Learn (Pe-
dregosa et al., 2011) and (1) for RF we main-
tain the library’s default values for the hyperpa-
rameters, following the example of (García-Díaz
et al., 2021); (2) for SVM we use a polynomial
kernel and C=1, again following on the footsteps
of (García-Díaz et al., 2021); (3) for LSVM we



apply an L1 penalty and squared hinge loss, once
more as in (García-Díaz et al., 2021).

We apply a usual 70-30 division of the cor-
pus (Vrigazova, 2021), meaning we use 70% of
the corpus samples for training and 30% for test-
ing. We also apply a 10-fold cross validation,
where we divide the whole dataset into 10 parts
(folds) and iterate 10 times, using a different fold
as test set each time, and the rest as training data.
As comparison metric, we use F1-score instead
of accuracy because F1-score combines precision
and recall. This is an especially relevant combi-
nation in the presence of unbalanced classes, as it
is our case, since it takes into account both false
positives and false negatives.

We evaluate our models using a BoW (bag of
words) text-representation model, a very common
text representation technique in NLP. In this tech-
nique, each message is treated as an unordered
set of words without considering any grammati-
cal information. This representation model is sim-
ple and yields good results in NLP tasks (Cámara
et al., 2011), although we must consider that it re-
quires a lot of resources, both time and memory.

To calculate the percentage of unigrams (in-
dividual words) in documents we calculate the
Term Frequency-Inverse Document Frequency
(TF-IDF) to measure the relevance of each feature
within the corpus, using the frequency of the nor-
malized term to avoid bias with common unigrams.
Our reference research (García-Díaz et al., 2021)
does not specify which feature selection algorithm
they use to filter the most discriminatory unigrams,
so we use the Chi-square (χ2) method, as a sensi-
ble choice for feature selection for text classifica-
tion tasks (Mohd A Mesleh, 2007). This method
is based on a homonimous statistical test, which
helps us measure the relationship between categor-
ical variables. In our case, we consider each uni-
gram as a categorical variable, and we want to de-
termine which are the most relevant unigrams for
the classification between misogynistic and non-
misogynistic texts. By applying the χ2 method,
we can calculate a score of importance for each
unigram relative to the target variable, which is the
classification as misogynistic or non-misogynistic.
Unigrams that have a higher χ2 score are consid-
ered more relevant and have a greater influence on
the classification between the two types of texts.

In short, our experiment procedure can be sum-
marized as follows:

1. Convert text to a BoW representation.

2. Calculate the importance of each unigram in
documents using TF-IDF with the frequency
of the standardized term.

3. Use the χ2 scoring function to perform a se-
lection of attributes.

4. Apply each of the previously proposed classi-
fiers (RF, SVM and LSVM) with their respec-
tive selected hyperparameters.

In a second iteration of our experiments, we ap-
ply random subsampling (RUS) (Japkowicz and
Stephen, 2002) to treat our data unbalancing. We
follow the same training procedure we have just
described, but we apply the RUS technique to our
majority class data (non-misogynistic samples), in
order to reduce its size and balance the distribu-
tion of both classes in the dataset. In particular, we
randomly remove samples from the majority class
until the ratio is the same.

The results are presented in Tab. 1 and Tab. 2,
which reveal two different scenarios. In both,
the three ML models exhibit very similar perfor-
mance.

RF SVM LSVM

F1-score 0.9038 0.9101 0.8975
Precision 0.9390 0.9428 0.8664
Recall 0.9348 0.9391 0.9308
Accuracy 0.9348 0.9391 0.9308

Table 1: Model Metrics (first iteration)

Table 1 shows a very promising scenario, where
we see that the F1-score, a metric that balances
precision and recall, is high for all three models,
approximately 0.90. This indicates that they all
achieve a good balance between accurately classi-
fying positive cases and finding all positive cases.
Precision is high for all three models, with values
above 0.86, indicating a minimization of false pos-
itives. Recall, which assesses the ability to find
all positive cases, is also high, with values around
0.93. Precision and recall align with the accuracy
metric, which is approximately 0.93 for all three
models, indicating a high proportion of correct pre-
dictions overall. In this scenario, SVM emerges as
the strongest choice due to its combination of a
high F1-score, high precision, and high recall.



RF SVM LSVM

F1-score 0.5118 0.4484 0.3226
Precision 0.5425 0.4766 0.2404
Recall 0.5375 0.4736 0.4903
Accuracy 0.5375 0.4736 0.4903

Table 2: Model metrics (second iteration –w/RUS–)

However, Table 2 depicts a different image. We
can see that the values for F1-score, precision, re-
call and accuracy are quite low in general. This in-
dicates that the models are not showing good per-
formance in the detection task at hand. The F1-
score is especially low for all three models, with
values ranging from 0.3226 to 0.5118. This in-
dicates that models are having difficulty achiev-
ing a balance between accuracy and the ability to
find positive cases in data. Accuracy is also low,
with values ranging from 0.2404 to 0.5425. This
means that models are returning many false pos-
itives when classifying cases. The recall value,
which represents the ability to find positive cases,
is also low, with values ranging from 0.4736 to
0.5375. This implies that models are letting many
positive cases go undetected. Finally, accuracy
is also low, with values ranging from 0.4736 to
0.5375. This indicates that models are not making
correct predictions in general.

Our conclusion is that the application of the
RUS technique led to a significant loss of misogy-
nous class-related information. In other words, the
subsampling affected the ability of models to cor-
rectly identify the cases of misogyny, resulting in
unsatisfactory overall performance. In this sense,
it is important to consider other approaches to
treat unbalanced data, such as minority class over-
sampling or the use of ML algorithms designed to
directly treat class imbalance. Other strategies to
improve model performance, such as hyperparam-
eter optimization could also be explored.

6 Conclusions and future work

Despite the great popularity of sentiment analysis,
few research is focused on detection of misogyny,
and even less on minority languages, such as Gali-
cian. The impact of research focused on toxic lan-
guage detection is potentially huge, both in num-
ber of online interactions and in terms of mental
health benefits: fighting discrimination, promoting
a more respectful online community and fostering
a safe and inclusive environment for all users de-
serves more attention in this research field.

The main objective of this work was to develop
a first corpus for the detection of misogynistic so-
cial media messages in Galician language. The
corpus, that we named GalMisoCorpus2023, is
available both in its original and in processed form
under an open license (galmisocorpus23). As a
second objective, we built a classification system
based on ML algorithms to automatically identify
misogynistic messages, to demonstrate the use-
fulness of the GalMisoCorpus2023. This system
went through several iterations, being evaluated
and compared using different metrics. The re-
sults show promising performance in the detec-
tion of misogynistic messages in Galician online
messages. Models of the first iteration, especially
SVM, achieved high values of precision, recall
and F1-score, indicating an adequate ability to cor-
rectly identify and classify misogynistic messages.
However, a second iteration in which we tried to
balance the two corpus classes (mysoginistic and
non-mysognistic messages) showed much worse
results, leaving open doors for further work.

We could expand the dataset used for training,
as a larger amount and variety of messages could
further improve system performance. This would
require the collection and labeling of more data in
Galician, to enrich and diversify the training set.
One way of achieving this would be requesting ac-
cess to the moderated toots in the Mastodon.gal
instance. This would eliminate the need for trans-
lation, and thus constitute a valuable source of in-
formation, provided that moderated toots are pre-
served and available.

A different way of expanding the dataset would
be the application of oversampling techniques.
Oversampling is a technique used to address class
imbalance in training data, that goes in the oppo-
site direction of undersampling, the one we used
in this work and which yielded unsatisfactory re-
sults. The application of oversampling techniques
could have a different outcome.

Another important line of future work we would
like to explore is the development of lexicons or
models that support emojis. Emojis are elements
that are widely used in social media and can con-
vey specific emotions, attitudes, or feelings, and as
such are surely important also in the identification
of misogynistic or offensive content.

Finally, we aim to extend our experimentation
to some Deep NLP models, like the multilin-
gual base models provided by the HuggingFace
project (Wolf et al., 2020). We also would like to



explore resources that might help overcome the de-
ficiencies of sentiment analysis-based approaches
in detecting offensive content based on gendered-
ness (Dinan et al., 2020), which could result in an
enriched corpus with pragmatic annotations.
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