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Abstract
In this paper, we address government and opposition speeches made by the Danish Parliament’s members from
2014 to 2022. We use the linguistic annotations and metadata in ParlaMint-DK, one of the ParlaMint corpora, to
investigate some characteristics of the transcribed speeches made by government and opposition and test how well
classifiers can identify the speeches delivered by these groups. Our analyses confirm that there are differences in the
speeches made by government and opposition e.g., in the frequency of some modality expressions. In our study,
we also include parties, which do not directly support or are against the government, the other group. The best
performing classifier for identifying speeches made by parties in government, in opposition or in other is a transformer
with a pre-trained Danish BERT model which gave an F1-score of 0.64. The same classifier obtained an F1-score of
0.77 on the binary identification of speeches made by government or opposition parties.
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1. Introduction

This paper addresses the parliamentary speeches
delivered by Danish politicians in government, in op-
position or in a group called other, which comprises
parties neither supporting directly the government
nor being against it. More precisely, we want to in-
vestigate whether the speeches by the three groups
are different in some linguistic aspects, and then
we apply classifiers to their transcriptions in order
to automatically identify which of the three groups
produced the speeches.

The data we use are extracted from ParlaMint-
DK, one of the 29 corpora in the ParlaMint v. 4.01.
The corpora were collected and annotated under
the ParlaMint project2, which was initiated and par-
tially funded by the European CLARIN infrastruc-
ture 3 (Erjavec et al., 2022).

ParlaMint-DK covers the debates of the Danish
parliament, Folketinget, in the period 2014-2022.
As all the other ParlaMint corpora, ParlaMint-DK
contains various information types, hereunder the
party, gender and age of the speaker, as well as
information on whether the party of the speaker at
that time is in government or opposition. Moreover,
parties that are in neither group (other) can be
identified.

The ParlaMint corpora also contain automatically
produced linguistic annotations in the same theo-
retic framework. Furthermore, all corpora are en-

1All the corpora are freely available at
https://www.clarin.si/repository/xmlui/
handle/11356/1864.

2https://www.clarin.eu/parlamint
3https:\clarin.eu

coded in the same TEI format and contain the same
type of metadata (Erjavec et al., 2022). The corpora
are both available as texts4 and in a linguistically
annotated version5.

Recently, many of the ParlaMint corpora have
been automatically translated into English6.

The paper is organized as follows. In section 2,
we shortly present some background studies, and
in section 3 we describe the data and account for
some linguistic differences in the speeches made
by government, opposition and other. In section 4
we outline related work on automatic text classifica-
tion, and in section 5, we present our classification
experiments. Finally, in section 6, we discuss our
results and in section 7 we conclude and outline
future work.

2. Background Studies

Various researchers have addressed the speeches
made by government and opposition parties. Many
of these studies focus on different aspects related
to the sentiment expressed in the speeches by the
two groups, see e.g. the overview in (Abercrombie
and Batista-Navarro, 2020).

For example, Sawhney et al. (2020) address
the automatic identification of the political stance
in speeches by government and opposition par-

4https://www.clarin.si/repository/
xmlui/handle/11356/1859

5https://www.clarin.si/repository/
xmlui/handle/11356/1860

6https://www.clarin.si/repository/
xmlui/handle/11356/1864

https://www.clarin.si/repository/xmlui/handle/11356/1864
https://www.clarin.si/repository/xmlui/handle/11356/1864
https://www.clarin.eu/parlamint
https:\clarin.eu
https://www.clarin.si/repository/xmlui/handle/11356/1859
https://www.clarin.si/repository/xmlui/handle/11356/1859
https://www.clarin.si/repository/xmlui/handle/11356/1860
https://www.clarin.si/repository/xmlui/handle/11356/1860
https://www.clarin.si/repository/xmlui/handle/11356/1864
https://www.clarin.si/repository/xmlui/handle/11356/1864
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ties, while Curini et al. (2020) analyse government
and opposition in the Japanese parliament over
sixty years using Wordfish, a method which uses
a scaling technique for predicting positions based
on word frequencies in political texts (Slapin and
Proksch, 2008).

Izumi and Medeiros (2022) apply a Naive Bayes
Classifier to the speeches in the Brazilian Senate
in order to classify the positive or negative senti-
ment presented by the speakers when talking on
different issues. The authors annotated a number
of speeches manually in order to train and test the
classifier. They find that the differences in senti-
ment between the speeches do not correspond to
the left-wing and right-wing dichotomy as they ex-
pected, but they reflect much more the government
and opposition division. In their opinion, this result
indicates that the politicians in the government use
a more sentiment rich language in order to influ-
ence the politicians in the Senate to vote in favor
of their bills.

In our study, we were partly inspired by the find-
ings in (Izumi and Medeiros, 2022). Differing from
their work, however, we do not look at the sentiment
expressed by politicians , but we use linguistic fea-
tures of the transcriptions of the Danish speeches
in order to determine whether the speeches made
by the three groups government, opposition and
other differ and can, therefore, be automatically
identified, even if the policy stances of many Dan-
ish parties are common in many cases, at least with
respect to how they vote in the parliament. More
precisely, most Danish parties collaborate during
the various legislative periods, and many laws are
therefore supported by both parties in government
and parties outside it. In fact, counting the votes in
the parliament in the investigated period, we found
that in approx. 22% of the cases the votes were
unanimous. Moreover, the two parties, The So-
cial Democratic Party and The Liberal Party, which
belonged to opposite wings and chaired each two
of the governments in this period, also expressed
the same votes in additionally 8.2% of the cases.
This means that in more than 30% of the cases,
the politicians of the two main parties voted in the
same way independently on whether they were in
government or opposition.

3. The Data

The data in our studies was extracted from the anno-
tated ParlaMint-DK, one of the annotated ParlaMint
v. 4.0 corpora7. The ParlaMint-DK corpus covers
the transcriptions of the speeches from the 7 Oc-
tober 2014 to the 7 June 2022. The transcriptions

7The corpus is available a from https:
//www.clarin.si/repository/xmlui/handle/
11356/1864 as the other ParlaMint annotated corpora.

Speech Group Speeches Tokens
Government 56,369 14,039,122
Opposition 74,922 16,919,425
Other 59,403 13,542,700
Speaker 207,915 3,139,068
Total 398,609 47,640,315

Table 1: Number of speeches and tokens in the
corpus.

and some of the metadata included in ParlaMint-
DK were downloaded from the Danish Parliament
website8, while other metadata and the linguistic an-
notations of the corpus were made by researchers
from CLARIN-DK (Jongejan et al., 2021).

ParlaMint-DK contains 47,640,315 tokens,
3,139,068 uttered by the Speaker (the chair) and
44,501,247 tokens uttered by the members of
the parliament and the ministers. Only the latter
speeches are relevant for this work. All these
speeches are marked as either belonging to the
government, the opposition or none of the two (the
other group).

The government can comprise one or more par-
ties; the opposition always consists of more parties
from the opposite political wing in the studied pe-
riod. The group other is more heterogeneous. It
consists of both parties which give parliamentary
support to the government, without being part of it,
and parties which are not in direct opposition to the
government. other also comprises small indepen-
dent parties, e.g., the parliament members from
Greenland and the Faroe Islands, which have acted
as parliamentary support to various governments.

The distribution of the speeches in the three
groups, and the number of tokens in them are in
Table 1.

The Speaker often takes the floor, but does not
speak for a long time since the Speaker’s role is
to chair the meetings and ensure that the formal
rules are followed (average number of tokens per
speech is 11). The largest number of speeches
comes from the opposition parties, followed by the
other parties. The government parties take the
floor less often than the parties in the two other
groups, but their speeches are longer (in average
249 words per speech) than the speeches made by
the other parties (228 words per speeches) and the
opposition parties (226 words per speeches). The
fact that members of the government parties speak
for a longer time than those in the other groups
is not surprising since ministers often present the
bills.

There were 20 parties in the Danish parliament
in the investigated time span. Table 2 shows the
positions of at the time largest 11 left and right-wing

8ftp://oda.ft.dk

https://www.clarin.si/repository/xmlui/handle/11356/1864
https://www.clarin.si/repository/xmlui/handle/11356/1864
https://www.clarin.si/repository/xmlui/handle/11356/1864
ftp://oda.ft.dk
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Government Opposition Other

Left w.

EL EL
SF SF
ALT ALT

S S
RV RV RV

Right w.

M
V V
KF KF KF
LA LA LA

DF
NB

Table 2: Largest parties’ positions in the investi-
gated period.

parties in the various legislative periods., that is
some parties were always in the other groups, while
some parties in some legislation periods were in
government, while in other ones were in opposition.
The remaining 9 parties, all part of the group other
are smaller, they have never been in a government,
and their members seldom take the floor. They
are not shown in Table 2. The 11 parties shown in
Table 2 from the left to the right are the following:

EL The Red-Green Unity List (Enhedslisten)

SF Socialist People’s Party (Socialistik Folkeparti)

ALT The Alternative (Alternativet)

S The Social Democratic Party (So-
cialdemokratiet) has been leading two
governments in the investigated period
(2014-2016, and 2019-)

RV Danish Social Liberal Party (Radikale Venstre)

V The Liberal Party (Venstre) has been leading
two right-wing governments in the investigated
time (2009-2014, 2016-2019)

K Conservative People’s Party (Konservative
Folkeparti)

LA The Liberal Alliance (Liberal Alliance)

DF Danish People’s Party (Dansk Folkeparti)

NB New Right (Nye Borgerlige)

In the period covered by the ParlaMint-DK data,
the Social Democrats (S) and the Liberals (V) are
always either in government or in opposition, while
other parties like The Red/Green Alliance (EL) or
Danish People’s Party (DF), are never part of the
government. In the Lars Løkke Rasmussen II Cab-
inet (28.06.2015 - 28.11.2016), the government
consisted of only one party, The Liberal Party (V),
while Danish People’s Party (DF), Liberal Alliance
(LA) and Conservative People’s Party (KF) were

the parliamentary support. From 28.11.2016 to
27.06.2019, the liberals (V) were at the government
with the Liberal Alliance (LA) and Conservative Peo-
ple’s Party (KF). The opposition consisted of the
left-wing parties, which also comprised a centre
party, the Danish Social Liberal Party. From 2014
to 28.06.2015 the social democrats (S) headed a
left-wing government which also comprised min-
isters from the Danish Social Liberal Party (RV).
After the election in 2019, in the Mette Frederiksen
I Cabinet (27. 06 2019 til 15. 12 2022), the social
democrats alone formed the government with the
other “left-wing” parties as parliamentary support.
During these governments, the right-wing parties
were the opposition.

3.1. Analysis of the Speeches
The data from the ParlaMint-DK annotated corpus,
which we use in the present research are the fol-
lowing: the tokenised transcriptions, the lemma-
tised transcriptions and, for each speech, informa-
tion about whether it was delivered by a speaker
whose party was in government (GOV), in opposi-
tion (OPPN) or in the other group.

In our first study, we looked into whether there
is an overlap of the lemmas in the three groups of
speeches, and we found that 60,989 lemmas only
occurred in the government speeches, 13,225 only
occurred in the opposition speeches and 34,333
lemmas only occurred in the speeches by the
other parties. Thus, we found that the govern-
ment speeches contained the largest number of
lemmas which did not appear in the speeches of
the other groups, followed by the speeches of the
other group. A first analysis of the lemmas that
only occur in each of the three groups indicates
that they mostly consist of compounds, such as
affaldshåndteringsgebyr (waste management fee),
which only occurs in the speeches made by parties
in government and affaldsforbrændingskapacitet
(waste incineration capacity) which only occur in
the speeches by opposition parties. This indicates
that even if the topics discussed in the parliament
by the parties in the three groups are the same, the
politicians can address different details about the
same topics. Moreover, the data shows the great
amounts of compounds which characterise Danish
as other Germanic languages.

In the second study, we wanted to investigate
the speaker’s attitudes to what is said by looking
into some of the ways of expressing modality in
the speeches. The use of modality in political
speeches has been addressed in several studies
since through modality speakers can express their
attitudinal state towards what they say or others
have expressed, see e.g., (Simon-Vandenbergen,
1996; Lillian, 2008; Sharififar and Rahimi, 2015).

The most frequent way of expressing modality
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in Danish is with modal auxiliaries and modal ad-
verbs. More specifically, mood in verbs usually
expressed the speaker’s or another person’s atti-
tude towards an utterance, e.g., (Allan et al., 2015),.
The modal auxiliaries in Danish are kunne (could),
skulle (should), ville (would), måtte (had to), turde
(dare), burde (ought to), gide (bother). When they
are used in past tense, they often indicate a non-
factual (hypothetical) attitude to what is said, while
when they are used in present tense, they often
indicate a firmer and more factual attitude.

Examples of the modal auxiliary skulle in 1)
present tense and 2) past tense, are the following:

1. S: jeg skal som med de foregående
dobbeltbeskatningsoverenskomster også
meddele at Socialdemokratiet støtter dette
lovforslag
(I must also announce like with the previous
double taxation agreements that the Social
Democracy supports this bill)

2. V: det var bare lige for at notere at vi også gerne
stadig væk skulle have en positiv stemning i
frikommunerne
(it was just to note that we still would like to
maintain a positive atmosphere in the free mu-
nicipalities)

In the first example, a social democrat in govern-
ment presents the position of its party with respect
to the existing double taxation agreements (a fact),
while in the second example, a liberal in the oppo-
sition express a desire.

Danish modal adverbs are divided by Jensen
(1997) into epistemic and factual adverbs. As for
the modal auxiliaries, the distinction between the
two groups is that the epistemic adverbs can indi-
cate a more hesitant attitude, while the factual ad-
verbs show more firmness. The epistemic adverbs
listed in (Jensen, 1997) are the following: måske
(maybe), nok (probably), muligvis (possibly), dog
(though), vist (possibly), formodentlig (probably),
åbenbart (apparently), tilsyneladende (seemingly),
egentlig (actually), vel (I guess), while the factual
adverbs are desværre (unfortunately), uheldigvis
(unfortunately), and heldigvis (fortunately).

Examples of 1) a factive adverb and b) an epis-
temic adverb are in what follows:

1. V: heldigvis er der flere unge med minoritets-
baggrund, der blander sig i debatten og siger
fra
(fortunately, there are several young people
with minority backgrounds, who are getting in-
volved in the debate and put their foot down)

2. EL: hvis ikke det her lovforslag, som muligvis
krænker menneskerettighederne, og som i
hvert fald træder på retssikkerheden, blev ved-
taget

Group Modal pres Modal past
Government 480,687 60,492
Opposition 552,544 90,020
Other 453,628 77,532
Group Factive adv Epistemic adv
Government 5,412 57,171
Opposition 5,903 80,466
Other 4,658 69,340

Table 3: Occurrences of modal auxiliaries and
modal adverbs

Group Modal pres Modal past
Government 3.58 0.44
Opposition 3.49 0.57
Other 3.49 0.6
Group Factive adv Epistemic adv
Government 30.39 0.42
Opposition 0.37 0.51
Other 0.36 0.53

Table 4: Relative frequency of modal auxiliaries
and modal adverbs

(if this bill, which possibly violates human
rights and certainly undermines legal certainty,
was not adopted)

In the first example a liberal expresses a fact, while
in the second a example member of the Red-green
Union list expresses a possibility regarding a bill,
which might violate human rights. We extracted the
two types of modal auxiliary verb (present vs. past
form) and the factual vs. epistemic adverbs in the
parliamentary speeches by government, opposition
and other group in order to determine whether the
parties in government use more confident and fac-
tual expressions, and the parties in the other two
groups express less confidence when they speak
as e.g., was noted in the sentiment analysis of the
speeches made by the politicians in the Brazilian
senate (Izumi and Medeiros, 2022).

In table 3, the number of each type of modal aux-
iliary and clausal adverb in each group of speeches
is shown, while table 4 shows their relative fre-
quency.

There are no statistically significant differences
in the occurrences of modal auxiliaries in present
tense and of factual adverbs in the speeches by the
three groups. On the contrary, we found significant
differences (chi-square’s p < 0.0001, df = 1) in
the use of both past tense modal auxiliaries and
epistemic adverbs in the speeches by politicians in
government and politicians in the other two groups.
The politicians in government use significantly less
epistemic adverbs and non-factual modal auxil-
iaries than the politicians in opposition or in the
other group, thus the politicians in government ex-
press themselves in a more confident way.



158

We also investigated whether we could find the
same differences in the speeches of politicians be-
longing to the two parties that chaired left-wing
and right-wing governments (the Social Democrats
and the Liberals) comparing cases when they were
chairing the government and when they were in
opposition, and the above differences in the use
of modal auxiliaries in past tense and of epistemic
adverbs were confirmed with the same significance
values.

These results show that politicians in government
use less hypothetical constructions than the politi-
cians that are not in government.

Concluding, our first quantitative study indicates
that there are differences in the speeches by the
three groups’ politicians, and the second study
shows differences between speeches made by gov-
ernment parties and parties not in the government.
These results are promising for applying text clas-
sification to the transcriptions.

4. Text Classification: Related Work

Automatic text classification is one of the main appli-
cations of natural language processing. It aims to
assign pre-defined labels to whole texts or parts of
them. Machine learning based approaches use an-
notated data to identify the labels in non-annotated
data.

The features and algorithm that have been tested
the past decades are many, see e.g., (Kowsari et al.,
2019; Minaee et al., 2021). The most frequently
used features are n-grams, word vectors, TF*IDF
(Term Frequency * Inverse Document Frequency)9

vectors, word embeddings (Kowsari et al., 2019).
Traditional machine learning classifiers comprise

e.g., Naïve Bayes and Logistic regression, while
examples of deep learning methods used for clas-
sification are Multilayer Perceptrons (MLP), Recur-
rent Neural Networks (RNN), and Long-Short Term
Memory systems (LSTM). More recently transform-
ers and pre-trained large language models have
improved the state-of-the-art results on some of
the most common classification tasks such as sen-
timent analysis and classification of news articles
(Minaee et al., 2021).

Text classification has also been applied to po-
litical data, and specifically to parliamentary de-
bates. Many of these studies have addressed the
classification of opinions in the debates, inter alia
(Abercrombie and Batista-Navarro, 2018; Sawhney
et al., 2020), but also the automatic identification
of ideology or position in the speeches (Proksch

9TF*IDF is a technique proposed in (Luhn, 1958) and
then adopted by both information retrieval and NLP. It
allows to identify documents on the basis of the frequency
of their words relative to the words’ frequency in the whole
dataset.

and Slapin, 2012; Riabinin, 2009), the automatic
identification of policy domains (Ristilä and Elo,
2023; Navarretta and Hansen, 2022) and of par-
ties (Kapočiūtė-Dzikienė and Krupavičius, 2014;
Navarretta and Hansen, 2020).

In our classification experiments, we follow this
line of research with the aim of identifying speeches
by government, opposition and other parties. We
test traditional machine learning classifiers and a
neural network classifier training them on the most
frequently used representations of the ParlaMint-
DK transcriptions. In the final experiments, we ap-
plied a transformer and a pre-trained Danish BERT
model to our data.

5. Classification Experiments

The aims of our classification experiments were to
test to which extent various feature types and ma-
chine learning classifiers can predict if speeches
are delivered by politicians in Government, Oppo-
sition or other.

The data we used were the tokenised and lem-
matised transcriptions of the speeches, as well as
information about whether the speaker’s party was
in government, opposition or in the other group.

The experiments were run in python 3 and the
main libraries used are Pandas, Numpy, and Scikit-
learn10. For the final experiments with a transformer
and pre-trained BERT model, pytorch11 was used.

Firstly, we ran a number of classifiers on the
word vectors and TF*IDF vectors of tokens and
lemmas in order to determine whether the former
or the latter dataset performed best for this task. All
classifiers gave the best results with lemma based
features. The classifiers we tested were a stratified
classifier12, which is our first baseline, a Multino-
mial Naïve Bayes, our second baseline, Logistic
Regression13, and a Multilayer Perceptron Classi-
fier14. All classifiers’ implementations were those
provided in Scikit-learn.

We also ran these classifiers with vector and
TF*IDF vector representations of the data’s bigrams
and trigrams.

Secondly, we ran the classifiers and the unigrams
features from the first experiments on speeches
from only government and opposition (binary clas-
sification), since the government vs opposition dis-
tinction is used in many political studies. More-
over, many of the parties in the other group only

10https://scikit-learn.org/stable/
11https://pytorch.org/
12The classifier generates predictions by following the

training set’s class distribution.
13Logistic Regression was run with the lbfgs solver.
14Mulilayer Perceptron was run with the sgd solver,

tanh activation, alpha = 0.001, 3 hidden layers, and
constant learning rate.

https://scikit-learn.org/stable/
https://pytorch.org/
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belonged to it in the investigated period, and we
wanted to address especially parties that have been
part of different groups in different periods in order
to be sure that linguistic differences in the speeches
are not exclusively party dependent.

Finally, we run on the lemmas of the speeches
a hugging face transformer15 with a pre-trained
Danish BERT model16, which has been trained and
distributed by the Danish company Certainly17.

In the first group of experiments, we tested word
vectors and the TF*IDF vectors with 15,000 to
19,000 features. The results of classification im-
proved when going from 15,000 features to 17,000
and then decreased. Therefore, we only report the
results obtained with the two vectorized datasets
and max_features = 17000. The same number
of vector features were then also used in the sec-
ond group of experiments. 10-fold cross validation
was performed and Precision (P), Recall (R) and
weighted F1-score (F1) are given as evaluation
measures.

The results when the classifiers were trained on
unigrams, bigrams and trigrams vector representa-
tions are in Table 5.

Naïve Bayes classifier outperforms the stratified
baseline (F1-score 0.34 vs. 0.47) and is the only
algorithm that performs slightly better when trained
on vectors of bigrams and unigrams. Both Logistic
Regression and Multilayer Perceptron outperform
the second baseline, that is the results of the Naïve
Bayes classifier. The best results are also produced
by Logistic Regression trained on TF*IDF vectors
of lemmas with F1 = 0.61. Multilayer Perceptron
also performs best when trained on TF*IDF uni-
grams’ vectors. The results of the two classifiers
decrease slightly when they were run on the vec-
torized bigrams, and their performance decreases
even more when they were trained on the two types
of vectorized trigrams.

The confusion matrix from Logistic Regression
trained on the TF*IDF lemma vectors is in figure 118.

The classes that are most often confused with
each other are Opposition and other, and this could
be expected since they both consist of speeches
made by parties that are not in government. We
also analyzed some of the erroneously classified
speeches and found that some were short, and/or

15https://huggingface.co/docs/
transformers/index

16Version 2,
https://github.com/certainlyio/nordic_
bert

17https://certainly.io/
18In the two confusion matrices in the paper, GOV,

stands for government, OPPN for opposition, and
OTHER for other since these were the labels used in the
dataset.

Classifier P R F1
Stratified 0.34 , 0.34 0.34

Lemma vectorized
NaïveBayes 0.52 0.49 0.47
LogisticR 0.58 0.58 0.58
MultilayerP. 0.6 0.593 0.594

TF*IDF
NaïveBayes 0.541 0.49 0.0.47
LogisticR 0.61 0.61 0.61
MultilayerP. 0.6 0.6 0.6

Bigrams vectorized
NaïveBayes 0.52 0.5 0.48
Logistic 0.57 0.57 0.57
MultilayerP. 0.51 0.51 0.51

TF*IDF bigrams
NaïveBayes 0.53 0.502 0.483
LogisticR 0.6 0.6 0.6
MultilayerP. 0.584 0.584 0.584

Trigrams vectorized
NaïveBayes 0.513 0.51 0.50
LogisticR 0.533 0.534 0.533
MultilayerP. 0.472 0.472 0.472

TF*IDF trigrams
NaïveBayes 0.52 0.5 0.48
Logistic 0.553 0.554 0.552
MultilayerP. 0.541 0.542 0.541

Table 5: Results of the first classification experi-
ments

Figure 1: Confusion matrix for ternary classification
with Logistic Regression

they did not address a specific political issue, as it
is shown in the following speech examples:

• ja (yes)

• tak (thank you)

• nej det har jeg ikke (no, I have not)

https://huggingface.co/docs/transformers/index
https://huggingface.co/docs/transformers/index
https://github.com/certainlyio/nordic_bert
https://github.com/certainlyio/nordic_bert
https://certainly.io/
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Classifier P R F1
Stratified 0.5 0.5 0.5

Lemma vectors
NaiveBayes 0.654 0.66 0.65
Logistic 0.733 0.734 0.732
MultilayerP. 0.735 0.736 0.737

TFIDF vectors
NaiveBayes 0.69 0.68 0.66
Logistic 0.752 0.753 0.751
MultilayerP. 0.741 0.742 0.741

Table 6: Results of the binary classification exper-
iments

• jamen så kan man rejse et civilt søgsmål (well
then you can bring a civil action)

• jeg tror ikke at jeg har yderligere kommentarer
(I do not think that I have further comments)

In the second group of experiments, we applied
the same classifiers and used the same unigrams
features as in the first group of experiments, but in
this case we only addressed the speeches made
by parties in government and opposition (binary
classification). The results of these experiments
are in Table 6.

Also in these experiments, the Multinomial Naïve
Bayes classifier outperforms the stratified classifier,
and both Logistic Regression and Multilayer Per-
ceptron give better results than the Naïve Bayes
classifier, which also performs quite well on this
task. Also in these experiments, the best results
were achieved by Logistic Regression trained on
TF*IDF lemma vectors (F1-score= 0.751). The
F1-score of Logistic Regression outperforms the
F1-score of the Stratified classifier with more than
0.25. Multilayer Perceptron gave slightly better re-
sults than Logistic Regression when the two classi-
fiers were trained on word vector representations,
while it gave slightly worse results when trained on
TF*IDF vectors.

The confusion matrix from the binary classifica-
tion performed by Logistic Regression trained on
the TF*IDF lemma vectors is in figure 2. The con-
fusion matrix shows that speeches made by the
government are more often classified as speeches
made by the opposition than the contrary. Also in
this case, part of the wrongly classified speeches
were short and/or did not address a specific political
issue.

In the third group of experiments, a bidirectional
Encoder Representation from Transformers was
run using the pre-trained Danish BERT model19.
The results for the ternary classification were the

19The experiment was run on an Intel Xeon gold pro-
cessor with 64 cores and 364 GB memory provided by
https:cloud.sdu.dk. Optimization was performed
with the pytorch implementation of the AdamW optimizer.

Figure 2: Confusion matrix for binary classification

following: Precision = 0.68, Recall = 0.64 and
F1-score= 0.64. The results of the transformer
improve especially precision compared to the best
results obtained with the more traditional classifiers,
but also recall gets better.

Using even larger language models would prob-
ably give even better results. However, environ-
mental sustainability issues should be considered,
since it took much more time to fine tune and train
the transformer on this data than training Logis-
tic Regression (48 hours vs. half an hour) even
if we used a much stronger processor when run-
ning the transformer than when training Logistic
Regression.

Finally, we run the transformer and the pre-
trained Danish BERT model on the data consisting
only of speeches made by government and op-
position parties. The data was so that 80% was
used for fine tuning the pre-trained model and 10%
were used for testing and 10% for validation.The
results for the binary classification were the fol-
lowing: Precision = 0.79, Recall = 0.77 and F1-
score= 0.77. Also in this case, the transformer
gives the best results.

6. Discussion

Our first quantitative analyses of the parliamentary
speeches in the ParliaMint-DK corpus show that
there are differences in the speeches delivered by
government, opposition or the other group.

The politicians in the government use less hypo-
thetical constructions than politicians in the other
two groups. Moreover, the fact that a number of
lemmas in the speeches of each group do not occur
in the speeches produced by politicians belonging

The learning rate was 5e − 5 and eps = 1e − 8 (the
default). 16 batches and 4 epochs were used.

https:cloud.sdu.dk
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to the other two groups might indicate that there are
issues, which are addressed more by one group or
that politicians in government, opposition and other
parties use some particular words depending on
their party’s current position.

This aspect should be examined further. In future,
we could also investigate whether the differences
between the three groups are more evident when
they address specific policy areas.

The results of our ternary classification experi-
ments (F1-score= 0.64) confirm that identifying the
speeches of politicians in government, opposition
and outside the two groups are quite good given
the type of data. The best results were obtained
with a transformer trained on a BERT, but also a tra-
ditional ML classifier, Logistic Regression, trained
on TF*IDF vectors of lemmas gave a good F-score
(0.61).

The results of ternary classification when tradi-
tional ML classifiers were trained on bigrams and
trigrams vector representations gave different re-
sults depending on the classifier and the type of
vector, but in general the results decreased slightly
when going from unigrams to bigrams, and even
more when trigrams were used.

In our binary classification experiments, we again
obtained the best results using the transformer
and the pre-trained Danish BERT model, with
an F1-score of 0.77. This result is also good
when compared to the results obtained by other
researchers on different text classification tasks
(Minaee et al., 2021). The second best result was
again obtained by Logistic Regression on TF*IDF
vectors of lemmas (best results with 17,000 fea-
tures: F1 − score = 0.754). The analysis of ran-
domly selected speeches, which were wrongly clas-
sified, showed that some of them were short and
did not address a specific policy domain. Many
of these examples, in fact, had a communication
management function (Bunt et al., 2010).

7. Conclusions and Future Work

In this paper, we have presented quantitative anal-
yses of the transcriptions of Danish parliamentary
speeches as well classification experiments aimed
to determine whether the speeches were produced
by politicians in government, opposition or other
parties. Both the results of our preliminary anal-
yses of the speeches and our ternary and binary
classification experiments show that there are dif-
ferences between the speeches of government par-
ties and parties outside it. These differences were
also found within parties taking either the role of
chairing the government or being in opposition in
different years of the investigated period.

The results of this study also confirm some of the
observations by Izumi and Medeiros (2022) who

classified sentiment in Brazilian Senate speeches
delivered by left-wing and right-wing parties.

Future extensions of our work are many, such
as a) making further analyses of the linguistic char-
acteristics of the speeches of government parties
and parties outside the government, b) investigat-
ing whether there are policy domains which are
more often addressed by each of the three groups,
c) reducing the classification experiments to the
speeches of one of the two large parties which
have been in government and in opposition in dif-
ferent periods, and d) comparing the results from
this study with similar studies of the speeches from
other ParlaMint corpora. Since all the ParlaMint
corpora have the same metadata and linguistic an-
notation types (Erjavec et al., 2022), it should be
possible to extend this kind of study to other par-
liamentary data also comparing language specific
characteristics of e.g., speeches made by govern-
ment and opposition parties. Moreover, the English
translation of ParlaMint-DK could be used in a repli-
cation study in order to evaluate the quality of the
automatic translation.

Finally, more Large Language Models could be
tested for classification, but environmental sus-
tainability should be considered given the larger
amount of resource they require compared with
traditional machine learning classifiers.
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