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Abstract

This study addresses a significant challenge
in machine translation between North and
South Korean languages: the scarcity of
parallel corpora. To overcome this limitation,
we developed a comprehensive North-South
Korean parallel corpus and fine-tuned a South
Korean pre-trained model. Our research ex-
plores the potential for a robust sentence-level
translation model between the two Korean
dialects. We evaluated the performance of
the model using both BLEU and BERTScore
metrics and conducted a qualitative analysis
to assess its ability to capture the distinct
linguistic features of North and South Korean
languages, including differences in vocabulary,
word spacing, and spelling. Our findings
demonstrate that this newly developed corpus
and translation model not only enhance
machine translation capabilities but also
contribute valuable insights to linguistic
studies of the two Korean languages.

1 Introduction

Korean is the official language of both South Ko-
rea and North Korea. Because of the geographical
and sociopolitical division of the Korean peninsula
for over 70 years the Korean language has evolved
differently in the two Koreas. The most notable
difference can be found in the vocabulary: every-
day North Korean terms differ by 38% from those
used in South Korea, while technical terms dif-
fer by 66% (Park, 2016). Additionally, differences
in orthography and discourse style often prevent
North and South Korean speakers from understand-
ing each other. According to the 2016 Survey on
Language Awareness of North and South Korea
by the National Institute of the Korean Language,
29.8% of North Korean defectors need 4 to 5 years
to speak and write like South Koreans, while 51%
need more than 6 years (National Institute of Ko-
rean Language, 2016). This language gap between

North and South Korea could pose a practical ob-
stacle to Korean reunification.

Efforts have been made to overcome the lin-
guistic divide between North and South Korea.
For instance, in 2005, both countries undertook a
joint project, to create a unified Korean dictionary,
Gyeoremal-keunsajeon (Yu, 2021). Unfortunately,
the project was discontinued due to turbulent inter-
Korean relations, with only about 40% of the total
307,000 words collaboratively discussed and re-
solved (Park, 2023). Additionally, in South Korea, a
translator app, Geul-dong-mu was launched to help
North Korean defectors adjust to their new lives by
translating South Korean terms into North Korean
equivalents (Geuldongmu). However, the app had
a limited vocabulary and could not translate sen-
tences, which highlights the need for more natural
language processing (NLP) research focused on
the North Korean language. The paucity of North
Korean language resources has made it challeng-
ing to build a large-scale corpus for NLP tasks like
machine translation in the North Korean language.

Several studies have implemented NLP research
on the North Korean language. For example, (Kim
et al., 2022) created North Korean-English and
North Korean-Japanese parallel corpora from a
North Korean News portal, Uriminzokkiri. This
parallel corpus was used to conduct North Korean
translation experiments. Another study (Akdemir
et al., 2022) built a North Korean corpus using
Rodong News articles and New Year Addresses of
the North Korean leaders to train a BERT-based
language model and a sentiment analyzer. However,
these studies were limited to corpora that either
only included North Korean language data or were
paired with languages like Japanese or English.
Studies focusing on translation between North and
South Korean using a parallel corpus that align
North Korean sentences with their South Korean
counterparts are scarce.

To address this problem, we created a parallel



corpus by collecting and aligning text data, which
are translations between North Korean and South
Korean. We then developed a North-South Korean
machine translation model by fine-tuning a South
Korean pre-trained model with the parallel corpus.
We conducted a quantitative evaluation using com-
bined metrics: BLEU (Papineni et al., 2002) and
BERTScore (Zhang et al., 2020). Furthermore, we
performed a thorough qualitative analysis of our
translation results to assess the extent to which our
translation model captures the differences between
the North Korean and South Korean languages.

2 Related Works

NLP research on the North Korean language is lim-
ited due to the scarcity of North Korean NLP tools
and resources. Consequently, North Korean-related
NLP research lags behind in reaching cutting-edge
results.

One study (Kim et al., 2023) constructed a par-
allel corpus specifically for the North Korean neu-
ral machine translation (NMT) systems. Using a
news portal called Uriminzokkiri, news articles
published in North Korean, English, and Japanese
were aligned manually and automatically to create
North Korean—English (NK-EN) and North Ko-
rean—Japanese (NK-JA) parallel corpora. A trilin-
gual annotator manually aligned the English and
Japanese sentences with their corresponding North
Korean sentences to create evaluation data for ma-
chine translation. The automatic alignment method
was used to generate the training data, and the study
found that the bidirectional South Korean NMT
model (bidi-SK) achieved the highest alignment
score. Translation experiments using the NK-EN
and NK-JA datasets showed that the South Korean
pre-trained BART fine-tuned with North Korean
data produced a higher BLEU score than the mod-
els trained exclusively on either South or North Ko-
rean data. Similar to the study, we utilize a South
Korean pre-trained BART-based model. However,
unlike that study, we focus on exploring the po-
tential for machine translation between North and
South Korean languages.

Another study (Choi and Hong, 2022) con-
structed a South Korean-North Korean parallel cor-
pus to develop a North and South Korean bidirec-
tional translator. South Korean-English and North
Korean-English news data from the Korean Paral-
lel Data (Park et al., 2016) were used as resources.
Corresponding South Korean and North Korean

sentences for each English sentence were extracted
and aligned to create a parallel dataset. However,
due to the small size of the training data, only a few
linguistic differences were observed in the dataset
and the translation results.

In our study, we created a large and diverse
dataset of North Korean and South Korean lan-
guages by incorporating novels with varied content,
sentence structures, and vocabulary. We then fine-
tuned the South Korean BART model ! using this
dataset to improve the translation quality between
North Korean and South Korean languages.

3 North - South Korean Parallel Corpus
Construction

3.1 Data Description

Table 01 describes the information about the North-
South Korean parallel corpus. The corpus contains
130,738 sentence pairs, sourced from classic nov-
els and the Bible, translated into North and South
Korean languages. 29,986 sentence pairs were cre-
ated from the Bible, making up 23% of the corpus.
Meanwhile, classic novels provided 100,752 sen-
tence pairs, representing 77% of the corpus. En-
glish and French classic novels comprise 72% of
the dataset, while Korean classic novels account
for 5%. The parallel corpus is available in GitHub
to encourage further research in Natural Language
Processing(NLP) or Linguistics. 2

3.2 Data Collection

The dataset was created using the North Korean
and South Korean versions of the Bible, three Ko-
rean classic novels, and one English and French
classic novel, each translated into North Korean
and South Korean. The Bible was selected because
of its consistent structure of books, chapters, and
verses, which made it easier to match correspond-
ing sentences across translations. The North Ko-
rean version of the Bible was kindly provided by
the North Korean Science and Technology Network
(NKTech) of the Korea Institute of Science and
Technology Information. The Korean, English, and
French classic novels were chosen for their vari-
ety of everyday words, discourse styles, and sen-
tence structures. The North Korean versions of the
classic novels were acquired from the Information
Center on North Korea, operated by the Ministry of

"https://github.com/SKT-AI/KoBART
2https: //github.com/HandongSF/
KoreanUnificationParallelCorpus
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Resource Title Sentence pairs Total sentence pairs
Bible 29,986 29,986
English Classic Novel Jane Eyre 60,331 94,459
French Classic Novel = The Red and the Black 34,128
Korean Classic Novel ~ Onggojip-jeon (-2-17%] %) 988 6,293
Sukhyang-jeon (£5%F%1) 3,538
Shimchung-jeon(A A ZA) 1,767
130,738

Table 1: North-South Korean parallel corpus

Unification in South Korea. All documents, includ-
ing the matching South Korean translations, were
manually collected in PDF format using scanning
software. They were then converted into text using
an optical character recognition (OCR) tool and
carefully reviewed to correct any typos or errors
during the automated recognition process.

3.3 Manual error correction of the text data

The accuracy of the extracted text data was cross-
checked with the original PDF, and any spelling
or spacing mistakes were corrected. Annotations,
chapter titles, page numbers, Chinese characters,
and languages other than North or South Korean
were eliminated. A unique challenge was to avoid
unintentional modification of North Korean text
according to South Korean language rules.

3.4 Matching sentence pairs

The resulting text files were preprocessed to re-
move all punctuation marks except periods (.), com-
mas (,), question marks (?), and exclamation marks
(1). These four punctuation marks were used to sep-
arate the text into sentences. The text files were
then converted into a spreadsheet with North Ko-
rean sentences in the first column (‘nk’) and South
Korean sentences in the second column (‘sk’).

Next, matching was performed to pair each
North Korean and South Korean sentence with an
identical meaning. In the case of classic novels,
one North Korean sentence often corresponded to
multiple South Korean sentences, and vice versa.
Multiple sentences were allowed in the same row
to create sentence pairs as long as one or more sen-
tences in both languages shared the same meaning.
Any sentences with no corresponding match in the
other language were deleted.

These stages of building the parallel corpus re-
quired significant labor. Approximately twenty par-
ticipants were recruited to handle routine tasks,

such as applying the OCR tool and identifying ob-
vious errors and mistakes. All participants were
native South Korean speakers, with no specific cri-
teria regarding age, gender, major, or grade in the
selection process. Each part of the dataset was re-
viewed twice by different participants to minimize
individual bias and ensure consistency when pair-
ing North Korean and South Korean sentences with
equivalent meanings. The initial completion of the
dataset took approximately six weeks, from August
29th to October 6th, 2023.

In the resulting dataset, errors were more preva-
lent in the North Korean text than in the South
Korean text, as the process was conducted by na-
tive South Koreans with little or no knowledge of
the North Korean language. Therefore, an addi-
tional phase was undertaken to correct the errors in
the North Korean text. Important spelling, spacing,
and vocabulary differences between the North and
South Korean languages were studied in advance to
reduce the likelihood of overlooking errors. In to-
tal, the creation of the North-South Korean parallel
corpus took about three to four months.

4 North-South Korean Translation
Experiments

Using the North-South Korean parallel corpus con-
structed in Section 3, we trained a North-South Ko-
rean bidirectional translation model and measured
the translation quality with BLEU (Papineni et al.,
2002) and BERTScore (Zhang et al., 2020). To
evaluate how well the model captured the linguistic
differences between North and South Korean, we
analyzed the translation results of several sentences
that were not included in the training data.

4.1 Experimental Setup

Dataset
For the translation experiments, we split the
North-South Korean parallel corpus, consisting of



130,738 sentence pairs, into training and test sets
with a 9:1 ratio. To ensure balanced representation,
the test set of 13,073 sentence pairs was propor-
tionally collected as follows: The Bible 23% (3,007
pairs), Jane Eyre 46% (6,016 pairs), The Red and
the Black 26% (3,399 pairs), and Korean classic
novels 5% (651 pairs), with the sentence pairs
selected randomly. The remaining sentences were
used for the training set. For Jane Eyre and The
Red and the Black, the number of South Korean
publishers was also considered. Since the South
Korean translations of these works were provided
by multiple publishers, some sentence pairs had the
same North Korean sentence aligned with different
versions of South Korean sentences. Therefore,
extra caution was needed to make sure that North
Korean sentences in the training set were not
included in the test set. For example, because
Jane Eyre was sourced from four South Korean
publishers, around 1,500 North Korean sentences
were selected from each publisher to make up the
6,016 sentence pairs needed for the test set. A sim-
ilar approach was applied to The Red and the Black.

Baseline Model

BART (Lewis et al., 2019) is a denoising au-
toencoder that learns to map corrupted sentences
to their original forms and has achieved high
performance in various text generation tasks. It
has shown enhanced performance in Romanian-
English translation. KoBART is a South Korean
BART trained on approximately 40GB of Korean
text. Fine-tuning KoBART has proven effective
in improving North Korean-Japanese and North
Korean-English machine translation (Kim et al.,
2023). Therefore, we chose KoBART as our base-
line model. Specifically, the KoBART-translation
model was fine-tuned on our dataset using the
following hyperparameters: a batch size of 4, 8
epochs, a learning rate of 3e-5, and the AdamW
optimizer. Sentences were pre-processed using
the KoBART tokenizer.> We refer to the model
translating North Korean sentences to South
Korean as NK—SK, and South Korean sentences
to North Korean as SK—NK.

4.2 Experimental Results

The translation performance of the NK—SK and
SK—NK models was evaluated using two met-

3https://github.com/SKT-AI/KoBART ?tab=
readme-ov-file#tokenizer

rics: BLEU Score (Papineni et al., 2002) and
BERTScore (Zhang et al., 2020). Table 02 presents
the BLEU scores for each model. The NK—SK
model achieved a score of 0.442, outperforming the
SK—NK model, which scored 0.107. We attribute
the higher score of the NK—SK model to the differ-
ence in the number of reference sentences possible
for comparison with the output of the model. That
18, since the South Korean sentences were drawn
from various publishers, the NK—SK model had at
most four reference sentences to compare against
each translation output. In contrast, the SK—NK
model had only one reference North Korean sen-
tence available for each translation output, as the
North Korean sentences were extracted from a sin-
gle publisher.

Model BLEU Score BERT Score
NK—SK 0.442 0.821
SK—NK 0.107 0.815

Table 2: BLEU Score and BERT Score of the NK—SK
and the SK—NK model

Although BLEU is a commonly used evalua-
tion metric in machine translation tasks, it relies
on surface-form similarity measures and often ne-
glects semantic equivalence between the reference
and candidate. This can lead to underestimating
the performance of semantically correct transla-
tions that differ from the surface form of the ref-
erence. To address the limitations of BLEU, we
used BERTScore as an additional metric. Unlike
n-gram-based metrics, BERTScore measures the
cosine similarity between tokens in the candidate
and reference using the contextual embeddings of
BERT. BERTScore correlates better with human
judgment as it effectively captures the semantic
and contextual information of words and phrases in
the candidate and reference. BERTScore calculates
precision, recall, and F1 scores. Recall measures
how well each token in the reference is captured
by those in the candidate, while precision mea-
sures how closely candidate tokens match those in
the reference. F1 is the harmonic mean of preci-
sion and recall. Table 02 presents the BERTScores
for the NK—SK and SK—NK models, with only
the F1 scores recorded for simplicity. Both models
reached high scores, with the NK—SK model scor-
ing 0.821 and the SK—NK model scoring 0.815.
The difference in the BERTScore results between
the two models is much smaller than the differ-
ence observed in their BLEU scores, indicating
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Source  =25-9] Lbo] Wte] Lho] o] 52 W] &el Aol A
NK—SK  Hlo[2 $19] U] Wate] ) o] 52 shAlo] &235914.
English A card of mine lay on the table; this being perceived, brought my name under discussion.
Source  YIFRIE ojPA £ SFo R £ MASOIT o] FAE 4Fo] WE oz By
A 118tk
NK-SK g 2ele 930 5150 Aol o BHe 49| wEe] A=gd sich
English  Madame de Rénal was a prey to all the poignancy of the terrible passion in which chance

had involved her.

Table 3: Example of NK—SK translations that show North and South Korean difference in vocabulary usage

Source I I AR or &g o] 37t
E

NK-SK  del FRo2 &8 ojdo] ASS
L0} A
5 KA.

Source  II=LHU=EHEEOLRES
g $7he U Folh

SK—NK 18]i= deldle FEEo= &2

,,,,,,,, R
English

o
o
i(‘
k-l
rO
o
il
&
v
i
-
%0,
filo
rEI
alll
all
=
il
ot
Ry

So putting my hand in through the open window, I drew the curtain over it, leaving only an

opening through which I could take observations.

Table 4: Example of NK—SK and SK—NK translations that show North and South Korean difference in loanwords

no significant performance difference between the
NK—SK and SK—NK models regarding semantic
similarity.

4.3 Qualitative Analysis

A qualitative analysis was conducted to evaluate
the ability of the translation model, considering
the differences between the North and South Ko-
rean languages. The analysis focused on three main
aspects: vocabulary, spelling, and word spacing.
These criteria for comparing North and South Ko-
rean language differences were chosen based on the
book, Understanding the Languages of North and
South Korea (Cho et al., 2002). Sentence pairs that
contained the key linguistic differences between
North and South Korean languages were selected
from the test dataset.

4.3.1 Vocabulary difference between North
and South Korea

North Korea and South Korea often use different
words to refer to the same meaning. From a native
South Korean speaker’s perspective, some North
Korean words are difficult to understand without
knowing the North Korean language.

For instance, the North Korean phrase “ZH}o]|

@ 2 t}(mal-bab-e o-leu-da)” means “being spo-
ken about by many people.” Not only “H(mal-
bab)” is an unfamiliar word in South Korea, but
rarely used with the predicate “ 2 2 th(o-leu-da),”
which means “to come up.” Instead, a more com-
monly used phrase in South Korean is “Z}A]| o]
Q@ 2 th(hwa-je-e o-leu-da).” For this reason, we
selected a North Korean sentence including the
phrase “HHro]| @ 2 t}h(mal-bab-e o-leu-da)” to
check the translation results of the NK—SK model.
Table03 shows that the NK—SK model success-
fully translated the North Korean phrase “Z5}o]|
2 2 tH(mal-bab-e o-leu-da)” into the more gen-
erally used South Korean phrase “S}A| o] @ 2t}
(hwa-je-e o-leu-da).”

Another example is the North Korean verb
“IL o} 7] thH(mo-dae-gi-da)” which means “to writhe
in agony.” In South Korean, “X t} 7]t} (mo-dae-
gi-da)” does not convey the same meaning and is
unused. So, we chose a North Korean sentence
with the phrase “Htj7]tH(mo-dae-gi-da)” to
assess the translation results of the NK—SK model.
In Table03, the NK—SK model translated the
North Korean phrase “Xtj”7]thH(mo-dae-gi-da)”
into a South Korean phrase “A}F=%}5]th(sa-lo-
chap-hi-ta),” which means "to be dominated or



Source @412 iR o W2 150l nhAE YR 1 HAPo] B FAE vhee)Fg
=

NK—SK A2 mtalo 7 Al7]:= g2 iU QA2 Autatet o P2 o stexe 7=

,,,,,,,, AT

Source  QA1S mEtert PPt diz ISoA el B HE T AFD o ettt A
Zoluc.

SK-NK 8412 ut27} A2 S8 g 1 298 o 5274 790}

English  Joseph gave them carts, as Pharaoh had commanded, and he also gave them provisions for |

their journey.

Table 5: Example of NK—SK and SK—NK translations that show North and South Korean difference in the initial

sound rule

Source 1912 Egt W2ste] mojere ghile] AlREE UHsl 2%

NKGSK 9.8 Wrtol o Sl g £219] A8 del Fah
*é&&lwliﬁéé%%QQDéﬁéé**%¥2¥54ﬁfﬁiéii%ﬁ ***********
SK—NK 1 98 iz27v}o] golgli= AFFE-L 3157 B 45 Th.

English  This ruddy shine revealed, Eoz):aigrioapiniez;r the mantelpiece.

Table 6: Example of NK—SK and SK—NK translations that show North and South Korean difference in the

addition of a “ A” into a compound word

overwhelmed by a particular emotion." Although
it is not a perfect match, the meaning of the North
Korean phrase is communicated to a certain degree.

Loanwords

English loanwords are one of the noticeable
differences in vocabulary between North and
South Korean languages. North Korea uses less
foreign loanwords than South Korea. One example
is the English word “curtain,” which is rendered
as the loanword “# E-(keo-teun)” in South Korea,
whereas in North Korea, it is referred to as
“ZF7}2 (chang-ga-lim).” “#-7}9 (chang-ga-lim)”
joins together the Korean words “Z(chang),”
meaning “window,” and “7}%(ga-lim),” mean-
ing “cover.”” Table04 shows that the NK—SK
model accurately translated the North Korean
word “Z}7}2l(chang-ga-lim)” into the South
Korean word “#E(keo-teun).” It also shows the
example of the SK—NK model correctly translat-
ing “7] E(keo-teun)” into “#7}% (chang-ga-lim).”

4.3.2 Spelling difference between North and
South Korean

Initial sound rule
In South Korean, the consonant “=

B

into “o” or “

ER]

changes
L” when combined with vowels

“F 4, o, -+, 7, 1, d,” while North Korean
does not undergo such changes. For example, the
word “travel” is written as “2] 8§ (lyeo-haeng)” in
North Korean but “¢{3j(yeo-haeng)” in South
Korean. In Table 05, we see that the NK—SK
model correctly translated the North Korean
word “2] 34 (lyeo-haeng)” to “o{5J(yeo-haeng)” in
South Korean, while the SK—NK model trans-
lated o] 3Y(yeo-haeng)” into “2]3§(lyeo-haeng)”
in North Korean, according to the initial sound rule.

The addition of * ~”’ into a compound word

In South Korean, the consonant ““ A is added when
compound words are created in certain cases. The
first case involves compound words made up of
pure Korean words, such as “A| 1 7}(si-naet-ga),”
meaning “the surroundings of a stream.” Since
both “A]UYj(si-nae),” meaning “‘stream,” and “7}
(ga),” meaning “the surroundings,” are two pure
Korean words with no corresponding Chinese
characters, “A” should be added when those
words are combined to form a new word. Another
case occurs when compound words consist of one
pure Korean word and another Sino-Korean word,
with the first word ending in a vowel. An example
is “5E7H(nal-lok-ga),” which means “fireside.”
“UE (/)" is a Sino-Korean word meaning
“stove” and ends in a vowel, “..)” requiring a



Source 17 LH= ART ES 71 AYE AAelS dofF tho] AR fA/skw 7 7Ae]
B E
NK-SK  Tej4 433 £ 51 438 A28 do] 2 thaie e AWe 921 7|70
,,,,,,,, dARe
Source A FEGHEL Fol HAE A Sl A Ro] HeIAL L o] T4
SK—-NK v oA T2 =& A&=skal 29 sl A QA HAF th= 74 e =74
English I was glad to give her a sufficient sum to set her up in a good line of business, and so get

decently rid of her.

Table 7: Example of NK—SK and SK—NK translations that show North and South Korean difference in the endings
of a word “-0}/-©]” based on the final syllable vowel of the stem

Source -2 A ofH Wefsis Al L1t o S]] B4 LW ASILL A
ut.
NK—SK 122 A4 ol -7 i o 8)7] 8 4 gL w3 Afstek S5 A7) dytel.
English  His clothes became dazzling white, whiter than anyone in the world could bleach them.
Source st HA10] AL AR oY ShedEE &2 4lo] oft] gloelolrt.
NK-SK 2 3hthd F0] 2.2 AZg . shbd e lge 4lo] ofr] U7
English  Your ways, God, are holy. What god is as great as our God?>

Table 8: Example of NK—SK translations that show North and South Korean difference distinguishing word spacing

rules between dependent nouns and particles

consonant “ A" to be added when combined with
the word “7Hga).” North Korean, on the other
hand, does not apply this rule. Hence, the South
Korean word “A|Y17}(si-naet-ga)” and “‘dE7}
(nal-lok-ga)” are written as “A]W|7}(si-nae-ga),”
and “d=7H(nal-lo-ga),” respectively. Table 06
demonstrates an example of the NK—SK model
correctly translating ‘4= 7H(nal-lo-ga)” into
the South Korean word “d5=7H(nal-lok-ga),”
following the rule of adding “ A’ in compound
words. The SK—NK model correctly translated
“+57H(nal-lok-ga)” into the correct North Korean
spelling, “4 2 7H(nal-lo-ga).”

Endings of a word “-0}/-0]” based on the final
syllable vowel of the stem
South Korean and North Korean differ in the way
of writing the ending of a word “-0}/-©]” depend-
ing on the final syllable vowel of the stem. In North
Korean, the ending of a word is written as “-¢{/-1”
when the final syllable vowel of the stem is “ |,
B, 1, <1, +1, <17 and “S}’. In South Korean, the
ending of the word is written as “-O}” when the
final syllable vowel of the stem is “ }, .,” and
“.0]” otherwise. For example, “to break off a re-
lationship™ is written “3]]©] 2| th(he-eo-ji-da)” in
South Korean because the final syllable vowel of

the stem “3]]” is “ 1],” not either “ }F’ or “ ...’ In
North Korean, since “ 1] is in one of the vowels
listed( 1, W, dl, =1, -1, <), they write “3]|o] %]
TH(he-yeo-ji-da).” Table 07 illustrates an example
where the NK—SK model precisely translated “3]|
o] Z| th(he-yeo-ji-da)” into the South Korean word
“3]|o] 2] th(he-eo-ji-da).” The SK—NK model cor-
rectly translated “3]|©] ] th(he-eo-ji-da)” into the
North Korean word “3]] ] 2] t}(he-yeo-ji-da)”.

4.3.3 Word spacing difference between North
and South Korean

Spacing of dependent nouns and particles

North and South Korean have different word
spacing rules for dependent nouns and particles.
In South Korean, the dependent noun is separated
from the preceding verb or adjective stem, while
in North Korean, it is attached. However, both
languages attach particles to the preceding word.
Therefore, we checked whether the NK—SK
model could distinguish between dependent
nouns and a particle that looks identical and
apply the correct word spacing rules accordingly.
Table 08 provides an example of the NK—SK
model successfully translating “THZ-(man-keum),”
when used as both a dependent noun and a
particle. When “TFZ-(man-keum)” is used after the



Source .4 Alojn] B& U2 FHGH=A] oft

SK—NK .4 Alojn] & A2 F35H=7] of
Source ..Y| Alojn] B AR ERFLA] ofp

SK—NK .4 Aloju] & A2 F35H=7] of
English  Tell your mother-in-law that if she does

o
=
o
Kl
e
o
&

Tell your mother-in-law that if she doesn’t stop wailing this instance, I’1l throw her out.

Table 9: Example of SK—NK translations that show North and South Korean difference applying spacing rules

between main and auxiliary predicate element.

stem of the adjective “§l-S(eobs-eul),” meaning
“something does not exist,” it is a dependent noun
and translated into South Korean with a word
space between the two words. On the contrary,
when “TFE-(man-keum)” comes after the noun
“S}=4(ha-neu-nim),” meaning “God,” it is a
particle and attached to the previous word when
translated into South Korean.

Spacing between predicate elements

North and South Korean also differ in the rules
for spacing between main and auxiliary predicate
elements. In North Korean, the main and the
auxiliary predicate elements are always attached.
In South Korean, separating the main and auxiliary
predicates is a general rule. However, it is also
possible to attach the auxiliary predicates to the
main predicate in some cases. One such case
is when a main predicate whose final syllable
vowel is “o}, o], & is followed by certain
auxiliary predicates, such as “UTh(nae-da).”
“Zolft}(jjoch-a-nae-da),” which means to “drive
somebody out,” is an example. In contrast to North
Korean, South Korean allows both “Zo}t}” and
“Zol Y}’ because “Zo}P’ ends with “O}” and
precedes the predicate “UJt}”. Table 09 shows a
correct translation example of the SK—NK model
translating both “Zo} Wt} and “ZobJt}” into
“Zolt}’ in North Korean.

5 Conclusion

This study presented a North-South Korean paral-
lel corpus using the Bible and literature resources.
This corpus is particularly significant because a siz-
able parallel corpora containing North and South
Korean sentence pairs is scarce. Additionally, the
Bible and literary texts offer a diverse range of con-
tent and sentence structures. The resulting corpus
was then used to train and analyze a North-South
Korean bidirectional translation model. The trans-

lation quality of the model was quantitatively eval-
uated using two metrics: BERTScore and BLEU.
The BERTScore results show that the NK—SK and
SK—NK models achieved high translation perfor-
mance on the test set. We conducted an in-depth
qualitative analysis of the translation results, focus-
ing on linguistic differences between the North and
South Korean languages in three key areas: vocab-
ulary, spelling, and spacing. Our findings demon-
strated that fine-tuning a South Korean pre-trained
model with the North-South Korean parallel cor-
pus can produce a translation model capable of
accurately translating sentences between the two
languages. One drawback of our parallel corpus is
the lack of sentences including contemporary loan-
words and technical terms, due to the historical
period of the literary resources and the Bible. For
this reason, our qualitative analysis of the transla-
tion model has limitations in assessing the transla-
tion quality of sentences with recent loanwords and
terms primarily used in a professional field. There-
fore, expanding the North-South parallel corpus
with sentence pairs from various sources, such as
research papers, late 20th or 21st-century literature,
or movie subtitles, is necessary. Moreover, we plan
to investigate methods and large language models
that can further improve the performance of the
machine translation between the two languages.
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