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Abstract

Cross-lingual transfer in large language mod-
els (LLMs) has the potential to enhance LLM
performance in non-English languages, partic-
ularly in specialized fields where it is chal-
lenging to gather sufficient non-English data.
However, the mechanisms and extent of cross-
lingual transfer are not yet fully understood.
In this study, we develop a new benchmark
dataset called Cross-Lingual HumanEval (CL-
HumanEval) to more effectively evaluate cross-
lingual transfer. CL-HumanEval is based on
the code generation benchmark HumanEval,
with careful removal of hints such as function
names, variable names, and execution exam-
ples to focus on the influence of natural lan-
guage descriptions. This paper provides an
overview of CL-HumanEval and presents ex-
perimental results that evaluate cross-lingual
transfer at various stages of LLM development,
including pre-training, continual pre-training,
and instruction tuning. Our findings indicate
that CL-HumanEval enables the evaluation of
cross-lingual transfer with a focus on natural
language differences more than HumanEval.

1 Introduction

In today’s global society, many new concepts and
ideas are primarily discussed in English. In fields
such as advanced science, medical science, and
software engineering, where most cutting-edge
knowledge is initially provided in English (Guo,
2018). Non-English speakers often require transla-
tions to understand these documents, but translation
errors can reduce work efficiency.

The emergence of large language models
(LLMs) has the potential to significantly improve
this situation. As shown in ChatGPT, the LLMs can
effectively deal with prompts in non-English lan-
guages, even when including cutting-edge knowl-
edge that is considered available only in English.

The phenomenon behind this behavior in LLMs
is called cross-lingual transfer, where knowledge
learned in English is transferred to other languages.
However, the cross-lingual transfer isn’t always
intentional and doesn’t always occur (Workshop
et al., 2022; Foroutan et al., 2023), depending on
training methods and the language makeup of the
training data. The mechanisms and extent of cross-
lingual transfer are still unclear. To better under-
stand it, we need a benchmark dataset that makes
it easy to compare and track the language composi-
tion and learning methods.

The goal of this study is to develop a bench-
mark dataset specifically designed to evaluate cross-
lingual transfer in the context of code generation.
Our focus on code generation comes from the fact
that software engineering is one of the major ap-
plications for LLMs, but there has been a notable
shortage of non-English data in this domain (Ko-
cetkov et al., 2022). Furthermore, the clear syntacti-
cal differences between code and natural language
facilitate dataset analysis, making code a suitable
choice for benchmarking.

We propose the Cross-Lingual HumanEval (CL-
HumanEval), a benchmark dataset to evaluate
cross-lingual transfer. CL-HumanEval is based on
the code generation benchmark HumanEval, care-
fully removing hints such as function names, vari-
able names, and execution examples to focus on
the influence of natural language descriptions. We
switched from the original hand-written descrip-
tions to LLM-generated text to ensure multilingual
fairness.

This paper provides an overview of CL-
HumanEval and presents experimental results that
evaluate cross-lingual transfer at various stages of
LLM development, including pre-training, contin-
ual pre-training, and instruction tuning. The find-
ings reveal that CL-HumanEval enables a more



focused evaluation of how language differences im-
pact code generation capabilities compared to the
original HumanEval and JHumanEval benchmarks.

The contributions of this paper are as follows:

• We developed a new benchmark dataset, CL-
HumanEval, specifically designed to evaluate
cross-lingual transfer in LLMs.

• We evaluated cross-lingual transfer at various
stages of development. CL-HumanEval fo-
cuses more on natural language differences
and captures model differences.

2 Cross-Lingual Transfer and Evaluation

This section clearly defines "cross-lingual transfer"
as used in this paper. We consider several multi-
lingual benchmarks and analyze key concerns for
evaluating cross-lingual transfer.

2.1 Cross-Lingual Transfer

Here, we consider domain knowledge X that can
generate an answer in the LLM. As shown in the
next subsection, common sense, mathematics, and
programming are examples of such domain knowl-
edge X.

For a given domain knowledge X, we assume
the following two points about the English LLM:

• (Assumption 1) The English LLM has been
trained on domain knowledge X described in
English.

• (Assumption 2) The English LLM has not
been trained on domain knowledge X de-
scribed in Japanese.

We focus on LLMs with a language ratio known
in their training data because the training data in
current LLMs are often not disclosed. To investi-
gate the occurrence of cross-lingual transfer, we
utilize a multilingual benchmark specifically re-
lated to domain knowledge X.

Intuitively, if the Japanese benchmark perfor-
mance in an English LLM is higher than expected,
it suggests that knowledge transfer from English
to Japanese has occurred. However, estimating
"higher than expected" is problematic. Because
the English LLMs often use large-scale web cor-
pora, they cannot completely exclude multilingual
training data.

Question: How many hours are in a day?
A. Week B. bright C. night D. twenty four E. year
Answer: D

CommonsenseQA

問題: 織⽥信⻑軍と今川義元軍の合戦が⾏われた場所は？
A.桶屋 B.江⼾ C.桶絞り D.桶狭間 E.三河
回答: D
Question: Where did the battle between Oda Nobunaga's forces and Imagawa Yoshimoto's 
forces take place?
A. Okeya B. Edo C. Okeshibori D. Okehazama E. Mikawa
Answer: D

JCommonsenseQA

Figure 1: CommonSenseQA and JCommonSenseQA:
The figure illustrates CommonSenseQA and JCommon-
SenseQA examples.

We cannot simply estimate the Japanese bench-
mark scores as zero, nor can we individually mea-
sure the impact of small amounts of Japanese train-
ing data. This is one of the reasons why tracking
cross-lingual transfer has been challenging.

To estimate the extent of cross-lingual transfer,
we need to compare the multilingual benchmark
performance before and after additional training.
Here, additional training refers to any form of train-
ing (such as continual pre-training and instruction
tuning) applied to the pre-trained English LLM.
Note that, at the time of writing, there is no estab-
lished consensus on what training phase effectively
triggers cross-lingual transfer.

In the additional training, Assumption 2 must
still hold. If it does not, then it is difficult to
distinguish whether the inference results were ob-
tained from the Japanese additional training or
transferred from English. On the other hand, the
additional training requires some Japanese train-
ing data. Although separating domains (such as
X or not) within the same language is not trivial,
domains that are easier to separate will be one of
the keys to evaluating cross-lingual transfer.

In the remaining sections, we highlight existing
major multilingual benchmarks and discuss their
suitability for evaluating cross-lingual transfer.

2.2 CommonSenseQA, JCommonSenseQA
CommonSenseQA (Talmor et al., 2018) is a bench-
mark dataset designed for evaluating the common-
sense reasoning abilities of LLMs. An LLM is
required to select the correct answer when given a
question and multiple-choice options such as Fig-
ure 1.

JCommonSenseQA (Kurihara et al., 2022) is the
Japanese version of CommonSenseQA. It was con-
structed separately through crowdsourcing, so the
content of the questions is different. For exam-
ple, JCommonSenseQA includes questions requir-



Question: Roger has 5 tennis balls. He buys 2 more cans of tennis balls.  Each can 
has 3 tennis balls.  How many tennis balls does he have now?
Answer: 11

MGSM-En

問題: ロジャーは5個のテニスボールがあります。テニスボールの⽸を2つ追加で
買います。それぞれの⽸には3つのテニスボールが⼊っています。 彼は今いくつ
のテニスボールがありますか︖
回答: 11

MGSM-Ja

Figure 2: MGSM: The figure illustrates MGSM exam-
ples in English and Japanese.

ing specific knowledge of Japan such as history or
place names, as shown in Figure 1.

The knowledge required for JCommonSenseQA
is not the same as that needed for Common-
SenseQA. For evaluating cross-lingual transfer, it is
preferable to use datasets with the same content in
different languages, such as those created through
translation. Therefore, these datasets with such
differences in content may be unsuitable.

2.3 MGSM
Multilingual Grade School Math (MGSM) (Shi
et al., 2022) is a benchmark dataset for evaluating
the arithmetic reasoning abilities of LLMs. The
LLM is required to generate a numerical answer
through multi-step reasoning when given a math
problem, such as the one shown in Figure 2.

MGSM presents the same problems across differ-
ent languages, unlike CommonSenseQA and JCom-
monSenseQA. It is based on the English dataset
GSM8K (Cobbe et al., 2021), which includes grade
school level math problems, and has been manu-
ally translated into multiple languages, including
Japanese. Therefore, the required knowledge is the
same across different languages.

Several concerns arise when using MGSM to
evaluate cross-lingual transfer. Although mathe-
matics is a distinct domain of knowledge, MGSM
makes it difficult to classify as specialized domain
knowledge because it consists of elementary-level
problems. Additionally, the LLM may require few-
shot learning or instruction tuning to generate only
numerical answers. Therefore, MGSM is challeng-
ing to use directly for evaluations after pre-training.
The adjustments needed for evaluation may also
unintentionally affect the model’s performance.

2.4 HumanEval, JHumanEval
HumanEval (Chen et al., 2021) is a benchmark
dataset for evaluating the code generation capabil-
ities of LLMs. Figure 3 shows an example. The
LLM is required to complete the function by gen-

from typing import List
def parse_music(music_string: str) -> List[int]:

""" Input to this function is a string representing 
musical notes in a special ASCII format. 

Your task is to parse this string and return list of 
integers corresponding to how many beats does each not last. 

Here is a legend:
'o’ - whole note, lasts four beats
'o|’ - half note, lasts two beats
'.|’ - quater note, lasts one beat
>>> parse_music('o o| .| o| o| .| .| .| .| o o’)
[4, 2, 1, 2, 2, 1, 1, 1, 1, 4, 4]
"""
note_map = {'o': 4, 'o|': 2, '.|': 1}
return [note_map[x] for x in music_string.split(' ') if x]

HumanEval

from typing import List
def parse_music(music_string: str) -> List[int]:

""" この関数の引数は、特別のASCII形式の⾳符を
表す⽂字列である。
あなたの仕事は、この⽂字列を解析して、それぞれの
⾳符が何拍続くかに対応する整数のリストを返すことである。
ここに凡例がある：
‘o’ –全⾳符、４拍続く
‘o|’ - 2分⾳符、2拍続く
‘.|’ - 4分符、1拍続く
>>> parse_music('o o| .| o| o| .| .| .| .| o o’)
[4, 2, 1, 2, 2, 1, 1, 1, 1, 4, 4]
"""
note_map = {'o': 4, 'o|': 2, '.|': 1}
return [note_map[x] for x in music_string.split(' ') if x]

JHumanEval

function 
signature

docstring

code

function 
signature

docstring

code

Figure 3: HumanEval and JHumanEval: The figure
illustrates HumanEval and JHumanEval examples.

erating code when given a function signature and a
docstring.

JHumanEval (Sato et al., 2024) is the Japanese
version of HumanEval, with the same function sig-
natures and docstring contents. It was constructed
by using both machine translation and manual qual-
ity control to translate the English-written doc-
strings from HumanEval into Japanese.

These datasets offer three beneficial characteris-
tics for evaluating cross-lingual transfer. First, the
required programming knowledge is the same in
both English and Japanese, making it easy to ver-
ify whether code generation capabilities in English
can transfer to Japanese. Second, programming is
highly specialized domain knowledge, and code is
easier to separate from natural language because it
is written with strict syntax and structure. Third,
HumanEval and JHumanEval can be applied to
evaluations before and after pre-training or fine-
tuning without the need for adjustments because
they are in a code completion format.

Despite these characteristics, there are concerns
about directly using these datasets. Function sig-
natures and docstrings contain hints for code gen-
eration beyond just the natural language descrip-
tions. The hints include function names and vari-
able names of English origin and execution exam-
ples, as highlighted in red in Figure 3. If the LLM
generates code based on these hints, it becomes
difficult to compare code generation capabilities



Replace & Remove

from typing import List
def parse_music(music_string: str) -> List[int]:

""" Input to this function is a string representing musical 
notes in a special ASCII format. 

Your task is to parse this string and return list of 
integers corresponding to how many beats does each not last. 

Here is a legend:
'o’ - whole note, lasts four beats
'o|’ - half note, lasts two beats
'.|’ - quater note, lasts one beat
>>> parse_music('o o| .| o| o| .| .| .| .| o o’)
[4, 2, 1, 2, 2, 1, 1, 1, 1, 4, 4]
"""

Prompt(En)

HumanEval

note_map = {'o': 4, 'o|': 2, '.|': 1}
return [note_map[x] for x in music_string.split(' ') if x]

Canonical Solution(Py)

from typing import List
def f(a: str) -> List[int]:

""" 
This function takes a string that represents musical 

notes in a special ASCII format.
The function parses this string and returns a list of 

integers that show how many beats each note lasts. 
The notes are defined as follows: 
- 'o' represents a whole note, which lasts four beats.
- 'o|' represents a half note, which lasts two beats.
- '.|' represents a quarter note, which lasts one beat.

""" 

Prompt(En)

CL-HumanEval-En

b = {'o': 4, 'o|': 2, '.|': 1}
return [b[x] for x in a.split(' ') if x]

Canonical Solution(Py)

from typing import List
def f(a: str) -> List[int]:

"""
この関数は、特別なASCII形式で表された⾳符を⽰

す⽂字列を受け取ります。
関数はこの⽂字列を解析し、各⾳符が何拍続くかを

⽰す整数のリストを返します。
⾳符の定義は以下の通りです：
- 'o' は全⾳符を表し、4拍続きます。
- 'o|' は⼆分⾳符を表し、2拍続きます。
- '.|' は四分⾳符を表し、1拍続きます。
""" 

Prompt(En)

CL-HumanEval-Ja

b = {'o': 4, 'o|': 2, '.|': 1}
return [b[x] for x in a.split(' ') if x]

Canonical Solution(Py)

Rewrite

Quality Control

Translate

Quality Control

Figure 4: CL-HumanEval: This figure illustrates examples of CL-HumanEval and its construction process.

purely based on differences in natural language.
Therefore, we develop a new benchmark dataset
focused on evaluating cross-lingual transfer.

3 CL-HumanEval

This section presents our benchmark dataset CL-
HumanEval.

3.1 Design Principle

CL-HumanEval is a multilingual dataset based on
HumanEval and JHumanEval. While inheriting
the beneficial characteristics described in Section
2.4, we have made improvements based on the
following principles.

• Purification of Natural Language: Code
generation is a complicated task, and hints
such as execution examples are often provided
to achieve accurate code. However, these hints
are unnecessary when the goal of the bench-
mark is to accurately measure the impact of
natural language alone. Execution examples
should be removed and function names or any
variable names derived from English or other
languages should be replaced.

• Multilingual Fairness: Multilingual datasets
are often created by using LLM-based ma-
chine translation from manually written En-
glish text. However, our initial investigation
has shown that LLM-generated descriptions
usually produce better results than manually
written ones. To maintain fairness, we’ve de-
cided to switch the English version from man-
ually written to LLM generated. This will
also make it easier to maintain consistency
when adding support for more languages in
CL-HumanEval.

3.2 Method of Construction

We created an English dataset as the source for the
multilingual version by following these three steps:

First, we refined the English version of Hu-
manEval. All function names were replaced with
‘f’ and variable names were shortened to single let-
ters. For example, in the figure, ‘parse_music()’
becomes ‘f()’, and its argument ‘music_string’
is shortened to ‘a’. This transformation makes the
identifiers neutral across all languages. If neces-
sary, identifiers in the docstrings were replaced in
the same way, and any execution examples were
also removed.

Next, we used an LLM to regenerate the English
docstrings. The prompt used was: "Rewrite the
docstring in plain English." As mentioned later,
the multilingual versions are simply translations of
this English text.

Finally, we applied human quality control by
having multiple reviewers examine the content.
Any obvious errors, missed instructions, or unnec-
essary explanations were corrected and revised.

The multilingual dataset was created from the
English version. Identifiers were not changed. For
the Japanese version, the docstrings were translated
using the following prompt: "Translate the doc-
string in plain Japanese." Like the English version,
human quality control was applied.

The CL-HumanEval dataset follows the same
structure as HumanEval, including prompt,
canonical_solution, and so on. This enables
evaluation using the same script as HumanEval.

The dataset created for this paper (version 1) was
generated using GPT-4o mini (version: 2024-07-
18) and is available on HuggingFace1. The reader
may create unsupported multilingual datasets under

1https://huggingface.co/datasets/kogi-jwu/
cl-humaneval_v1.0

https://huggingface.co/datasets/kogi-jwu/cl-humaneval_v1.0
https://huggingface.co/datasets/kogi-jwu/cl-humaneval_v1.0


Table 1: Performance of English LLMs on Benchmark Datasets: This table shows the performance of various En-
glish LLMs on the CommonSenseQA, JCommonSenseQA, MGSM, HumanEval, JHumanEval, and CL-HumanEval
datasets. Scores are presented in both English (En) and Japanese (Ja), along with the cross-lingual differences
(En-Ja) for each benchmark, as well as the average scores across all models.

Model Size

CommonSenseQA
JCommonSenseQA

(0-shot, ExactMatch)

MGSM

(4-shot, ExactMatch)

HumanEval
JHumanEval

(0-shot, pass@1)

CL-HumanEval

(0-shot, pass@1)

En Ja En-Ja En Ja En-Ja En Ja En-Ja En Ja En-Ja
Gemma 2B 41.3 42.3 -1.0 7.6 4.0 3.6 22.0 22.6 -0.6 17.1 14.0 4.3
CodeGemma 2B 29.6 28.0 1.6 4.8 2.0 2.8 34.2 22.6 11.6 20.7 21.3 -0.6
Llama2 7B 41.0 35.9 5.1 6.0 2.8 3.2 12.8 11.6 1.2 11.6 12.8 1.2
CodeLlama 7B 35.5 33.0 2.5 4.4 4.4 0.0 26.8 21.3 5.5 25.0 22.0 5.5
Llama3 8B 44.4 42.8 1.6 14.0 8.4 5.6 37.2 33.5 3.7 34.8 31.7 2.5

Average 38.4 36.4 2.0 7.4 4.3 3.1 26.6 22.3 4.3 21.8 20.4 1.5

similar conditions by using the same LLM. If the
LLM updates, the version of CL-HumanEval will
be updated to ensure consistency.

3.3 Evaluation Metrics
In CL-HumanEval, the evaluation metric used is
the same as in HumanEval, which is pass@k (Chen
et al., 2021). The pass@k is defined as the proba-
bility that at least one out of the top k code samples
passes the unit test for a given problem. In Hu-
manEval, with n: total number of samples, c: num-
ber of correct samples, and k: k in pass@k, the
calculation of pass@k is given by the following:

pass@k := EProblems

[
1−

(
n−c
k

)(
n
k

) ]
In evaluating cross-language transfer, where the

goal is to compare the relative code generation ca-
pability between languages, it is sufficient to focus
on the very first generated sample, setting n = 1
and k = 1.

4 Experiments on CL-HumanEval

We evaluate the models at various stages, including
pre-training, continual pre-training, and instruction
tuning.

4.1 English LLMs
To begin, we examined the Japanese language ca-
pabilities of several English LLMs. The LLMs
examined and their respective training datasets are
as follows:

• Gemma (Team et al., 2024): Trained on 2
trillion tokens of primarily English data from
web documents, mathematics, and code.

• CodeGemma (Team, 2024): Trained on an
additional 500 billion tokens of primarily En-
glish language data from web documents,
mathematics, and code, based on the Gemma
model.

• Llama2 (Touvron et al., 2023): Trained on 2
trillion tokens from publicly available sources,
with a ratio of 897:1 for English to Japanese.

• CodeLlama (Roziere et al., 2023): Trained
on 500 billion tokens, primarily code based
on the Llama2 model.

• Llama3 (Dubey et al., 2024): Trained on
about 15 trillion tokens, consisting of 50%
general knowledge tokens, 25% mathematical
and reasoning tokens, 17% code tokens, and
8% multilingual tokens, sourced from curated
and filtered web data.

These LLMs are either primarily pre-trained in
English or have undergone continual pre-training
with source code. Note that these LLMs may in-
clude some Japanese content from web corpora.
According to the CommonCrawler project, the ra-
tio of English contents to Japanese contents on the
Web is approximately 9:12. The Stack project re-
ports that the ratio of English code to Japanese code
on GitHub is approximately 94:1 (Kocetkov et al.,
2022).

We have compared the performance differences
between the English and Japanese versions of
CommonSenseQA, MGSM, HumanEval, and CL-
HumanEval, as discussed in Section 2. Table 1
summarizes these benchmark scores.

2https://commoncrawl.github.io/
cc-crawl-statistics/plots/languages

https://commoncrawl.github.io/cc-crawl-statistics/plots/languages
https://commoncrawl.github.io/cc-crawl-statistics/plots/languages


Table 2: Performance of LLMs after Japanese Additional Training: This table presents the results of LLMs
evaluated on English (En) and Japanese (Ja) benchmarks after continual pre-training and instruction tuning in
Japanese. The "Ja-En" column shows the difference between the Japanese scores and the English scores of Llama2.

Model
Continual
Pre-training

Instruction
Tuning

CommonSenseQA
JCommonSenseQA

(0-shot, ExactMatch)

MGSM

(4-shot, ExactMatch)

HumanEval
JHumanEval

(0-shot, pass@1)

CL-HumanEval

(0-shot, pass@1)
En Ja Ja-En En Ja Ja-En En Ja Ja-En En Ja Ja-En

Llama2 basemodel 41.0 35.9 - 6.0 2.8 - 12.8 11.6 - 10.4 9.2 -
Swallow ✓(100B) 38.3 56.7 15.7 6.0 5.6 -0.4 3.7 1.8 -11.0 4.3 4.3 -6.1
Swallow-instruct ✓(100B) ✓ 36.3 36.7 -4.3 5.6 5.6 -0.4 6.1 1.2 -11.6 1.8 1.2 -9.2
StableLM ✓(100B) 39.2 43.3 2.3 5.2 3.2 -2.8 11.6 13.4 0.6 10.4 9.2 -1.2
StableLM-instruct ✓(100B) ✓ 40.1 44.6 3.6 5.6 3.6 -2.4 14.6 11 -1.8 8.5 5.5 -4.9
Youri ✓(40B) 40.1 50.4 9.4 6.0 5.2 -0.8 11.6 10.4 -2.4 7.9 7.3 -3.1
Youri-instruct ✓(40B) ✓ 41.5 51.3 10.3 4.0 4.8 -1.2 7.9 5.5 -7.3 4.3 5.5 -4.9

Interestingly, some LLMs show only minor
differences in performance between English and
Japanese. MGSM captures performance differ-
ences; however, because it operates in a lower score
range, it may be less effective at distinguishing
variations between models. Let us focus on the dif-
ferences between HumanEval and CL-HumanEval.
HumanEval may generate code by leveraging hints
such as function names, variable names, and execu-
tion examples, whereas CL-HumanEval removes
these hints to focus solely on natural language de-
scriptions. As a result, CL-HumanEval scores are
lower across all of the LLMs, suggesting that the
intended factors were removed. This indicates that
CL-HumanEval more accurately measures code
generation capabilities from the target language.

In CL-HumanEval, the English version generally
outperforms the Japanese version. This is expected
given the language makeup of the source code and
suggests the possibility of cross-linguistic transfer.
However, due to limited details on each LLM’s
training data, the extent of cross-lingual transfer
remains unclear. An ablation study on training data
would be beneficial if feasible.

4.2 Japanese Additional Training
Next, we evaluate English LLMs that were sub-
ject to additional training, including continual pre-
training and instruction tuning, using Japanese
datasets. Especially, Japanese continual pre-
training is expected to be an effective approach for
enhancing the Japanese language understanding
and generation capabilities of English LLMs (Fujii
et al., 2024). One of the English LLMs Llama2
already exhibits some degree of cross-lingual trans-
fer, as shown by the CL-HumanEval results in
Table 2. However, it is interesting to examine
how Japanese continual pre-training influences this
transfer.

The LLMs examined and their respective
Japanese continual pre-training datasets are as fol-
lows:

• Swallow (Fujii et al., 2024): Trained on 100
billion tokens, with a 1:9 ratio of English
sources (The Pile, RefinedWeb) to Japanese
sources (Japanese Wikipedia and a curated
dataset by Swallow).

• StableLM (Lee et al., 2023): Trained on 100
billion tokens, including English sources (En-
glish Wikipedia, SlimPajama) and Japanese
sources (Japanese Wikipedia, mC4, CC-100,
OSCAR).

• Youri (Sawada et al., 2024): Trained on 40
billion tokens, from English sources (The Pile)
and Japanese sources (CC-100, C4, OSCAR,
and a curated dataset by rinna).

The datasets used for Japanese continual pre-
training are often proprietary, and details such as
the language ratios are frequently not disclosed.

Table 2 show how English and Japanese per-
formance changed the following Japanese contin-
ual pre-training. JCommonSenseQA showed a
clear improvement in scores; however, it is im-
portant to carefully consider whether this is due to
newly trained knowledge or cross-lingual transfer.
MGSM showed a slight improvement in scores;
however, the training dataset includes elementary-
level math knowledge.

The cases of HumanEval, JHumanEval, and CL-
HumanEval are somewhat different. The continual
pre-training dataset contains almost no Japanese
code text. Our preliminary investigation confirmed
that the Japanese mC4 dataset contains very lit-
tle source code data. This allows us to focus on
cross-lingual transfer; however, Llama2’s perfor-
mance showed little difference between English
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Figure 5: Impact of Japanese Additional Training
on English Tasks: This chart illustrates how Japanese
additional training affects the performance of LLMs on
English tasks.

and Japanese. However, catastrophic forgetting
was observed instead of promoting cross-lingual
transfer.

We also evaluated LLMs after continual pre-
training with instruction tuning. Table 2 shows
these benchmark scores. The CL-HumanEval re-
sults show that scores decreased after instruction
tuning compared to before. Figures 5 and 6 il-
lustrate how English and Japanese performance
changed the following Japanese additional train-
ing including continual pre-training and instruction
tuning. CL-HumanEval effectively captures the
changes in scores due to Japanese additional train-
ing, but all results showed a decline. This confirms
that further catastrophic forgetting occurred as a
result of the Japanese additional training.

5 Related Work

This study is related to research in cross-lingual
transfer and code generation benchmarks.

Cross-Lingual Transfer: Cross-lingual trans-
fer is expected to improve the capabilities of
low-resource languages by transferring knowledge
learned from high-resource languages. This has
been evaluated in tasks such as natural language
inference, question answering, and mathematical
reasoning (Conneau et al., 2018; Lewis et al., 2019;
Shi et al., 2022). The multilingual capabilities
of newly released LLMs have been evaluated us-
ing independently machine-translated versions of
benchmarks like MMLU (Hendrycks et al., 2020;
Achiam et al., 2023; Dubey et al., 2024). In this
study, we focus on programming knowledge, which
requires specialized knowledge and is predomi-
nantly available in English. We evaluate cross-
lingual transfer through the task of code genera-
tion.
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Figure 6: Impact of Japanese Additional Training on
Japanese Tasks: This chart illustrates how Japanese
additional training affects the performance of LLMs on
Japanese tasks.

Code Generation Benchmarks: Code genera-
tion benchmarks exist in multiple datasets to eval-
uate the capabilities of LLMs (Chen et al., 2021;
Austin et al., 2021; Hendrycks et al., 2021). Partic-
ularly, HumanEval is widely used as the standard
benchmark. Several datasets extending HumanEval
have been developed, including those expanded to
support multiple natural languages and program-
ming languages (Zheng et al., 2023; Peng et al.,
2024). These datasets have highlighted differences
in code generation capabilities across languages.
We have developed a new benchmark dataset, CL-
HumanEval. It is specifically refined to focus on
natural language differences for better evaluation
of cross-lingual transfer.

6 Conclusion

Cross-lingual transfer in LLMs can enhance per-
formance in non-English languages, especially in
fields where non-English data is limited. However,
its mechanisms and extent of cross-lingual transfer
are not yet fully understood.

We developed CL-HumanEval, a benchmark fo-
cused on code generation to more effectively evalu-
ate cross-lingual transfer. CL-HumanEval removes
hints such as function names, variable names, and
execution examples to isolate the impact of natural
language and ensures fairness by using consistent
LLM-generated text across languages.

We used CL-HumanEval to evaluate cross-
lingual transfer at various stages of LLM devel-
opment. The results show that CL-HumanEval ef-
fectively measures cross-lingual transfer and high-
lights differences between models. In the future,
this could help investigate how differences in the
content and language ratios of training datasets im-
pact cross-lingual transfer.
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