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Abstract

This paper introduces Chain of Translation
Prompting (CoTR), a novel strategy designed
to enhance the performance of language models
in low-resource languages. CoTR restructures
prompts to first translate the input context from
a low-resource language into a higher-resource
language, such as English. The specified task
like generation, classification, or any other NLP
function is then performed on the translated
text, with the option to translate the output
back to the original language if needed. All
these steps are specified in a single prompt. We
demonstrate the effectiveness of this method
through a case study on the low-resource Indic
language Marathi. The CoTR strategy is ap-
plied to various tasks, including sentiment anal-
ysis, hate speech classification, subject classi-
fication and text generation, and its efficacy
is showcased by comparing it with regular
prompting methods. Our results underscore the
potential of translation-based prompting strate-
gies to significantly improve multilingual LLM
performance in low-resource languages, offer-
ing valuable insights for future research and
applications. We specifically see the highest
accuracy improvements with the hate speech
detection task. The technique also has the po-
tential to enhance the quality of synthetic data
generation for underrepresented languages us-
ing LLMs.

1 Introduction

Natural Language Processing (NLP) has made
significant progress in recent years, with models
capable of understanding, creating, and translating
human language across a wide range of tasks
and languages. However since high-resource
languages like English, Spanish, and Chinese
have access to a wealth of annotated datasets and
linguistic resources, most of this development has
been focused on those languages. Low-resource
languages, on the other hand, have a lot more

Figure 1: A brief overview of the Chain of Transla-
tion Prompting (CoTR) for an annotation task. The
technique modifies the input prompt to encapsulate the
translation of the non-English input context to English,
followed by performing the target task on the translated
text.

difficulties since they lack large-scale and high-
quality datasets (Thabah and Purkayastha, 2021).
Training effective NLP models are challenging
due to this data scarcity, which frequently leads
to subpar performance and poor generalization.
Low-resource languages have distinct grammatical
structures, linguistic diversity, and cultural quirks
that make it more difficult to create accurate
models and limit their use in practical contexts
(Yang et al., 2023). Multilingual LLMs have limi-
tations on processing the prompts in low-resource
languages (Sanjib Narzary, 2022). This is because
the amount of data used to train or fine-tune
the model is very less. As a result, speakers of
low-resource languages are frequently excluded
from the benefits of advanced NLP technologies,
highlighting the crucial need for novel techniques
to close this gap.

However, Multilingual LLMs are good at trans-
lation tasks, as it is common practice to include
parallel corpora during the pre-training stage (Xi-
ang Zhang, 2023). We can leverage the ability of
multilingual LLMs to improve responses for low-
resource languages. In our study, we apply this ap-



proach to Marathi, an Indo-Aryan language spoken
by about 83 million people, primarily in the Indian
state of Maharashtra. Marathi is one of these low-
resource languages (Joshi, 2022b,a). Despite its
large speaker base, Marathi lacks digital resources,
annotated corpora, and computational tools. The
language’s complex syntax challenges the develop-
ment of precise NLP models, and limited Marathi-
specific datasets and pre-trained models hinder the
adoption of language technologies (Luong et al.,
2023). Therefore, new approaches are needed to
enhance Marathi NLP performance and enable its
speakers to benefit from AI advancements.

In this work, we investigate new prompting
strategies to enhance Marathi language process-
ing capabilities in models such as GPT-4o, GPT-
4o Mini, Llama3-8B, Llama3-405B, and Gemma-
9B. Our research introduces a novel strategy called
"Chain of Translation Prompting (CoTR)", which
we evaluate against direct Marathi prompting. We
apply this method to sentiment analysis, hate
speech classification, and subject categorization
across three datasets: MahaSent (Pingle et al.,
2023; Kulkarni et al., 2021), MahaHate (Patil et al.,
2022), and MahaNews-SHC (Mittal et al., 2023;
Aishwarya et al., 2023) respectively. Additionally,
we assess its effectiveness in generating headlines
using the CSEBUETNLP XLSum dataset. Our
findings reveal that translating Marathi input into
English and then performing classification or text
generation using a single prompt yields superior
results compared to directly processing the Marathi
text with a standard prompt. This work signifi-
cantly contributes to multilingual NLP by demon-
strating the potential of translation-based prompt-
ing strategies, particularly with a single prompt,
to enhance NLP performance in low-resource lan-
guages.

The main contributions of this work are as fol-
lows:

• We introduce Chain of Translation Prompt-
ing (CoTR) as a method for performing input
context translation during LLM response gen-
eration. Our results demonstrate that CoTR
consistently outperforms standard prompting
strategies across a variety of models and
datasets.

• We benchmark various open and closed LLMs,
including GPT-4o, GPT-4o mini, Llama 3.1
405B, Llama 3.1 8B, and Gemma 2 9B, on
tasks such as Marathi Sentiment Analysis,

Hate Speech Detection, News Categorization,
and News Headline Generation. In terms of
performance, closed LLMs consistently rank
higher: GPT-4o > GPT-4o mini > Llama 3.1
405B > Gemma 2 9B > Llama 3.1 8B. We
observe that CoTR is particularly beneficial
for smaller models with higher error rates.

• The CoTR prompting strategy shows the most
significant improvements in complex tasks
like hate speech detection and sentiment anal-
ysis.

2 Related Work

Natural language processing has improved signif-
icantly with the creation of sophisticated models
like GPT-4, Llama3, and others. Nonetheless, in-
sufficient representation and scarce data availability
in pre-trained models continue to pose problems for
low-resource languages(Panteleimon Krasadakis,
2024). Language diversity and data scarcity in low-
resource contexts have shown to be challenges for
traditional NLP techniques, which has prompted
a quest for novel approaches that can make better
use of already-existing data. (Michael A. Hed-
derich, 2021) research highlighted the significance
of creating NLP tools that are especially suited for
low-resource languages while taking linguistic and
cultural quirks into account.
A crucial component of developing NLP models for
low-resource languages is dataset curation. In ad-
dition to collecting data, curators of datasets such
as MahaSent, MahaHate, MahaNews-SHC, and
CSEBUETNLP XLSum make sure that the data ac-
curately reflects the linguistic diversity and cultural
context of the language. Projects like (Narzary
et al., 2022) have brought attention to how crucial
it is to provide high-quality datasets that accurately
represent language use in everyday situations.
In multilingual natural language processing, cross-
lingual transfer methods have demonstrated poten-
tial, especially when applied to low-resource lan-
guage tasks. According to research like that of
(Melvin Johnson, 2017), the concept of sharing pa-
rameters across languages allows models to acquire
representations that function well in a variety of lan-
guages. This idea is important because it enables
language models to use their English language
skills to complete tasks in Marathi through the use
of translation-based prompting, which is a type of
cross-lingual transfer. Cross-lingual skills are sup-
ported by recent advances in multilingual models,



Figure 2: Prompt for Classification Task

Figure 3: Prompt for Generation Task



such as mBERT (Jacob Devlin, 2019) and XLM-R
(Alexis Conneau, 2018), which lay a strong plat-
form for further gains in low-resource language
processing.
Prompting strategies have become an effective way
to train large language models (LLMs) for partic-
ular tasks without requiring a lot of fine-tuning.
According to (Tom B. Brown, 2020), well-crafted
prompts can direct models such as GPT-3 to carry
out a range of NLP tasks effectively. More research
has been done on the subject of quick engineering’s
potential to induce desired behaviors in LLMs even
in situations with limited resources by (Pengfei Liu,
2021). These methods have shown to be useful,
particularly for languages and activities for which
there is little to no direct training data.
Prompting is being used more and more for tasks
like sentiment analysis and hate speech detection,
which are essential for keeping an eye on public
conversation and guaranteeing secure online spaces.
Research on Pattern-Exploiting Training (PET) for
such tasks was first presented by (Timo Schick,
2021), who showed how prompts could direct mod-
els to make context-based, nuanced predictions.
This method is consistent with the findings of (Shi-
jun Shi, 2024), who also highlighted the benefit of
model prompting for text categorization tasks in a
variety of languages and domains.

3 Methodology

3.1 Chain of Translation Prompting
Our study introduces a novel approach called
"Chain of Translation Prompting" aimed at enhanc-
ing the processing of Marathi, a low-resource lan-
guage, using advanced language models like GPT-
4o, GPT-4o Mini, Llama3-8B, Llama3-405B, and
Gemma-9B. Recognizing the strong translation ca-
pabilities of these models, we leverage their ability
to translate Marathi into English for improved pro-
cessing. Directly prompting language models in
Marathi has posed several challenges, primarily
due to the scarcity of quality training data and the
models’ limitations in comprehending underrepre-
sented languages. These challenges often result
in sub-optimal performance on tasks such as sen-
timent analysis, hate speech classification, news
categorization, and headline generation. Below, we
outline the step-by-step methodology employed in
our approach.

1. Data Collection and Preparation: We used
datasets specific to Marathi language tasks,

Figure 4: Classification Task using Chain of Translation
Prompting

including MahaSent for sentiment analysis,
MahaHate for hate speech classification, and
MahaNews-SHC for subject categorization.
For generative tasks, we used the CSE-
BUETNLP XLSum dataset to generate head-
lines.

2. Chain of Translation Prompting (CoTR)
Technique: Our methodology adapts a con-
ventional translation approach used in devel-
oping low-resource NLP systems but applies it
within the framework of large language model
(LLM) prompts. Specifically, our method in-
volves prompting the LLM to first translate
the input text from Marathi into English, and
then to execute the desired task on the trans-
lated English text.

3. Task Execution:

• Sentiment Analysis, Hate Speech Clas-
sification, and Subject Categorization:
For these classification tasks, the models
categorize each sentence into predefined
classes based on the task’s requirements.

• Generative Task: We used GPT-4o,
GPT-4o Mini, and Llama3-405b for the
headline generation task. The three
prompting strategies used for generating
headlines are described below.
(a) Without Translation: In this ap-

proach, headlines were generated di-
rectly from the original Marathi ar-
ticles without any translation. This
method aimed to assess the model’s
capability to generate concise and im-



pactful headlines in the source lan-
guage.

(b) Full Translation: Here, the entire
Marathi article was first translated
into English. Headlines were then
generated based on the translated En-
glish text. The generated English
headlines were subsequently trans-
lated back into Marathi to evaluate
their fidelity and relevance.

(c) Half Translation: Given the length
and complexity of the articles, the
half-translation method was em-
ployed to streamline the process.
In this approach, English head-
lines were generated based on the
Marathi articles without full transla-
tion. These English headlines were
then translated back into Marathi.
This method aimed to balance effi-
ciency and accuracy by avoiding the
need for extensive translation of the
entire article.

4. Direct Prompting: To evaluate the effective-
ness of the Chain of Translation Prompting,
we compare its results against the traditional
method of directly prompting the models to
process the Marathi text without performing
translation.

5. Google Translate + Prompting: In this ap-
proach, Marathi sentences were translated into
English using Google Translate. The trans-
lated English sentences, along with English
prompts, were then used by LLMs to perform
the desired classification tasks. This method
represents a straightforward "translate-and-
test" approach, serving as a baseline for com-
parison.

6. Evaluation Metrics: The performance of the
models is measured using conventional met-
rics, such as the ROUGE-L score for genera-
tive tasks. The ROUGE-L score assesses the
quality of the generated text, like summaries
or headlines, by calculating the overlap with
reference text. It evaluates precision and re-
call by calculating the longest common subse-
quence (LCS) between the reference text and
the generated output. ROUGE-L focuses on
capturing the longest word sequences found in

Figure 5: Generative Task using Chain of Translation
Prompting

both texts, providing insights into the preser-
vation of critical information and coherence.

For classification tasks, the model outputs are
compared with ground truths, and the error
percentage is reported.

3.2 Datasets Used

1. MahaSent-GT1:
We used a subset of the L3Cube-MahaSent-
MD dataset (Pingle et al., 2023), which con-
tains 14,000 annotated Marathi tweets. Three
sentiment labels Positive, Negative, and Neu-
tral are present in the dataset. In particular,
we employed the MahaSent-GT portion of this
dataset for sentiment analysis.

2. MahaHate2:
We used the L3Cube-MahaHate collection’s
MahaHate 2-Class dataset for our classifica-
tion task (Patil et al., 2022). It contains around
37500 annotated Marathi sentences. This
dataset is divided into two categories: hate
and non-hate. We employed the MahaHate
2-Class set for our classification task.

3. MahaNews-SHC3:
We analyzed Marathi news articles using
the L3Cube-MahaNews-SHC dataset (Mittal
et al., 2023). This dataset contains approxi-
mately 54,000 news articles spanning a wide

1https://github.com/l3cube-pune/MarathiNLP/
tree/main/L3Cube-MahaSent-MD

2https://github.com/l3cube-pune/MarathiNLP/
tree/main/L3Cube-MahaHate

3https://github.com/l3cube-pune/MarathiNLP/
tree/main/L3Cube-MahaNews-SHC

https://github.com/l3cube-pune/MarathiNLP/tree/main/L3Cube-MahaSent-MD
https://github.com/l3cube-pune/MarathiNLP/tree/main/L3Cube-MahaSent-MD
https://github.com/l3cube-pune/MarathiNLP/tree/main/L3Cube-MahaHate
https://github.com/l3cube-pune/MarathiNLP/tree/main/L3Cube-MahaHate
https://github.com/l3cube-pune/MarathiNLP/tree/main/L3Cube-MahaNews-SHC
https://github.com/l3cube-pune/MarathiNLP/tree/main/L3Cube-MahaNews-SHC


Table 1: Results on the MahaNews, MahaHate Dataset

range of topics and was used for the news
classification task.

4. XLSum4:
We focused on Marathi text headline creation
for our study using the CSEBUETNLP XL-
Sum dataset. The dataset offers a wide range
of news stories linked with their associated
headlines. Our objective was to enhance the
accuracy of automated headline creation for
Marathi news articles by utilizing this dataset.

3.3 Evaluation Methodology
We performed our classification task on GPT-
4o, GPT-4o Mini, Llama3-8B, Llama3-405B, and
Gemma-9B.

1. GPT-4o:
GPT-4o is developed by OpenAI, with 1.8
trillion parameters (unofficial). It is a closed-
source model and accessible through APIs
provided by OpenAI. GPT-4o builds on the ad-
vancements of its previous versions, offering

4https://huggingface.co/datasets/csebuetnlp/
xlsum

enhanced capabilities in natural language un-
derstanding, generation, and reasoning across
a wide range of tasks.

2. GPT-4o Mini:
GPT-4o Mini is a smaller, more lightweight
version of GPT-4o. This model is closed-
source. GPT-4o Mini is engineered to balance
computational efficiency with performance,
making it suitable for applications requiring
faster inference times and lower resource con-
sumption while maintaining a high level of
language understanding.

3. Llama 3.1 8B / 405B:
Llama 3.1 (Large Language Model for Multi-
lingual Applications) is the third iteration in
the Meta Llama series, designed with multiple
variants, including a 405 billion parameter ver-
sion and an 8 billion parameter version. These
models are typically open-source. Llama3
models are optimized for multilingual tasks,
incorporating vast and diverse datasets to im-
prove performance across different languages.

https://huggingface.co/datasets/csebuetnlp/xlsum
https://huggingface.co/datasets/csebuetnlp/xlsum


4. Gemma-2 9B:
Gemma-2 9B is an open-source language
model with 9 billion parameters from Google.
It strikes a balance between model size and
performance, offering robust capabilities for
both academic and practical applications.

Model Without
Transla-
tion

Half
Transla-
tion

Full
Transla-
tion

GPT-4o 33.3 44 49
GPT-4o
mini

21.34 21.72 22.22

llama3-
405b

20.27 20.34 21.13

Table 2: Rouge-L score in percentage for 3 approaches
on the headline generation task on CSEBUETNLP XL-
Sum Dataset

4 Results and Discussion

Table 2 and Table 3 show the analysis done on Stan-
dard Prompting and Chain of Translation Prompt-
ing.

4.1 Classification Task
Approximately 100 sentences were selected from
MahaSent-GT, MahaNews-SHC, and MahaHate.
The large language models categorize each of the
sentences into a predefined category. These results
were compared with the ground truth values to cal-
culate the error rate. The error rate was calculated
with the direct prompting approach and Chain of
Translation prompting approach The results are
shown in Table 3.
In the CoTR prompting approach, the error rate has
reduced by 2.32% in the GPT-4o model, by 3.64%
llama3-405b, by 5.29% in llama3-8b and by 4.96%
in GPT-4o Mini. The error rate is slightly increased
by 0.33% in the Gemma-9B model.
The error rate has been reduced by almost 5% in
llama3-8b and gpt4 mini models. Specifically, the
CoTR prompting approach has significantly im-
proved hate speech identification across all models
except for Gemma-9B. In the hate speech classifica-
tion task, Gemma-9B often failed to correctly trans-
late hateful comments and, in some cases, omitted
those parts entirely. However, compared to stan-
dard prompting, the number of misclassifications
for the "Non-hate" class was lower when using
CoTR.

The results from the CoTR approach show signifi-
cant improvement over the standard Google Trans-
late method as well. We manually reviewed the
translated sentences and found out that translations
by large language models (LLMs), such as GPT-4
and GPT-4 Mini, captured meanings and nuances
more effectively than Google Translate. While
LLMs conveyed the intended meaning with sub-
tlety, Google Translate produced literal translations,
which sometimes failed to capture the full sense of
the sentences.
For GPT-4 and GPT-4 Mini, the direct transla-
tion approach surpassed Google Translate’s perfor-
mance, as the nuances of some of the sentences did
not get extracted completely by the google transla-
tor. As GPT-4 and GPT-4 Mini are stronger models
the direct prompting is working better than Google
translator approach.
One sample detection with traditional prompting
versus CoTR prompting from each of the four mod-
els has been attached in Table 1, where the output
with CoTR prompting is the same as the ground
truth.

4.2 Generation Task

The headlines from the Marathi news text were
generated using traditional prompting and CoTR
prompting (with half and full translation). The
headlines were compared against the manually as-
signed headline and the Rouge-L score metric was
used to calculate their similarity with the manually
assigned headline. The Rouge-L score for tradi-
tional prompting and CoTR prompting (half and
full translation) are given in Table 2
We observed that GPT-4o delivered the best perfor-
mance among all the models. GPT-4o Mini strug-
gled to identify fine details in the articles, while
Llama3-405B occasionally failed to provide the
results in the specified format and produced some
inaccurate translations. Overall, GPT-4o Mini and
Llama-405B yielded similar outcomes.
In general, we observe the following performance
ranking for Marathi tasks: GPT-4o > GPT-4o Mini
> Llama 3.1 405B > Gemma 2 9B > Llama 3.1
8B. The CoTR approach proves especially useful
with smaller models and for complex tasks like
hate speech detection and sentiment analysis.

5 Future Work and Conclusion

In summary, our study demonstrates that various
prompting strategies, particularly the Chain of



Table 3: Error percentage in the classification task across 5 models (these are the weighted averages and the numbers
are percentages). Standard Prompt - Prompt the LLM to perform the task using the given Marathi context. CoTR
Prompt - Prompt the LLM to translate the Marathi context to English and then perform the task. Google Translate -
Translate the Marathi context to English using Google Translate and then prompt the LLM to perform the task in
English.

Model Dataset Standard
Prompt

CoTR
Prompt

Google
Trans-
late

Average
Stan-
dard
Prompt

Average
CoTR
Prompt

Avg
Google
Translate
Prompt

gpt-4o
MahaSent 20.38 18.44 25.00

13.57 11.25 18.70MahaNews 3.06 2.04 6.12
MahaHate 16.83 12.87 26.70

gpt-4o mini
MahaSent 20.38 19.41 33.00

20.19 15.23 24.40MahaNews 6.12 4.08 9.18
MahaHate 33.66 21.78 30.70

llama3-405b
MahaSent 31.06 27.18 22.00

19.86 16.22 18.70MahaNews 7.14 6.12 6.12
MahaHate 20.89 14.85 27.72

llama3-8b
MahaSent 35.92 27.18 30.00

29.13 23.84 24.00MahaNews 10.20 7.14 9.18
MahaHate 40.59 36.63 32.60

gemma9b
MahaSent 33.98 27.18 29.00

22.18 22.51 22.40MahaNews 10.20 10.20 11.20
MahaHate 21.78 29.70 26.70

Translation (CoTR) method, effectively enhance
Marathi language processing tasks. By applying
these techniques to various classification and gen-
eration tasks, we have expanded the potential for
more reliable and accurate NLP applications in
Marathi. While CoTR improves model perfor-
mance, it does so at the cost of generating more
tokens.
In the future, we aim to enhance performance on
Marathi language tasks by combining Chain of
Thought (CoT) and Chain of Translation (CoTR)
prompting strategies. Our goal is to achieve
context-aware and precise responses for complex
tasks like sentiment analysis, hate speech detec-
tion, and subject classification. CoT allows models
to break down complex tasks into simpler steps,
while CoTR leverages translation from Marathi to
English, where more accurate models can be em-
ployed. Together, these strategies should create
a robust framework that improves model perfor-
mance and reliability in Marathi NLP tasks.
This approach can further be used for other low-
resource Indic languages.
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