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Abstract

The event extraction (EE) task, which detects
occurrences of specified event types and ex-
tracts corresponding event arguments from un-
structured data, is crucial for the study of his-
tory. However, most existing datasets are not
available in Vietnamese. Our work aims to ad-
dress this data scarcity problem for EE mod-
els. In this paper, we introduce a new dataset
- Vietnamese Historical Events (VHE) ! for
the EE task in the context of Vietnamese his-
torical documents - a domain characterized
by unique linguistic structures, historical ref-
erences, and cultural nuances. Specifically,
our dataset features 35 event types, 9 entity
types, and 11 argument roles that pertain to
historical events from the Hong Bang dynasty
(2879 BC) to the Later Le dynasty in the six-
teenth century. To create this dataset, we uti-
lize large language models (LLMs) as data an-
notators and validate their results through hu-
man review. We then conduct experiments
on the VHE dataset using both current state-
of-the-art event extraction (EE) systems and
LLMs, including closed-source models (e.g.,
GPTs, Gemini) and open-source models (e.g.,
LLaMA, Phi, Qwen, Gemma). The results re-
veal their poor performance on historical texts
and underscore the numerous challenges faced
by existing EE systems, such as the evolution
of word meanings over time and ambiguities in
sentence structures.

1 Introduction

History is an important field of study that plays
a vital role in shaping the identities, values, and
futures of individuals and societies (Boros et al.,
2022). The proliferation of digital historical docu-
ments enables researchers to collect and study in-
formation more easily, but it also presents a signif-
icant challenge as history continues to unfold and
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becomes increasingly vast. While the goal of event
extraction is to extract organized event knowledge
from unstructured text, it also improves the effi-
ciency of information acquisition. Generally, the
event extraction task can be decomposed into two
subtasks: Event Detection (ED) and Event Argu-
ment Extraction (EAE) (Li et al., 2022). The ED
task aims to detect event trigger words and classify
them into event types, while the EAE task identi-
fies arguments involved in the event and their cor-
responding roles. Figure 1 shows an example of
the event extraction task.

Since event extraction is fundamental to vari-
ous natural language processing applications (Li
et al., 2022), it has attracted many research atten-
tion in recent years (Yarmohammadi et al., 2021;
Hsu et al., 2022; Peng et al., 2023), building on
available datasets such as ACE 2005 (Walker et al.,
2006), FewEvent (Deng et al., 2020), MAVEN
(Wang et al., 2020), RAMS (Li et al., 2021).
However, most existing datasets primarily sup-
port high-resource languages like English and Chi-
nese, limiting further research on low-resource
languages like Vietnamese. Only one Vietnamese
dataset (Nguyen et al., 2024) is available, having
been released just a few months ago. Addition-
ally, documents in the existing datasets are typi-
cally derived from recent articles, where the use
of words differ from their historical usage. Cur-
rently, there is only one English dataset (Lai et al.,
2021), which focuses on the history domain.

In this study, we introduce VHE, a novel dataset
for event extraction from Vietnamese historical
texts. VHE supports three tasks: event extraction,
event detection, and event argument extraction.
We first develop an event schema tailored for Viet-
namese historical events. Next, we design prompts
to automatically annotate the dataset using large
language models (LLMs), including GPT-3.5 and
GPT-40. These annotations are subsequently re-
viewed by humans to ensure high accuracy and
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Figure 1: An example of event extraction in the text. It can extract two types of events. The first is the Die event,
triggered by the keyword “chét” with an argument role of Theme. The second is the Start-Position event, triggered
by the keyword “Ién thay” with three argument roles of Theme, Location, and Goal.

quality. As a result, our dataset includes 4,714 in-
stances containing 5,213 events and 7,423 event
arguments. Finally, we evaluate state-of-the-art
event extraction models on VHE, including both
closed-source and open-source LLMs. Our ex-
periments reveal a significant gap between human
performance and that of the models in extracting
events from Vietnamese historical texts, highlight-
ing the need for further research in this area.

2 Background and Related Work

2.1 Event Extraction

Event extraction aims to detect occurrences of
specified types and extract corresponding event
arguments from unstructured data input. The
ACE 2005 program (Consortium, 2005) defines
an event schema with terminologies that have been
widely adopted in event extraction. We outline the
key terminologies as follows:

* An event is a specific occurrence involving
participants

¢ Event extent is a sentence within which an
event is expressed.

* Event trigger is a word or a phrase that
mostly clearly expresses the occurrence of the
event.

* Event argument are entities that are part of
the event.

* Argument role is the relationship between
an event and its arguments.

Based on these terminologies, Ahn (2006) pro-
posed dividing event extraction into the sub-
tasks of trigger detection, trigger classification,
argument detection, and argument classification.

Specifically, trigger identification and trigger clas-
sification can be grouped under the event detec-
tion task, while argument identification and argu-
ment classification fall under the event argument
extraction task. Trigger identification involves
detecting event triggers within an event extent,
while Trigger classification assigns these identi-
fied triggers to specific event types. Similarly, Ar-
gument identification is to identify all arguments
associated with an event type, while Argument
classification is responsible for assigning these ar-
guments to their corresponding roles. In this pa-
per, we inherit all the above-mentioned settings in
both dataset construction and model evaluation.

2.2 Related Work

There are numerous EE datasets across various
domains, including the Wikipedia domain (Deng
et al., 2021; Li et al., 2021; Pouran Ben Veyseh
et al., 2022) and the news domain (Ebner et al.,
2020; Tong et al., 2022; Nguyen et al., 2024). Re-
cently, some works have focused on the general
domain to encompass a broader range of event
types (Deng et al., 2020; Wang et al., 2020; Parekh
et al., 2023). In specific domains, datasets like Ge-
nia2011 (Kim et al., 2011), MLEE (Pyysalo et al.,
2012), and Genia2013 (Kim et al., 2013) have
been proposed for biomedical research; CASIE
(Satyapanich et al., 2020) for cybersecurity; PHEE
(Sun et al., 2022) for pharmacovigilance; EDT
(Zhou et al., 2021) for stocks; IndiaPoliceEvent
(Halterman et al., 2021) for political events; Ch-
FinAnn (Zheng et al., 2019) for financial data; and
BRAD (Lai et al., 2021) for historical events.

3 Dataset Creation Process

Our dataset creation process, illustrated in Figure
2, consists of four main steps: (1) data prepara-
tion, (2) event schema construction, (3) data anno-
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Figure 2: Our dataset creation process. It consists of four main steps: (1) data preparation, (2) event schema
construction, (3) data annotation by LLLMs, and (4) human verification, corresponding to four subsections: 3.1,

3.2,3.3,and 3.4.

tation by LLMs, and (4) human verification. We
first describe each of these steps and then provided
statistics for the final dataset.

3.1 Data Preparation

We use The Complete Annals of Dai Viét, the old-
est official historical text of Vietnam. This book,
compiled into 23 volumes, records the history of
Vietnam from the reign of King Duong Vuong
(2879 BC) to the reign of Le Gia Tong of the Later
Le Dynasty (1675). Firstly, text is extracted from
the document files, and headers, footers, footnotes,
and author comments are removed. We then use
VnCoreNLP (Vu et al., 2018) to split texts into
sentences and normalize them (removing dupli-
cate spaces, correcting diacritics, etc.). Finally, we
obtained a total of 21,001 sentences for the entire
dataset.

3.2 Event Schema Construction

The event schema used by the existing datasets
is inconsistent because of discrepant assumption
about data, different preprocessing steps and the
use of external resources (Huang et al., 2024)
while extracting includes several tasks such as
event detection, event argument extraction, and
role labeling. (Lai et al., 2021). Hence, we aim
to construct a new event schema with reusable and
extendable capabilities that adapt to context.

To begin with, we use the widely adopted event
definitions from ACE for event types and the com-

mon entity types and semantic roles” for argument
roles as follows:

Event Types We utilized 33 event types along
with an additional event type Nature which
includes two subtypes: Natural-Disaster and
Natural-Phenomenon, as suggested by our experts.
A Natural-Disaster event occurs when a natural
disaster causes damage to people and property or
destroys architectural structures (e.g., earthquake,
drought) while a Natural-Phenomenon event oc-
curs when an unusual natural phenomenon ap-
pears without causing any impact on humans or
other entities (e.g., solar eclipse). Table 8 provides
the examples of event types in our dataset.

Entity Types 9 entity types were selected from
the Vietnamese NER tagset,®> including Person
(PER), Organization (ORG), Location (LOC),
Datetime (DTM), Designation (DES), Measure
(MEA), Terminology (TRM), and Miscellaneous
(MISC) for other entities. Table 6 provides the def-
initions of entity types used in our dataset.

Argument Role Types We adopted 11 com-
mon argument roles, including Agent, Experi-
encer, Force, Theme, Content, Instrument, Ben-
eficiary, Source, Goal, Temporal, and Location.
Table 7 provides the definitions of argument role
types used in our dataset.

Zhttps:/ /web.stanford.edu/ ~jurafsky/slp3/21.pdf
*https://www.clc.hemus.edu.vn/wp-content/
uploads/2016/01/CLC_ VN _NER-Tagset.pdf
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Entity Types Percentage (%)
PER 52.0
DTM 19.0
LOC 11.0
DES 10.0
ORG 3.0

Argument Role Types Percentage (%)
Theme 31.0
Agent 28.0
Temporal 19.0
Content 10.0
Location 5.0

Table 1: Five top-level entity and argument role types in the VHE dataset.

Depending on the context of the text, all these
types of entities and argument roles are reused
across all event types in our dataset. Appendix C
shows more details of the event scheme in VHE.

3.3 Annotation by LLMs

To leverage the information extraction capabilities
of LLMs (Ma et al., 2023; Li et al., 2023; Han
et al., 2023) and minimize the time required for
the annotation process, we designed prompts
to automatically annotate events using GPT-4o0
and verified the results through human review to
create a gold dataset.

Based on the predefined event schema, the
prompts include the categories of event, entity, and
argument role, but do not provide examples. The
entire dataset was annotated by two GPT mod-
els, including GPT-3.5-turbo and GPT-40-mini
(Brown et al., 2020). We then filtered out all re-
sults that did not conform to the event schema or
were in the wrong format. As a result, the dataset
contains approximately 15,000 instances in total.

3.4 Human Verification

The review process involved two native speakers
who were not experts. Initially, they were pro-
vided with annotation guidelines and examples for
each event type. Each annotator then tested a sub-
set of events to ensure a clear understanding of the
guidelines. We subsequently collaborated to dis-
cuss and resolve any conflicts, ultimately reaching
a consensus on the final dataset.

As the event annotation is complicated, we sep-
arated the dataset into 2 subsets to reduce informa-
tion overload for reviewers. The first subset con-
tained 3,153 events that were assigned the same
event type by both GPT models, accounting for
about 20% of the dataset. The second subset
comprised about 80% of the events annotated by
GPT-40-mini. Initially, reviewers examined the
first subset to gain a better understanding of the

dataset’s context, working independently. Subse-
quently, they collaborated to review the second
subset and produce the gold dataset.

4 Dataset Quality Assessment

To validate the quality of the dataset, we randomly
sampled 150 instances from the gold dataset and
removed their labels. We then recruited two
trained undergraduate students to manually anno-
tate these samples. We utilize Cohen’s Kappa (Co-
hen, 1960) to calculate the inter-annotator agree-
ment (IAA) score between the two annotators for
each subtask. The scores obtained were 82.0%
for trigger identification, 76.5% for trigger clas-
sification, 60.0% for argument identification, and
58.0% for argument classification. Notably, The
human performance average scores align with the
TAA scores for each subtask. Although the inner-
annotator agreement scores of the event argument
extraction task are slightly lower, remains within
an acceptable range, affirming the consistency and
reliability of our dataset.

S Dataset Analyses

Figure 3 illustrated the distribution of event types
in our dataset. We observe that most events from
this era focus on three main event types: Start-
Position, Attack, and Die. Additionally, the Jus-
tice event types have relatively few occurrences,
and there are no events related to the Declare-
Bankruptcy event type. Therefore, the inherent
data imbalance problem also exists in our dataset.
Moreover, we identified ambiguity within VHE,
which underscores the need for EE models to ad-
dress this imbalance and uncover cross-sentence
relationships.

Table 1 shows the top five entity and argument
types and their proportions in our dataset. The
highest proportions include PER (52%) for entity
types, and Theme (31%), Agent (28%) for argu-
ment role types. Additionally, the argument DTM
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Figure 3: Distribution of event types in the VHE
dataset.

and LOC account for approximately 25-30% of
the dataset. These proportions are consistent with
the most common event types in the dataset. To
maintain the real-word distribution in VHE, we do
not apply data augmentation or balancing during
dataset construction.

6 Experiments

In this section, we first describe our experimen-
tal settings, including the models, various types of
prompting, and the evaluation metrics used. We
then present the performance of LLMs and state-
of-the-art event extraction models on our dataset.
We evaluate three groups of models: (1) closed-
source LLMs, (2) open-source LL.Ms, and (3) end-
to-end models. Finally, we analyze common errors
that influenced the evaluation outcomes.

6.1 Experimental Settings

Models To gain a better understanding of how
current models extract events from Vietnamese
history texts, we evaluate three groups of models
on our dataset: (1) closed-source LLMs, (2) open-
source LLMs, and (3) end-to-end models. Since
our dataset is in Vietnamese, we consider choos-
ing LLMs that support multilingual capabilities.
We use GPT-3.5-turbo and GPT-40 (Brown et al.,
2020) as closed-source LLMs, while Llama-3.1-
8B-Instruct (Dubey et al., 2024), Gemma-2-

9b-it (Team et al., 2024), Phi-3.5-mini-instruct
(Abdin et al., 2024), and Qwen-2-7B-Instruct
(Yang et al., 2024) are considered for open-source
LLMs. For end-to-end EE models, we adopt
the pre-trained EE model provided by OmniEvent
(Peng et al., 2023), which implements the Ses2Seq
paradigm (Sutskever et al., 2014) using mT5 (Xue
et al., 2021) as the base model.

Prompting In our experiments, the prompts
were designed to perform both event detection and
event argument extraction tasks simultaneously.
To guide LLMs in generating responses within the
scope of predefined event types, we included spe-
cific context within the prompts. Each model was
evaluated using two prompting techniques: zero-
shot and few-shot (2-shot and 4-shot). However,
instruction-tuned LLMs (e.g., LLaMA, Gemma,
Phi, Qwen) have shown limited robustness to vari-
ations in instruction phrasing (Sun et al., 2023).
Consequently, we excluded zero-shot evaluations
for these models. Appendix B provides an illustra-
tion of the prompts used in the evaluation process.

Evaluation Metrics To evaluate the event ex-
traction task, most EE systems and datasets use
precision, recall, and F1 scores as key evaluation
metrics (Sheng et al., 2021; Yang et al., 2019;
Chinchor, 1992). Due to the complexity of event
extraction, these metrics are applied independently
to each subtask. We report F1 scores for four sub-
tasks: trigger identification, trigger classification,
argument identification, and argument role classi-
fication. Appendix A provides additional results
on our dataset, including all the detailed scores.

6.2 Results

Table 2 presents the performance of the models
across four subtasks: trigger identification, trig-
ger classification, argument identification, and ar-
gument classification. It is noted that due to the
cost of running LLMs, we evaluate closed-source
LLMs on a subset of our dataset, which includes
1,300 instances. In contrast, open-source LLMs
and the end-to-end EE model are evaluated on the
entire dataset.

End-to-End Models vs. LLMs From table 2,
it can be seen that the end-to-end model performs
poorly on the VHE dataset. Almost all sub-tasks of
event extraction achieve less than 20.0 F1, with the
event argument extraction task reaching only about
2.0 F1. One reason for this poor performance is



Group Model TI TC Al AC
End-to-end models Seq2Seq + mT5 17.13 642 203 0.35
Llama-3.1-8B-Instruct (2-shot) 43.37 27.49 2149 14.68
Llama-3.1-8B-Instruct (4-shot) 42.57 28.04 25.53 17.36
Gemma-2-9b-it (2-shot) 48.53 3349 20.09 16.86
Open_source LILMs Gemma-2-9b-it (4-shot) 4720 3425 2439 19.92
Phi-3.5-mini-instruct (2-shot) 17.34 929 274 1.87
Phi-3.5-mini-instruct (4-shot) 12.08  6.79 1.56 1.14
Qwen-2-7B-Instruct (2-shot) 2936 16.10 10.88  6.12
Qwen-2-7B-Instruct (4-shot) 19.68 1247 560 3.67
Gemini-1.5-flash (zero-shot) 38.04 3203 1345 7.86
Gemini-1.5-flash (2-shot) 3645 30.88 1443 9091
Gemini-1.5-flash (4-shot) 3520 29.10 1399 946
GPT-3.5-turbo (zero-shot) 2445 16.55 447 3.51
Closed-source LLMS  GpT.3 5 turbo (2-shot) 2891 1925 474 382
GPT-3.5-turbo (4-shot) 27.01 1826 493 401
GPT-40 (zero-shot) 18.85 1739 464 3.16
GPT-40 (2-shot) 39.11 33.85 13.81 10.80
GPT-40 (4-shot) 35.18 3090 14.53 11.18
Human Average 75.85 67.97 58.15 41.32
Inter-Annotator Agreement 82.00 76.50 60.00 58.00

Table 2: F1 scores of the models for four subtasks—Trigger Identification (TI), Trigger Classification (TC), Argu-
ment Identification (AI), and Argument Classification (AC)—on our dataset. We also present the average scores

from human annotators and the inter-annotator agreement.

that the model has not been trained on any Viet-
namese datasets except for the mT5 base model.

Open-source LLLMs vs. Closed-source LL.Ms
For open-source LLMs, Gemma-2-9b-it outper-
forms other models in TI (48.5 F1) and TC (34.2
F1), and its gains in Al (24.3 F1) and AC (19.9 F1)
in the 4-shot setting suggest a stronger ability to
leverage additional context. In contrast, both Phi-
3.5-mini-instruct and Qwen-2-7B-Instruct show
declining performance with an increasing number
of shots, indicating a potential struggle with han-
dling more contextual information. For example,
the highest TI (17.34 F1) and TC (9.2 F1) for Phi-
3.5-mini-instruct and the highest TI (29.3 F1) and
TC (16.1 F1) for Qwen-2-7B-Instruct are observed
under the 2-shot setting.

For closed-source LLMs, GPT-40 (2-shot)
demonstrates the best performance in TI (39.1 F1)

and TC (33.8 F1) when compared to GPT-3.5-
turbo, while Gemini-1.5-flash excels in the zero-
shot setting, particularly in TI (38.0 F1) and TC
(32.03 F1), outperforming other models in this
context.

Overall, most models perform consistently well
in the 2-shot setting, though their performance
doesn’t scale significantly with more shots. Open-
source models might be more adaptable for spe-
cific use cases where control and customization
are crucial, while closed-source models tend to de-
liver higher performance, especially in scenarios
with minimal or no additional context.

Models vs. Human Performance Across all
metrics, human performance vastly outstrips that
of both open-source and closed-source models.
The closest models achieve less than 30% of
human performance in TI (75.8 F1) and TC



(67.9 F1), with even larger gaps in Al and AC.
Among the models, Gemma-2-9b-it (open-source)
and GPT-40 (closed-source) achieve the highest
scores, but they still fall far short of human-level
accuracy, particularly in more nuanced tasks like
Argument Identification and Classification.

Summary Despite advances in model capabili-
ties, a substantial gap remains between machine
performance and human expertise. Most models
performed better in trigger identification and clas-
sification than in argument identification and clas-
sification. Notably, there is a significant gap be-
tween the event detection and event argument ex-
traction tasks. This highlights numerous research
opportunities for future work on the VHE dataset.
Appendix A show details of evaluation results.

6.3 Analyses

Through the manual checking, we find that ther
errors mainly inlude:

Span Error Since LLMs generate human-like
responses, they often extract event triggers and ar-
guments that are longer than those found in the
gold dataset. For instance, in the sentence “Sai
qudn ddnh up phd duoc tudng Tdy dao nguy la
qudn Nhai, qudn Cao ¢ Nhdt Chiéu thuéc Bach
Hac bdt dugc 40 chiéc thuyén va 7 con voi. (The
dispatched troops launched a surprise attack and
defeated the Western Route rebel generals, Qudn
Nhai and Qudn Cao, at Nhdt Chiéu in Bach Hac,
capturing 40 boats and 7 elephants)”, the event
trigger “ddnh up (surprise attack)” is sufficient,
rather than “ddnh up phd (surprise attack and de-
feated)”. Additionally, LLMs have also automat-
ically rephrase sentence which cause a failure of
event trigger. For example, in the sentence “Thdng
11, cho Nguyén Danh Thé kiém chiic D6 ngu sit.
(In November, Nguyén Danh Thé was concurrently
appointed to the position of Chief Censor.)”, the
phrase “cho kiém chiic (appointed)” was assigned
to the event trigger while the entity “Nguyén Danh
Thé” was automatically omitted.

Linguistic Structures The dataset is derived
from the oldest historical texts, which employ nu-
merous linguistic structures that differ from those
found in modern texts. Many subjects, as well
as cross-references, are implied rather than explic-
itly stated, leading to ambiguities in meaning. For
example, in the sentence “Hom dy, Hitu tudng
Hoang Pinh Ai sai thudc tudng ddnh bdt duoc,

dem chém, bdt duoc 4 tén do ddng gidi dén cita
dinh, ciing chém cd. (That day, the Right General
Hoang Pinh Ai ordered his subordinate officers to
attack and capture the enemy, who was then exe-
cuted. Four members of the rebel group were also
captured and brought to the headquarters, where
they were all executed.)”, the event trigger “chém
(executed)” activates the Execute event in which
the entity the enemy, affected by the event, is omit-
ted and the entity 4 tén do ddng (Four members of
the rebel group) was assigned to an argument role
of this event instead.

Entity vs. Event Argument Confusion There
might be confusion between what constitutes an
entity in NER and an event argument in event ex-
traction tasks. For example, the argument mention
“chua Thién Quang, Thién Duc (Thién Quang,
Thién Piic pagodas)” is automatically interpreted
as “chua Thién Quang (Thién Quang pagoda)”
and “chua Thién Duc (Thién Piic pagoda)”.
Moreover, in historical texts, entities might be am-
biguous or outdated, leading to challenges in ac-
curate argument annotation.

Error Types In the post-processing of LLM-
annotated events, we identify four types of errors
related to event types, entities, and argument roles:
Incorrect types, Undefined types, Incorrect for-
mat, and Other errors, which include issues like
unannotated spans, unexpected information, and
irrelevant context.

7 Conclusion

In this paper, we propose VHE, a new event ex-
traction dataset focused on historical texts in Viet-
namese. We conduct a thorough evaluation of
state-of-the-art end-to-end model as well as LLMs
on VHE. The results indicate that the event extrac-
tion from historical texts remains challenging, and
VHE may facilitate further research in this area.

In the future, we intend to extend our work in
several ways. First, we plan to enlarge our dataset
with additional annotated documents. Second, we
aim to expand the event schema to include event
relations. Third, we will develop an end-to-end
model for Vietnamese historical events.

Limitations

In this work, we make efforts to reduce the gap be-
tween high-resource and low-source languages in
the event extraction. However, due to limitations



in human resources, it is challenging for us to ob-
tain a larger amount of labeled data. Additionally,
there is a possibility that some events annotated by
LLMs may be overlooked. Furthermore, as history
is a complex domain, our knowledge may not en-
compass all taggable events from the dataset. We
will continue to maintain and update our proposed
dataset for future research.
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A Detailed Results

Table 3 demonstrates the detailed evaluation re-
sults for trigger identification, trigger classifica-
tion, argument identification, argument classifica-
tion respectively.

B Prompts for LLMs

Table 4 and 5 illustrate the prompts we use for test-
ing the ability of LLMs in event extraction task.

C Details of the Event Schema

Tables 6 and 7 illustrate the definitions of entity
and argument role types, respectively, while Table
8 and 9 provide examples of each event type in the
VHE dataset.



TI TC Al AC
P R F1 P R F1 P R F1 P R F1
Gemini-1.5-flash (zero-shot) 53.85 2941 38.04 4494 2489 32.03 2875 878 1345 1681 513 7.86

Model

Gemini-1.5-flash (2-shot) 59.22 2633 3645 4920 2250 30.88 2835 9.68 1443 1941 6.65 991
Gemini-1.5-flash (4-shot) 42.14 30.23 3520 3539 2470 29.10 2747 938 1399 18.69 634 946
GPT-3.5-turbo (zero-shot) 4346 17.01 2445 2795 11.75 1655 1942 253 447 1512 198 351
GPT-3.5-turbo (2-shot) 51.58 20.08 2891 3246 13.68 1925 1984 269 474 1602 217 3.82
GPT-3.5-turbo (4-shot) 49.73 1855 27.01 31.53 1286 1826 22.14 277 493 18.14 225 4.01
GPT-40 (zero-shot) 76.09 10.76 1885 7059 992 17.39 3989 246 4.64 27.18 168 3.16
GPT-40 (2-shot) 66.10 27.77 39.11 5656 24.15 33.85 3811 843 1381 29.69 6.60 10.80
GPT-40 (4-shot) 70.25 2346 35.18 62.05 20.57 3090 41.75 879 1453 3199 6.77 11.18

Llama-3.1-8B-Instruct (2-shot) 39.95 47.44 4337 23.04 34.07 27.49 2465 19.05 2149 1678 13.06 14.68
Llama-3.1-8B-Instruct (4-shot) 36.27 51.54 4257 2234 37.65 28.04 2594 25.14 2553 17.67 17.06 17.36

Gemma-2-9b-it (2-shot) 4449 5338 4853 29.07 3949 3349 2421 17.16 20.09 2029 1442 16.86
Gemma-2-9b-it (4-shot) 4244 53.18 4720 29.34 41.14 3425 2821 2148 2439 23.08 17.51 19.92

Phi-3.5-mini-instruct (2-shot) ~ 24.49 1342 1734 1293 725 929 1082 1.57 274 745 107 1.87
Phi-3.5-mini-instruct (4-shot) ~ 20.85  8.50 12.08 11.76 4.78 6.79 1034 0.84 156 7.64 0.62 1.14

Qwen-2-7B-Instruct (2-shot) 2392 38.01 2936 1278 21.76 16.10 1500 854 10.88 847 480 6.12
Qwen-2-7B-Instruct (4-shot) 1791 21.82 19.68 11.59 13.50 1247 12779 3.58 560 845 234 3.67

Seq2Seq + mT5S 28.81 12.19 1713 7.68 551 642 1182 1.11 203 189 0.19 035
Annotator 1 86.14 7250 78.73 69.16 57.81 6298 62.64 49.66 5540 5272 4191 46.70
Annotator 2 7941 67.50 7297 6435 57.81 6091 40.65 39.64 40.14 3636 3554 3594

Table 3: Precision (P), Recall (R), and F1 scores for four subtasks, including Trigger Identification (TI), Trigger
Classification (TC), Argument Identification (AI), and Argument Role Classification (AC) on VHE.

Zero-shot prompt for Event Extraction

### Instruction ###

Your task is to extract all events mentioned in a list of texts. If any event does not belong to the event
types listed below, or if you are unsure, just ignore it.

Input format: text-id: text.

### Context ###

An event has four parts: the event type, which includes the type of event and its corresponding subtype;
the event trigger, which is a word or phrase that most clearly expresses the occurrence of the event;
the event arguments, which are entities involved in the event; and the argument role, which defines the
relationship between the event and its arguments.

Event types: {event 1, ..., event n}
Entity types: {entity 1, ..., entity n}
Argument roles: {role 1, ..., role n}

### Output Indicator ###

Output format: A list of strings, where each string represents an event. Each event includes the follow-
ing components separated by pipes: text-id | event-type | event-trigger | event-arguments. Each event
argument follows the format: argument - entity type - argument role, and multiple event arguments are
separated by commas.

No explanation in output.

### Input Data ###
Text: {text}

Table 4: Zero-shot prompt template used for evaluating LLMs’ performance on the event extraction task.



Few-shot prompt for Event Extraction

### Instruction ###

I will provide you with some examples of event extraction, your task is to extract all events mentioned
in a list of texts. Note that these examples do not cover all event types in the texts, so please extract any
events that match the types listed below. If an event does not belong to the specified types or if you are
unsure, just ignore it.

### Context ###

An event has four parts: the event type, which includes the type of event and its corresponding subtype;
the event trigger, which is a word or phrase that most clearly expresses the occurrence of the event;
the event arguments, which are entities involved in the event; and the argument role, which defines the
relationship between the event and its arguments.

Event types: {event 1, ..., event n}
Entity types: {entity 1, ..., entity n}
Argument roles: {role 1, ..., role n}

Example 1:

Input:

s1: Xua chdu ba ddi ctia Viém Dé ho Than Nong 1a P& Minh sinh ra P& Nghi, sau Dé Minh nhén di tuan
phuong Nam, dén Ngii Linh ldy con gai Vu Tién, sinh ra vua [Kinh Duong Vuong].

s2: Vua Vi chia chin chau thi B4ch Viét thuoc phan dit chau Duong, Giao Chi thudc vé day.

s3: Mua thu, thang 9, ngay ram, git Mio, c6 nhit thuc.

Output:

s1 | LIFE.BE-BORN | sinh ra | Dé Minh - PERSON - AGENT, Bé Nghi - PERSON - THEME

s1 | LIFE.MARRY | 14y | D& Minh - PERSON - AGENT, con gai Vu Tién - PERSON - THEME

s1 | LIFE.BE-BORN | sinh ra | D& Minh - PERSON - AGENT, Kinh Duong Vuong - PERSON - THEME
s3 | NATURE.NATURAL-PHENOMENON | nhat thuyc | Mua thu - TIME - TEMPORAL, thang 9 -
TIME - TEMPORAL, ngay rim - TIME - TEMPORAL, gid Mio - TIME - TEMPORAL

Example 2:

Input:

s4: Nham Tuét, nim thd 1.

s5: Thang 3, ngdy mong 6, dic xong 4n bau.
Output:

Not found.

... (n-shot)

Text:
{sentence 1: text 1}

{sentence n: text n}
Output:

Table 5: Few-shot prompt template used for evaluating LLMs’ performance on the event extraction task.



No. Entity Type Description Count
1 Person (PER) Name of a specific person or family 6901
2 Date time (DTM) Time or a specific period of time 2606
3 Location (LOC) Names of land according to political or geographi- 1449

cal border (city, province, country, international re-
gions, oceans. ..
4 Designation (DES) Position or title of a specific person. 1371
5  Organization (ORG) Names of organizations, offices or companies 443
6  Miscellaneous (MISC)  Other entities 345
7 Terminology (TRM) Word-combinations having special meanings de- 141
pending on the contexts are used in respective spe-
cialties. They include: science, technique, military,
politics, religion. ..
8  Measurement (MEA)  Measurement, quantity of things (other than money) 106
in a standard unit.
Table 6: Entity types used in the VHE dataset. Count: count of annotated entities.

No. Argument Role Type Description Count
1 Theme The participant most directly affected by an event. 4148
2 Agent The volitional causer of an event. 3769
3 Temporal The time the event occurred 2608
4  Content The proposition or content of a propositional event. 1357
5  Location The location the event occurred 652
6  Goal The destination of an object of a transfer event. 458
7  Beneficiary The beneficiary of an event. 196
8  Source The origin of the object of a transfer event. 128
10 Instrument An instrument used in an event. 33
11 Force The non-volitional causer of the event. 7
12 Experiencer The experiencer of an event. 6

Table 7: Argument role types used in the VHE dataset. Count: count of annotated arguments.



Event Type

Event Subtype

Example

Count

LIFE

BE-BORN

Thang 3, ngay mong 5 , chdu chda Trinh Tac ra ddi , d6 1a con trai thd
cua Binh quén cong. (In March, on the 5th day, the grandson of Lord
Trinh Tac was born, who was the second son of Duke Binh.)

117

MARRY

Thang 3, ngay mong 7, gi cong chda Binh Duong cho chau muc
chau Lang 1a Than Thiéu Thai . (In March, on the 7th day, Princess Binh
Duong was married to Than Thi¢u Thai, the chieftain of Chau Lang.)

90

DIVORCE

Dén khi Linh bi giét, Thuyén ciing bd v¢ . (When Linh was killed,
Thuyén also abandoned his wife.)

INJURE

Thac doat lay cd tiét ciia Lugng, Lugng khoéng cho, Thac ben chit
tay trai cia Lugng , Ludng néi: "Chét con khong tranh, chit canh tay thi
lam gi?". (Thac seized Lugng’s flag, which Lugng refused to give up,
so Thac cut off Lugng’s left arm. Lugng said, "Even death cannot be
avoided, what’s the use of cutting off my arm?".)

21

DIE

Tuin bén giét hét nhitng ké khong chiu chét theo, rdi gieo minh xubng
song ma chét. (Tuan then killed all those who refused to die with him,
and then threw himself into the river to die.)

890

MOVEMENT

TRANSPORT

Quan Luong tan v3 chay vé& Bic . (The troops of Luong were defeated
and fled north.)

389

TRANSACTION

TRANSFER-OWENERSHIP

Chéu Vi Long (nay chau Pai Man) dang ngua tring bon chan cé cua .
(Chau Vi Long (now Chau Pai Man) offered a white horse with four legs
and spurs.)

179

TRANSFER-MONEY

Vua rit hiéu 6ng, sai ngudi ban dém dem 10 quan tién bd vao nha
ong . (The king highly valued him, sending someone at night to place 10
quan of money in his house.)

29

BUSINESS

START-ORG

Thang 6, lap Qudc hoc vién . (In June, the National Academy was
established.)

31

MERGE-ORG

Trude day, chau Nam Ma thudc nudc Ai Lao, sau vi md dic nghia
nha vua ma quy thuan . (Previously, Chau Nam Ma belonged to the
country of Ai Lao, but later it submitted due to the king’s virtue.)

DECLARE-BANKRUPCTY

N/A

END-ORG

Nim 4y nha Chu mét . (That year, the Zhou dynasty fell.)

18

CONFLICT

ATTACK

Mua thu , thang 7, ngiy mong 5, nuéc AiLao lai lam phan, danh
vao Mudng Vién . (In autumn, on the Sth day of the 7th month, the
country of Ai Lao rebelled again and attacked Mudng Vién.)

857

DEMONSTRATE

Thdi bio Phi quan cong Trinh Lich , Thdi ph6 Hoa quén cong Trinh Sam , 7

hén vi bét dic chi, lién ndi quan 1am loan . (The Grand Protector of Phu
Duke Trinh Lich and the Grand Tutor of Hoa Duke Trinh Sam, frustrated
by their failures, raised troops to revolt.)

CONTACT

MEET

Thoi Thanh Vuong nha Chu [1063-1026 TCN] , nudc Viét ta lan dau
sang thim nha Chu (khong ré vao doi Hing Vuong thi méy), xung
la Viét Thuong thi, hién chim tri tring. (During the reign of King Cheng
of the Zhou dynasty [1063-1026 BC], our country of Viet made its first
visit to the Zhou (uncertain which reign of the Hung Kings), calling itself
Viet Thuong thi and offering white pheasants.)

119

PHONE-WRITE

M6i 1di nghe néi vuong cé gii thu cho tuéng quan LAm Lu hau ,
mubn tim anh em than va xin bai chic hai tuéng quan & Trudng Sa. (Re-
cently, it was heard that the king sent a letter to General Lam Lu Hau,
seeking to find close relatives and requesting to remove the two generals
in Chuong Sa.)

67

Table 8: Examples of event types used in the VHE dataset. Event triggers are highlighted in orange and event
arguments are highlighted in green.



Event Type

Event Subtype

Example

Count

NATURE

NATURAL-PHENOMENON

Théng 2, ngay Dinh Dau mong 1, c6 nhat thuc . (In February, on the
Ist day of Dinh Dau, there was a solar eclipse.)

266

NATURAL-DISASTER

Mua ha , thang 4 , han han . (In summer, in April, there was a drought.)

99

PERSONNEL

START-POSITION

Chdu la HO 1én ndi ngdi . (The grandson Hd ascended to the throne.)

1329

END-POSITION

argumenttextitMua dong, thang 10, ngay Nham Ngo, Pan Hoa Chi

bd quan vé. (In winter, in October, on the day of Nham Ngo, Pan Hoa
Chi left his position and returned home.)

123

NOMINATE

Dén diy, Quy Ly tiéncd oOng ta . (At this point, Quy Ly recommended
him.)

40

ELECT

Bé to6i nha Minh lai tonlap Vinh Lich Hoang Bé. (The officials of
the Ming dynasty again revered Emperor Vinh Lich.)

40

JUSTICE

ARREST-JAIL

Phién tudng Thai Nguyén la Thong quan cong Ha SiTé dem quéan ban

Xt di ddnh, bi giic bat dudc. (The provincial general Thai Nguyén,
Duke Ha Si Tit, who led local troops, was captured by the enemy.)

258

RELEASE-PAROLE

Vua bing long, tha cho Ché Cd vé nuéc (Pia Ly nay la tinh Quang
nam). (The king agreed and pardoned Ché Cd, allowing him to return
home (now Dia Ly, Quang Nam province).)

34

TRIAL-HEARING

Xubng chiéu cho quan Pinhuy xétt6i Lgi. (Issued a decree for the
Inspector of the Capital to investigate Lgi’s crimes.)

26

CHARGE-INDICT

Nguyén Vinh Tich hic t6i , cho 1 ddng phdi biém chic. (Nguyén Vinh
Tich accused of [a crime], deeming it worthy of being demoted..)

SUE

Em D6 Khic Chung 1a D Thién Thu kién nhau véi ngudi, tinh ly déu
trai. (D6 Khic Chung’s brother, D& Thién Thu, was in dispute with some-
one, with both the facts and reasoning against him.)

CONVICT

Tt Duc hét 18, phai thi tdi . (T Duc, having exhausted all reasons, had
to confess to his crimes.)

SENTENCE

Tu khong chau Phuc LEé Péo Manh Vudng c¢6 t0i, chotuti. (The
Chancellor of Chau Phuc L&, Péo Manh Vuong, was guilty and was al-
lowed to commit suicide.)

37

FINE

Cong bo hitu thi lang Trinh Cong Pan bi phat 30 quan tién vi bd phoi

mua ning nhiing gd, lat ciia cong. (The Minister of Works, Trinh Cong
Dban, was fined 30 quan for neglecting to protect public wood and rattan
from the weather.)

EXECUTE

Chém HObi & phudng Dién Hung . (Executed HO B4 in Dién Hung
district.)

76

EXTRADITE

Thang 5, nha Thanh sai Pham Thanh Céng va Ma Van Bich mang
sic du dén cita Nam Quan, bdo bat giai li giic bién Duong Nhi,
Duong Tam . (In May, the Qing Dynasty sent Pham Thanh Coéng and

Ma Van Bich with an edict to the South Gate, ordering the capture and
return of the pirate leaders Duong Nhi and Duong Tam.)

ACCQUIT

N/A

APPEAL

Vi tdm ngudi cing ho nhu L& Khic Phuc va cong chia Ngoc Lan
lam don kh#n thiét van xin vua néi phép ban on, nén c6 1énh nay. (Be-
cause eight people with the same surname, such as Lé Khic Phuc and
Princess Ngoc Lan, earnestly petitioned the king for leniency, this order
was issued.)

PARDON

Théng 3, thatoi chét cho Nguyén SuHoi. (In March, the death
penalty was commuted for Nguyén Su Hbi.)

46

Table 9: Continuation of Table 8.
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