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Abstract

The objective of multimodal intent recognition
(MIR) is to leverage various modalities—such
as text, video, and audio—to detect user in-
tentions, which is crucial for understanding
human language and context in dialogue sys-
tems. Despite advances in this field, two main
challenges persist: (1) effectively extracting
and utilizing semantic information from robust
textual features, (2) aligning and fusing non-
verbal modalities with verbal ones effectively.
This paper proposes a Text Enhancement with
CommOnsense Knowledge Extractor (TECO)
to address these challenges. We begin by ex-
tracting relations from both generated and re-
trieved knowledge to enrich the contextual in-
formation in the text modality. Subsequently,
we align and integrate visual and acoustic rep-
resentations with these enhanced text features
to form a cohesive multimodal representation.
Our experimental results show substantial im-
provements over existing baseline methods.

1 Introduction

Intent recognition plays a vital role in natural lan-
guage understanding. While prior attempts focused
on a single modality, e.g., text, for extraction (Hu
et al., 2021), real-world scenarios involve intricate
human intentions that require the integration of
information from speech, tone, expression, and
action. Recently, multimodal intent recognition
(MIR) performed computationally is a very inter-
esting and challenging task to be explored. To
effectively leverage the information from various
modalities, numerous methods have been proposed
for MIR. As an alternative, (Tsai et al., 2019);
(Rahman et al., 2020) proposed frameworks using
transformer-based techniques to integrate informa-
tion from different modalities into a unified feature.
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Figure 1: An example of integrating commonsense
knowledge for multi-intent recognition provides aware-
ness about implicit context which relates to the utter-
ance’s intention.

Moreover, (Zhou et al., 2024) introduced a token-
level contrastive learning method with a modality-
aware prompting module; (Huang et al., 2024) pro-
posed a shallow-to-deep transformer-based frame-
work with ChatGPT-based data augmentation strat-
egy, achieving an impressive result. Despite the
advances, we suppose that existing MIR models
still suffer from several challenges: (1) how to ex-
plore the semantic information from the contextual
features effectively; (2) the limitation in aligning
and fusing features of different modalities.

To address the above challenges, we introduce a
framework called Text Enhancement with Com-
monsense Knowledge Extractor (TECOQO). Our
model comprises three main components: a Com-
monsense Knowledge Extractor (COKE), a Textual
Enhancement Module (TEM), and a Multimodal
Alignment Fusion (MAF). Our main idea is to ex-
plore rich and comprehensive contextual features
and then incorporate them with non-verbal features
(image, audio) to predict the reasonable utterance



of the participants. COKE combines both retrieved
and generated commonsense knowledge to capture
relational features, whereas TEM utilizes a dual
perspective learning module and a textual enhanc-
ing fusion to integrate them into the text feature.
Finally, we adopt MAF to effectively fuse features
from three modalities into multimodal knowledge-
enhanced representations of utterances.
Our contributions are summarized as follows:

* We propose the TECO model, featuring a
Text Enhancement Module (TEM) with com-
monsense knowledge extraction to effectively
leverage semantic information from textual
input.

* TECO incorporates Dual Perspective Learn-
ing to integrate and harmonize relation per-
spectives and aligns non-verbal modalities
with verbal ones for consistent multimodal
representation.

» Experimental results and detailed analyses on
the challenging MIntRec dataset demonstrates
the superior performance of our TECO model
in multimodal intent detection.

2 Related Works

2.1 Commonsense Knowledge

Commonsense reasoning utilizes the basic knowl-
edge that reflects our natural understanding of the
world and human behavior, which is crucial for in-
terpreting the latent variables of a conversation. Re-
cently, COMET (Bosselut et al., 2019) has achieved
impressive performance when investigating and
transferring implicit knowledge from a deep pre-
trained language model to generate explicit knowl-
edge in commonsense knowledge graphs. The sem-
inal works utilize COMET to guide the participants
through their reasoning about the content of the
conversation, dialog planning, making decisions,
and many reasoning tasks. SHARK (Wang et al.,
2023) uses a pre-trained neural knowledge model
COMET-ATOMIC (Hwang et al., 2021) to extract
emotion utterance by generating novel common-
sense knowledge tuples, CSDGCN (Yu et al., 2023)
proposed using COMET to clearly depict how ex-
ternal commonsense knowledge expressions within
the context contributes to sarcasm detection, R3
(Chakrabarty et al., 2020) retrieve relevant context
for the sarcastic messages based on commonsense
knowledge.

Sentence-BERT (Reimers and Gurevych, 2019)
uses siamese and triplet network structure to cap-
ture semantically meaningful sentence features that
can compared using cosine-similarity. In this paper,
we incorporate two views from generative and re-
trieved relations to enrich context information via
two pre-trained models, COMET and SBERT.

2.2 Multimodal Fusion

Multimodal Fusion is an active area of research
with various proposed methods. Prior studies based
on transformer, MULT (Tsai et al., 2019) directly
attend to elements in other modalities and cap-
ture long-range crossmodal events. However, it
does not handle modality non-alignment by sim-
ply aligning them. Moreover, MAG-BERT (Rah-
man et al., 2020) proposed an efficient framework
for fine-tuning BERT (Devlin, 2018) and XLNet
(Yang, 2019) for multimodal input and MISA (Haz-
arika et al., 2020) projects each modality to two
distinct subspaces, which provide a holistic view
of the multimodal data. To effectively fuse dif-
ferent modalities’s features and alleviate the data
scarcity problem, SDIF-DA (Huang et al., 2024) in-
troduced a shallow-to-deep interaction framework
using a hierarchical and a transformer module. Re-
cent researches attempt to extract more information
from textual input, Promt Me Up (Hu et al., 2023)
proposed innovative pre-training objects for entity-
object and relation-image alignment, extracting ob-
jects from images and aligning them with entity
and relation prompts. To leverage the limitations in
learning semantic features, TCL-MAP (Zhou et al.,
2024) develops a token-level contrastive learning
method with a modality-aware prompting module.

3 Methodology

3.1 Problem Statement and Model Overview

Problem Statement. Multi-modal intent recog-
nition aims to analyze various modalities such as
expression, body movement, and tone of speech
to understand a user’s intent. Given an input text
T = {t1,ta, ..., ;s } with the corresponding image
V and audio A, where [° is the length of the text se-
quence, our model is supposed to classify given text
into correct intent category i € I = {iy, 2, ...,in}.
The set I contains the pre-defined intent types, and
N represents the number of utterances.

Model Overview. Figure 2 describes the ar-
chitecture of our model, which comprises three
components. The input sentence is converted into
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Txr(u) = “The speaker feels + [xReact]”
Tewuy) = “The speaker wants + [xWant]’

Figure 2: Overall architecture of our model is illustrated in the left part. The lower right part describes the flow
of the Commonsense Knowledge Extractor (COKE), and the upper one shows details of the Text Enhancement
Module (TEM), which integrates relation features into textual representations using commonsense knowledge and a

dual perspective learning module.

vector representations using an encoding context
module. Next, in the Textual Enhancement Module
(TEM), we utilize a commonsense reasoning mod-
ule to extract relevant knowledge and convert it
into vector representations. Subsequently, the out-
put vector is put into a dual mechanism to obtain a
single representation.

We also extract features from audio segments
and video segments by using encoder mechanisms.
After each extracted feature is aligned with the tex-
tual information, we concatenate the textual feature
with the visual and acoustic information and utilize
them to compute two filter gates, which empha-
size relevant information from visual and acoustic
modalities based on the textual input. We then
separately feed each obtained feature into a fusion
module. Finally, in the prediction stage, we per-
form a classifier operation to get the final utterance
detection result.

3.2 Feature Encoders

For each utterance u;, we extract multimodal fea-
tures from three different modalities: text, vision,
and audio.

Textual Encoder. The pre-trained BERT lan-
guage model (Devlin, 2018) which achieves excel-
lent performance in Natural Language Processing
(NLP) is applied to extract text features. For each

input sentence t;, we obtain the token embeddings
from the last hidden layer of the BERT Encoder:

h!" = TextEncoder(t;) (1)

where TextEncoder is BERT Encoder, h! ¢ RIxd
refers to the text embedding of text sentence ¢;, [°
is the length of text sentence, and d denotes the
feature dimension.

Visual Encoder. We follow the approach used in
previous work (Zhang et al., 2022) to process video
segments. By leveraging a pre-trained Faster R-
CNN (Ren et al., 2015) with the backbone ResNet-
50 (Koonce and Koonce, 2021), the vision feature
embeddings are extracted as follows:

h! = VisualEncoder(v;) )

where VisualEncoder is Faster R-CNN, h! ¢
R *4" denotes the vision embedding of video
segment v;, [V is the length of video segment, and
dV refers to the vision feature dimension.

Acoustic Encoder. To extract the acoustic em-
beddings, we utilize a pre-trained model wav2vec
2.0 (Schneider et al., 2019), which employs self-
supervised learning to generate strong representa-
tions for speech recognition. The formula is shown
as follows:

h#* = AcousticEncoder(a;) 3)



where AcousticEncoder refers to wav2vec 2.0,
h ¢ RI“*d4* denotes the acoustic embedding of
audio segment a;, [ is the audio segment’s length,
and d” denotes the acoustic feature dimension.

3.3 Commonsense Knowledge Extractor
(COKE)

For each utterance, we utilize a commonsense
knowledge graph combined with two pre-trained
models to obtain relational features. Subsequently,
integrating them into textual features to enhance
textual information.

Relation Generation. We put each utterance
through a pre-trained generative model COMET!
(Bosselut et al., 2019), which is able to produce
rich and diverse commonsense knowledge relying
on a seed set of knowledge tuples. A knowledge
base ATOMIC? (Hwang et al., 2021) is used as
a knowledge seed set to generate phrases of sev-
eral relation types. Among nine relation types, we
choose xReact and xWant as generative relation
representations. For example, given the input ut-
terance “I’m not really that happy with you either”
and get the output xReact and xWant are “sad” and
“to be left alone”, respectively.

Relation Retrieval. To retrieve relational knowl-
edge, we apply SBERT (Reimers and Gurevych,
2019) to compute the similar score between each ut-
terance and each sentence in the ATOMIC dataset.
After that, we select the phrases under the two re-
lation types xReact and xWant of the most similar
sentence as retrieved relation representations. In
particular, the xReact and xWant phrases of the
utterance “wait, it’s- hey, stop... stop!” are “frus-
trated” and “to scold someone”, respectively.

Relation Encoding. After obtaining the relation
phrases, we put them into a combined template in
order to receive the complete sentence .S,;. The
combined template is formalized as:

T.r(u;) = “The speaker feels [x React].” @
"

Tow (u;) = “The speaker wants [z ant]
where T (u;) refers to the combined template of
each relation type corresponding to the utterance
Uj.

The complete sentences of generative and re-
trieved relation are separately fed to the BERT en-
coder to gain relation features. Finally, for each ut-

"https://github.com/atcbosselut/
comet-commonsense

2https://github.com/allenai/
comet-atomic-2020/

terance u;, we obtain four relation representations
. . R
including ¢#ft, ¢#W s?F s#W ¢ RI"*4 where [#

denotes the length of the complete relation sen-
tence.

3.4 Textual Enhancement Module

To take advantage of commonsense knowledge,
we employ a Textual Enhancement Module (TEM)
which integrates the relation features into textual
features to enrich textual representations.

Dual Perspective Learning. We apply a dual
perspective learning mechanism to perform relation
fusion from two different views: generative and
retrieved knowledge. First, we calculate learnable
weight through a linear layer for each relation type.
The formula is defined as follows:

af™t = SoftMax(fr(Th , ¢}, s71))

oW = SoftMax(fr([h!, ¢, s7V7))

AR T R )

)
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where of", " is the learnable weight corre-
sponding to x React and xW ant relation, and fr,
denotes the linear layer.
Next, the relation fusion features are computed
as follows:
it = o eff 4 (1)

W =aq

e (1) s

where h?% h?"W ¢ RI"xd,

Textual Enhancing Fusion. After obtaining the
relation fusion features, we integrate them into the
text feature by learning a trainable weight and tun-
ing a hyper-parameter fused relation. For details,
the formula is described as follows:

;" = hj + Whi"

N
27"V =h{ + Whi"

2l =7z + (1—7) -z (8)

7

where zZ-T € R4 s the text-enhanced feature of
utterance u;, W denotes the trained weight, and
refers to the hyper-parameter.

3.5 Multimodal Alignment Fusion

Because of the independent learning of three modal-
ities, we adopt a Multimodal Alignment Fusion
(MAF) to align contextual information captured
from separated modalities and fuse them to obtain
the multimodal knowledge-enhanced representa-
tion of utterances.
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First, to align the vision and acoustic feature
with the text-enhanced feature, we apply the Con-
nectionist Temporal Classification (CTC) (Graves
et al., 2006) module:

2,2} 2 = CTC (zF,hY,h) )

7 &g 5 By (R A R}

where 27 € RIPxd 2V ¢ RI"xd 44 ¢ Rixd
refer to the aligned features under each modality,
and CTC is a module that consists of a LSTM block
and a SoftMax function.

Subsequently, we concatenate the text-enhanced
feature with visual and acoustic features. These
concatenated features are then used to compute
two filtering gates, which selectively emphasize
relevant information within the visual and acoustic
modalities, conditioned by the textual feature. The
formulation is as follows:

g/ =ReLU ( fyr([2 ||z 1))
g = ReLU ( far([z{ | 2] 1))

where g}/, giA are two weighted gates related to the

visual and acoustic features, ReLU is an activation
function, f, denotes a linear layer and || is notated
for concatenating.

Then, we produce the non-verbal feature by fus-
ing the visual and acoustic features through two
gates:

h =g! fv(zl) +g fa(z)  AD

where h; € R!*? [ denotes the length of non-
verbal token embeddings and f, is a linear layer.

Finally, we compute a fused weight 3 between
the text-enhanced feature and the non-verbal fea-
ture and then utilize it to create the multimodal
feature z € R

(10)

ﬂ:min(HZiTHQE 1) (12)
[hill,
z; = f(z! + Bh;) (13)

where ||.||, refers to Ly normalization, ¢ is a hyper-
parameter, and f denotes a normalized block in-
cluding a layer normalization and dropout layer.

3.6 Prediction and Loss Function

Prediction. The output of the MAF module Z is put
through a Classifier to obtain the intent probability
distribution. For details, the Classifier contains a
pooling layer, a dropout layer, and the last one is a
linear layer. The equation is described below:

Y, = fc (Dropout( Pooler(z; )))  (14)

where y; € RY denotes the predicted output, N
is the number of intent classes, and f,. is a linear
layer.

Loss Function. During the training phase, we
apply a standard cross-entropy loss to optimize the
performance of our model:

where B is the batch size, and y,; denotes the pre-
dicted label of i*" sample.

4 Experiments

4.1 Experimental Settings

Dataset. We conduct experiments on MIntRec
(Zhang et al., 2022) dataset which is a fine-grained
dataset for multimodal intent recognition. This
dataset comprises 2, 224 high-quality samples with
three modalities: text, vision, and acoustic across
twenty intent categories. The dataset is divided into
a training set of 1, 334 samples, a validation set of
445 samples, and a test set of 445 samples.

Implementation Details. For the implementa-
tion of our proposed method, we set the training
batch size is 16, while the validation and test batch
sizes are both 8. The number of epochs for training
is set to 100, and we apply early stopping for 8
epochs. To optimize the parameters, we employ an
AdamW (Loshchilov and Hutter, 2017) optimizer
with linear warm-up and a weight decay of 1le — 2
for parameter tuning. The initial learning rate is set
to 2e — 5 and the hyper-parameter fused relation
is chosen from [0.05 : 0.95]. As sequence lengths
of the segments in each modality and relation sen-
tence need to be fixed, we use zero-padding for
shorter sequences. %, 1V, 14,17 are 30, 230, 480,
and 30, respectively.

Evaluation Metrics. We use four metrics to
evaluate our model performance: accuracy (ACC),
F1-score (F1), precision (PREC), and recall (REC).
The macro score over all classes for the last three
metrics is reported. The higher values indicate
improved performance of all metrics.

4.2 Baselines

We compare our framework with several compara-
tive baseline methods:

* Text Classifier (Zhang et al., 2022) is a clas-
sifier with text-only modality that uses the
first special token [C'LS] from the last hidden



Table 1: Multimodal intent recognition results on the MIntRec dataset. “Twenty-class” and “Binary-class” denote
the multi-class and binary classification. The best performances are highlighted in bold, and the underline refers to
the second-best ones. Results with * are obtained by reimplemented, while others are taken from the corresponding

published paper.
Methods Twenty-class Binary-class
ACC (%) F1(%) PREC (%) REC (%) | ACC(%) Fl (%) PREC (%) REC (%)
Text Classifier 70.88 67.40 68.07 67.44 88.09 87.96 87.95 88.09
MAG-BERT 72.65 68.64 69.08 69.28 89.24 89.10 89.10 89.13
MulT 72.52 69.25 70.25 69.24 89.19 89.01 89.02 89.18
MISA 72.29 69.32 70.85 69.24 89.21 89.06 89.12 89.06
SDIF-DA* 71.01 67.77 68.75 67.7 88.76 88.65 88.56 88.77
TCL-MAP* 71.46 68.02 67.84 69.23 89.44 89.26 89.44 89.11
TECO (Ours) | 7236 69.96  70.49 69.92 | 89.66  89.54 89.5 89.58

layer of the BERT pre-trained model as the
sentence representation.

* MAG-BERT (Rahman et al., 2020) integrated
the two non-verbal features including video
and acoustic features into the lexical one
by applying a Multimodal Adaptation Gate
(MAG) module attached to the BERT struc-
ture.

e MulT (Tsai et al., 2019) stands for the Mul-
timodal Transformer, an end-to-end model
that extends the standard Transformer network
(Vaswani, 2017) to learn representations di-
rectly from unaligned multimodal streams.

* MISA (Hazarika et al., 2020) projected each
modality to two distinct subspaces. The first
one learns their commonalities and reduces
the modality gap, while the other is private to
each modality and captures their characteris-
tic features. These representations provide a
holistic view of the multimodal data.

* SDIF-DA (Huang et al., 2024) is a Shallow-
to-Deep Interaction Framework with Data
Augmentation that effectively fuses different
modalities’ features and alleviates the data
scarcity problem by utilizing the shallow in-
teraction and the deep one.

* TCL-MAP (Zhou et al., 2024) proposed a
modality-aware prompting module (MAP) to
align and fuse features from text, video, and
audio modalities with the token-level con-
trastive learning framework (TCL).

4.3 Results

Table 1 describes the results conducted on the in-
tent recognition tasks. Overall, our approach gains
significant performances compared to the baselines
on the two tasks: binary classification and multi-
class classification. Especially, in the binary classi-
fication stage, our method outperforms the others
across all four metrics. Compared to the second-
best methods, the considerable enhancements of
0.25% on accuracy, 0.31% on macro Fl-score,
0.67% on precision, and 0.53% on recall indicate
the efficiency of our model to leverage multimodal
information for understanding real-world context.
In the remaining task, our method achieves notable
improvements on two metrics macro F1-score and
recall, and also gains the second-best result on pre-
cision. This observation illustrates the capability
of our proposed model in recognizing speakers’
intents within a dialog act.

4.4 Ablation Study

4.4.1 Contribution Analysis of Model
Components

To further analyze the contributions of each compo-
nent to overall performance, we conduct a set of ab-
lation studies including setting model with (/) text
and video information (w7y ), (2) text and audio
features (wr4), and (3) video combined with audio
representation (wy 4); removing (4) the Text En-
hancement Module (w/orgar), (5) the Multimodal
Alignment Fusion module (w/op4r), and (6) the
dual perspective learning by detaching SBERT
component(w /0gyar)-

The important role of the text representation.
We explore the role of modalities by removing one
modality at a time in ablation studies (1), (2), (3).



Table 2: Ablation experiments of several modules within our model on both multi-class and binary classification

stages.
Methods Twenty-class Binary-class
ACC (%) Fl (%) PREC (%) REC (%) | ACC (%) FI (%) PREC (%) REC (%)

TECO (Ours) ‘ 72.36 69.96 70.49 69.92 ‘ 89.66 89.54 89.5 89.58
wry 70.79 66.05 66.35 66.77 88.54 88.35 88.48 88.26
wra 7034 6691 67.49 67.04 88.99  88.85 88.83 88.87
Wy A 16.85 3.16 2.46 6.66 52.36 48.28 49.75 49.79
w/orEu 70.34 64.4 64.43 65.03 88.54  88.45 88.33 88.67
w/oMAF 71.91 68.19 68.67 68.45 87.42 87.33 87.22 87.61
W/ Odual 69.44  65.68 66.07 65.83 87.19  87.04 86.99 87.1

As shown in Table 2, the accuracy of our methods Multi-class

decreased seriously when the contextual modality ]

was removed. Particularly, similar drops in perfor- 69 1

mance are not observed then other two modalities

are removed, which indicates that textual informa- § "

tion has a dominant effect. T 67
The effect of dual perspective learning and

textual enhancement module. To explore whether *]

the dual perspective learning, we conduct an ex- : —
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periment (6) that removes retrieved relation from
SBERT and remains generative relation extracted
from COMET to enhance text representation with-
out dual-view. We can observe that the TECO
without dual perspective learning experiences a sig-
nificant lessening of 4.2% and 2.8% in accuracy for
multi-class and binary-class classification, respec-
tively. In addition, we remove features obtained
from both COMET and SBERT which is described
in experiment (4) to prove the necessary role of
commonsense knowledge. We can observe that the
final result witnessed a substantial decrease in most
metrics indicating that our method is successful in
strengthening verbal representation.

MAF works productively in multimodal fu-
sion operation. In experiment (5), we assess the
effectiveness of multimodal alignment fusion by
discharging both two non-verbal features. As in-
dicated by the results, the performance shows a
reduction of more than 2% across most metrics
for multi-class. The same trend was witnessed in
several metrics for binary classification. The exper-
imental results illustrate that contextual modality
plays a critical role in integrating and predicting
user’s intents.

4.4.2 Hyper-parameter Analysis

To evaluate the influence of each relation type on
our model’s performance, we set up experiments by
changing the hyperparameter + in Equation 8. The

Binary class
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Figure 3: Model performance across different value of
v

results are recorded in Figure 3, which the former
is conducted for multi-class classification while
the latter is for binary one. We find that macro
F1-score is improved at v = 0.9 and v = 0.6
on muti-class and binary class, respectively. This
indicates the relation x React having more effect
on enhancing text representations and boosting the
model capability of detecting intention than the
relation zWant.

4.5 Case Study

To demonstrate the association and impact of the
two relations xReact and xWant derived from
generative and retrieved knowledge extractor, we



Table 3: The illustration of case studies, where the text with green color indicates the correct prediction, while the

other is the incorrect one.

Text Video Audio XReact xWant Intent
COMET SBERT | COMET SBERT | Label Predicted
“Yeah, those babies very to have smile . .
look ereat” happy ha a good at the | Praise Praise
great. PPy time baby
« . to get
-And unfortunatf:l}:: 1t sad very a um- to  stay Complain Complain
is supposed to rain. worry brella dry
“So thank you all so to show to ~ac-
much for my gifts.” happy happy appreci- cc?pt the | Thank  Thank
ation givings
to be a
« » to get
Stop, please. happy scared good Prevent  Oppose
. away
friend
to solve to make
“Hey, we have a prob- . . the . Ask for
» worried  curious adjust- | Inform
lem. prob- help
lem ments

write down several samples in Table 3. The first
three examples show the relevance between relation
and label intent, which make the donation of pro-
ducing the correct prediction. Especially, zReact
tends to express feelings related to intention, while
xWant is able to generalize the meanings of the
sentence. Our COKE module can generate rela-
tions more precisely with “expressing emotions” in-
tents such as Praise, Complain, Thank than “achiev-
ing goals” such as Inform, Prevent. In addition,
obtaining relations from sentences with clear emo-
tional words is more exact than from those that are
brief and ambiguous.

5 Conclusion

In this work, we introduce a Text Enhancement as-
sociated with Commonsense Knowledge Extractor
(TECO) for multimodal intent recognition. Our
model enriches text information by integrating re-
lation information extracted from a commonsense
knowledge graph. Thanks to the strength of com-
monsense knowledge, the implicit contexts of in-
put utterances are explored and utilized to enhance
verbal representations. In addition, both visual
and acoustic representations are aligned with tex-
tual ones to obtain consistent information and then
fused together to gain meaningful and rich multi-
modal features. To evaluate our method’s perfor-

mance, we conducted several experiments and ab-
lation studies on the MIntRec dataset and achieved
remarkable results.
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