
Multilingual Relative Clause Attachment Ambiguity Resolution in Large
Language Models

So Young Lee•, Russell Scheinberg⋄, Amber Shore⋄, Ameeta Agrawal⋄

•Miami University, USA
⋄Portland State University, USA

soyoung.lee@miamioh.edu, rschein2@pdx.edu, ashore@pdx.edu, ameeta@pdx.edu

Abstract

This study examines how large language mod-
els (LLMs) resolve relative clause (RC) attach-
ment ambiguities and compares their perfor-
mance to human sentence processing. Focus-
ing on two linguistic factors, namely the length
of RCs and the syntactic position of complex
determiner phrases (DPs), we assess whether
LLMs can achieve human-like interpretations
amid the complexities of language. In this
study, we evaluated several LLMs, including
Claude, Gemini and Llama, in multiple lan-
guages: English, Spanish, French, German,
Japanese, and Korean. While these models
performed well in Indo-European languages
(English, Spanish, French, and German), they
encountered difficulties in Asian languages
(Japanese and Korean), often defaulting to in-
correct English translations. The findings un-
derscore the variability in LLMs’ handling of
linguistic ambiguities and highlight the need
for model improvements, particularly for non-
European languages. This research informs fu-
ture enhancements in LLM design to improve
accuracy and human-like processing in diverse
linguistic environments.

1 Introduction

The primary objective of Natural Language Pro-
cessing (NLP) research is to design language mod-
els that can interpret and generate language in the
same way humans do. This is particularly challeng-
ing due to the complexity and nuance of human
language, which often includes idiomatic expres-
sions, context-dependent meanings, and subtle vari-
ations in tone and intent. Additionally, ambiguity
in human language, where words and phrases can
have multiple interpretations, further complicates
the task of these models.

Ambiguity is critical in human-computer inter-
action due to its pervasiveness in everyday life.
Failure to correctly interpret a user’s intentions

can cause the user to mistrust the system and dis-
continue use. For decades, ambiguity, therefore,
has been a challenging issue for NLP researchers
(Davis and van Schijndel, 2020). Despite some
progress in resolving ambiguity problems, it still
remains a significant challenge for computational
linguists and computer scientists.

Recent advances in large language models
(LLMs) have significantly improved their ability to
process and generate language (Team et al., 2024;
Dubey et al., 2024). However, can these LLMs
also handle ambiguity well? In human language,
ambiguity appears at various levels, one of which is
syntactic ambiguity, which occurs when a sentence
can be analyzed as having more than one syntactic
structure or parse tree as in (1).

(1) The girl saw the boy with the binoculars.
a. VP modification: The girl used the

binoculars to see the boy.
b. NP modification: The boy had the

binoculars, and the girl saw him.

So far, extensive research has been conducted in
NLP to address ambiguity. However, the majority
of this research has centered on resolving preposi-
tional phrase (PP) attachment ambiguity only (Yin
et al., 2021; Xin et al., 2021). Despite its frequent
discussion within the field of psycholinguistics,
there has been surprisingly little research specifi-
cally on relative clause (RC) attachment ambi-
guity, which also can happen in human-computer
interaction as in (2).

(2) Play the coverDP1 of the songDP2 [that
features the famous violinist]RC .
a. DP1 modification: The user wants to

hear a cover version of a song that
specifically includes the participation
of the famous violinist.

b. DP2 modification: The user is asking
to play a cover version of a specific



song known for featuring a famous vi-
olinist.

Consequently, it is necessary to expand our
scope to comprehensively evaluate how LLMs han-
dle various syntactic attachment ambiguities. In
this study, we aim to explore how the most recently
developed and widely used LLMs resolve RC at-
tachment ambiguities. The assessment of LLMs’
performance on RC attachment ambiguities pro-
vides insight into the current advancements in lan-
guage model development.

Our key contributions are as follows:

• We focus on a well-defined linguistic phe-
nomenon and explore how (four recently in-
troduced) LLMs can be effectively prompted
to identify relative clauses (RC) and how they
handle specific RC attachment ambiguities,
comparing their performance with human ex-
perimental data.

• Our study extends the RC attachment ambi-
guity experiment across multiple languages,
including European languages, Japanese, and
Korean1, highlighting the variation in LLM
performance across different linguistic con-
texts.

• We extend the existing dataset to two new
languages: Japanese and Korean, which will
be made available to support further research.

2 Related Work

2.1 Findings in Psycholinguistics

Consider a sentence in (2) again. When a complex
determiner phrase (DP) of the form DP1 of DP2 is
followed by an RC, ambiguity arises.

As shown in Table 1, languages exhibit varying
preferences for attaching RCs to one of two poten-
tial DPs — either DP1: the cover, or DP2: the song.
This leads to either High Attachment (HA; where
the RC modifies the first DP which is non-local)
or Low Attachment (LA; where the RC modifies
the second DP which is local) interpretations (see
Figure 1) (Cuetos and Mitchell, 1988; Carreiras
and Clifton Jr, 1993, a.o.).

1Code and data available at https://github.com/
PortNLP/Multilingual_RC_Attachment/.

2Both HA and LA preferences were reported in German
and Portuguese Hemforth et al. (1996); Augurzky (2006)
Japanese and Korean are added into the table in, based on
the results in Kamide and Mitchell (1997); Lee (2021)

Low Attachment High Attachment

Arabic Afrikaans
Basque Bulgarian

Bulgarian Serbo-Croatian
Chinese Dutch
English French
German Galician

Norwegian German
Portuguese Greek
Romanian Italian
Swedish Japanese

Korean
Portuguese

Russian
Spanish

Table 1: Summary of Language Preferences for Relative
Clause Attachment (Grillo and Costa, 2014). Languages
that exhibit both low and high attachment preferences
are underlined2.

Figure 1: Syntactic structures for the two interpretations

Additionally, within the same language, varia-
tions in attachment preferences have been reported,
which suggests that factors such as locality, fre-
quency, syntactic position, semantic or pragmatic
plausibility, and implicit prosody play significant
roles in ambiguity resolution (Gilboy et al., 1995;
Acuna-Farina et al., 2009; Fernández, 2005; Fraga
et al., 2005, a.o). Among many, the length of con-
stituents such as RCs is a crucial factor. According
to Fodor (1998)’s Balanced Sister hypothesis, con-
stituents like RCs, preferentially attach to elements
of similar weight or length to maintain prosodic
balance. For example, a lengthy RC such as who
frequently attended lavish court gatherings is more
likely to attach to a higher-level constituent, such as
the son of the king, to preserve prosodic harmony.
In contrast, a shorter RC, like who drank, tends to
attach to a lower-level constituent, such as the king,
to achieve this balance.

Focus also plays a pivotal role in resolving
attachment ambiguities. Schafer (1996) demon-
strated that a pitch accent on a noun within a DP
influences the attachment of a RC to that noun.

https://github.com/PortNLP/Multilingual_RC_Attachment/
https://github.com/PortNLP/Multilingual_RC_Attachment/


The placement of nouns within a sentence often
correlates with their focus; for instance, Carlson
et al. (2009) described the ‘nuclear-scope’—the
typical site for asserted or focused information—as
including object positions but not preverbal or ini-
tial subject positions, which are typically associ-
ated with topical or previously known information.
Previous studies show a distinction in RC attach-
ment between object and non-object positions; in
object positions, the DP usually receives broad fo-
cus, making the first DP the likely attachment site
for the RC (Hemforth and Konieczny, 2002).

Hemforth et al. (2015) reports the effects of the
length of RCs and the position of complex DPs
in four different languages, English, French, Ger-
man, and Spanish but this effect varies across those
languages. As shown in Figure 2, French results
showed overall HA preference regardless of DP
positions, which differed from English showing
LA. In German and Spanish, preferences for HA
and LA varied based on specific conditions. Over-
all, it was observed that long RCs increased the
percentage of HA choices, particularly in object
positions, suggesting a role for implicit prosodic
phrasing. This increase was especially pronounced
in German and Spanish. In addition, RCs in object
positions demonstrated a greater tendency for HA
compared to those in subject/topic positions.

These findings resonate with known patterns in
human sentence processing, where prosodic cues
and syntactic structures serve as heuristics to re-
solve ambiguities. The observed language-specific
variations in attachment preferences indicate that
these heuristics are tailored to the unique structural
and prosodic environments of each language.

2.2 Findings in NLP
Although studies on RC attachment ambiguity
in NLP have been rare, numerous investigations
have used RCs to examine the syntactic structures
represented in language models (LMs), using ei-
ther synthetic or naturalistic data to determine if
LMs represent specific linguistic features or bi-
ases (Prasad and Linzen, 2024). For instance,
Prasad et al. (2019) tested structural priming on pre-
Transformer long short-term memory (LSTM) neu-
ral networks by adapting these models to different
types of RCs and non-RC sentences. They found
that models adapted to a specific RC type showed
reduced surprisal to sentences of that RC type com-
pared to other RC types, and reduced surprisal to
RC sentences in general compared to non-RC sen-

tences. This suggests that LSTM models develop
hierarchical syntactic representations. Prior work
has also examined LMs (BERT, RoBERTa, and AL-
BERT) for sentence-level syntactic and semantic
understanding (Warstadt and Bowman, 2019; Mos-
bach et al., 2020). These studies found that while
these models perform well in parsing syntactic in-
formation, they struggle to predict masked relative
pronouns using context and semantic knowledge.

The discussion initially focused on English, but
it gradually expanded to explore how the per-
formance of LMs manifests in other languages.
Tikhonova et al. (2023) on multilingual BERT
(mBERT) examined how well it understands and
processes linguistic structures, including RCs,
through the natural language inference task. It
found that extra data in English improves stabil-
ity for all other tested languages (French, German,
Russian, Swedish).

The most relevant work to our study is Davis
and van Schijndel (2020), which explored the lin-
guistic biases of RNN-based language models in
resolving RC attachment ambiguity. This research
specifically examined how these models handle HA
and LA biases in English and Spanish RCs. They
found that models trained on synthetic data could
learn both high and LA, but models trained on real-
world, multilingual data favored LA, reflecting the
pattern seen in English, despite this preference not
being universal across languages (see Table 1).

3 Research Questions

Considering the varied parsing outcomes across
different languages, it is necessary to explore how
LLMs adapt to language-specific attachment prefer-
ences. Additionally, psycholinguistic research has
consistently shown that human sentence processing
is deeply influenced by various linguistic factors.
This leads to a broader inquiry into whether LLMs
reflect patterns of sentence processing akin to those
found in human linguistic behavior. Additionally, it
is also important to assess whether the significance
assigned to these factors differs across models. Our
specific research questions are below.

• Do LLMs accurately identify relative clauses
(RCs) of varying lengths across multiple lan-
guages??

• Do LLMs accurately reflect language-specific
attachment preferences?



Figure 2: Human sentence processing results (Hemforth et al., 2015)

Figure 3: Overview of methodology

• Do LLMs exhibit influences in the same direc-
tion as observed in human sentence process-
ing with regard to linguistic factors (e.g. the
length of RCs and the position of the complex
DP)?

Addressing these questions is crucial for under-
standing LLMs’ processing of complex linguistic
structures and for refining them to better mimic
human-like capabilities in diverse language envi-
ronments.

4 RC Attachment Ambiguity Resolution

To directly compare LLMs’ processing results to
those of humans, we replicated the experiments
from Hemforth et al. (2015). Figure 3 presents the
overview of this study.

4.1 Models
We evaluated five large language models (LLMs):
Claude 3 Opus (Anthropic, 2024), Gemini-1.5 Pro
(Team et al., 2024), GPT-3.5 (OpenAI), GPT-4o
(OpenAI et al., 2024), and Llama 3 70B (Dubey
et al., 2024). These include both leading propri-
etary models and a popular open source model.

GPT-3.5 (175B parameters) and GPT-4o (num-
ber of parameters not published), developed by
OpenAI, are known for their extensive train-
ing datasets and strong multilingual performance.
Claude 3 Opus (unpublished sizes) from Anthropic
emphasizes reliable outputs. Gemini-1.5 Pro is a
Mixture-of-Experts model from Google, and Llama
3 70B is a robust open source model.

4.2 Dataset

Our data consists of 32 sets of items in a sin-
gle language, identical to those used in Hemforth
et al. (2015). The experiment was conducted in
six languages: English, Spanish, French, German,
Japanese, and Korean. The original dataset from
Hemforth et al. (2015) included translations from
English to Spanish, French, and German. To ex-
tend this dataset, we obtained translations of the
English stimuli into Japanese and Korean using
GPT-4o (OpenAI et al., 2024), which were further
refined by native speakers (details in Appendix C).

The stimuli in our experiment vary across two
factors: the length of the relative clauses (RCs)
(short vs. long) and the position of the com-
plex determiner phrases (DPs) (subject vs. ob-
ject). An example set of stimuli is presented in
Table 2. In each language, we categorized the
data into two syntactic groups: head-initial (SVO)
languages—English, German, French, and Span-
ish—and head-final (SOV) languages—Japanese
and Korean. In head-initial languages, the rela-
tive clause is postnominal, while in head-final lan-
guages, it is prenominal.

Regardless of the position of the RCs, the adja-
cent DP (local DP) typically serves as the LA site,
while the non-adjacent DP (non-local DP) func-
tions as the HA site. This leads to a mirror-like
word order in head-initial languages (DP1 preced-
ing DP2 within the RC) compared to head-final
languages, where the RC precedes DP2 of DP1.



Position RC length Sentence

Subject Short The relative of the actor who drank hated the cameraman.
Subject Long The relative of the actor who too frequently drank hated the cameraman.
Object Short The cameraman hated the relative of the actor who drank.
Object Long The cameraman hated the relative of the actor who too frequently drank.

Table 2: Example set of English stimuli

Japanese and Korean, both head-final languages,
are typologically similar (often grouped under the
Altaic language family) and differ significantly
from European languages. These typological differ-
ences can affect language model performance, as
models may find it challenging to process features
of head-final languages that are less familiar com-
pared to European languages. Although there are
no existing human sentence processing results for
Korean and Japanese, including these languages
allows us to evaluate LLMs’ performance on struc-
turally distinct languages not previously studied in
Hemforth et al. (2015).

4.3 Experimental Procedure
Following Hemforth et al. (2015)’s methodology,
we also conducted a comprehension task (forced-
choice task). While Hemforth et al. (2015) pro-
vided specific RCs and asked participants to fill
in the blank based on their interpretation, as in (3)
below, we provided general instructions for the task
in our experiment (4).

(3) a. The boss of the man who had a long
gray beard was on vacation.

b. The had a long gray beard.

(4) “Read the sentence, then 1) identify the rel-
ative clause in the sentence and 2) identify
the person that the relative clause modi-
fies. Give the correct or most likely correct
answers to the two questions without com-
mentary.”

The prompt was translated into each language
(see Appendix A for the full prompt texts), and the
version corresponding to the sentence language was
used in each case. We included RC identification
(the first part of the prompt) to examine the effect
of RC length on identification rates of each LLM.

5 Analysis and Results

In our analysis, we included only correct responses
that accurately identified RCs. Outliers, which con-

stituted 13.68 percent of the total data—broken
down as English: 0.15%, Spanish: 4.68%, French:
2.34%, German: 3.43%, Japanese: 57.81%, and
Korean: 53.75%—were excluded. Additionally,
instances where the model responded with a noun
other than DP1 or DP2, or declined to provide an
answer for any reason, were treated as failures and
removed from the dataset. Data were analyzed us-
ing mixed effects logistic regression through the
lmer function from the lme4 package (Bates, 2007)
in the R software 4.3.3. The main model incorpo-
rated DP position and RC length as fixed factors,
with items as random factors. When constructing
models, we started with the maximal random effect
structure and progressively simplified it until the
model converged (Barr et al., 2013). The analysis
provided coefficients, standard errors, Z scores, and
p-values for each fixed effect and interaction. A
coefficient was considered significant at a threshold
of 0.05. Note that due to the limited sample size
available within each condition, we conducted our
statistical analyses separately for each language,
without further subdividing by model types. This
approach was necessary to ensure sufficient data
points for robust analysis and to mitigate issues
related to model convergence.

5.1 Relative Clause Identification
RC identification results are summarized in Fig-
ure 4. Overall, the models demonstrate higher
performance in head-initial languages compared
to head-final languages. Specifically, Claude 3
Opus, Gemini-1.5 Pro, and Llama 3 70B show
consistently high performance in English, Span-
ish, French, and German, with counts around 128
for each language. This consistency suggests ro-
bust training across these head-initial languages.
Notably, Claude 3 Opus maintains high perfor-
mance in Japanese and Korean, indicating superior
training or adaptation capabilities for these left-
branching Asian languages, compared to the other
models.

In contrast, GPT-3.5 and GPT-4o display slightly



Figure 4: Models’ performance on RC identification by languages: raw counts of the successful RC identification

lower performance across all languages, with a
more pronounced decline for Japanese and Korean.
Gemini-1.5 Pro and Llama 3 70B follow similar
performance patterns across all languages, which
may reflect similarities in their model architectures
or training data. These findings highlight the vary-
ing generalization capabilities of each model across
different linguistic contexts and suggest that some
models may require further refinement, particularly
in handling non-European languages.

5.2 Attachment Preferences (HA vs. LA)
As for the overall attachment preference, human
performance indicates an LA preference in English
and Spanish, and an HA preference in French, Ger-
man, Japanese, and Korean. Table 3 highlights
significant differences in LLMs’ handling of at-
tachment ambiguities across six languages.

In English, all models show an LA preference
(scores below 30%), aligning with human pref-
erence. In Spanish, despite humans preferring
LA, Gemini-1.5 Pro and GPT-3.5 show HA pref-
erences with scores of over 80%. Claude 3 Opus
shows moderate HA preference (48.03%), while
Llama 3 70B and GPT-4o show LA preferences
(39.13% and 21.87%). In French and German,
where humans exhibit HA preferences, Claude 3
Opus, Gemini-1.5 Pro, and GPT-3.5 align with the
HA preference (scores above 50%), while Llama 3
70B and GPT-4o show LA preferences.

For Japanese and Korean, which both have HA
preferences in the prior human studies, models per-

form differently. In Japanese, most models align
with the HA preference, except GPT-3.5 (33.33%).
In Korean, however, all models show LA prefer-
ences (scores below 15%), in a marked divergence
from humans’ HA preference in Korean.

Overall, these results reveal that models exhibit
different attachment preferences across languages,
indicating that they process languages distinctly.
However, these results do not always align with
human sentence processing outcomes.

5.3 The Effect of Relative Clause Length &
Syntactic Position

Figure 5 illustrates the results of further analysis
concerning the effect of RC length and complex DP
position on sentence structures. The statistical re-
sults are summarized in Appendix B. It is observed
that models display varying preferences under dif-
ferent conditions across languages. Notably, when
analyzing conditions involving long RCs, there is a
slight increase in the preference for HA across lan-
guages. This suggests that the additional context
provided by longer phrases tends to enhance the
models’ inclination toward HA strategies, even if
it does not completely shift the overall preference
in that language.

Let us now turn our attention to the effect of
complex DP positions on attachment preferences
across languages. In English, models predomi-
nantly exhibit LA preferences for both object and
subject positions, with a slight inclination toward
higher attachment in object positions, as seen in



Model English Spanish French German Japanese Korean

Claude 3 Opus 0.91 48.03 54.33 65.07 54.83 1.14
Gemini-1.5 Pro 22.65 88.49 81.10 93.44 51.72 12.96
GPT-3.5 27.61 80.95 79.2 69.49 33.33 12
GPT-4o 0.78 21.87 26.56 26.56 69.69 3.57
Llama 3 70B 0.83 39.13 43.96 45.9 60 0

Table 3: The high attachment answers (%) of 5 models across languages (green: HA, grey: LA)

GPT-3.5. In contrast, Spanish, French, and Ger-
man generally show a stronger preference for HA
in object positions, although variations exist be-
tween the models; notably, Gemini-1.5 Pro often
deviates from this trend. Japanese models display
mixed outcomes; for instance, GPT-4o shows a dis-
tinct preference for HA in object positions, unlike
other models which do not consistently exhibit this
pattern. Similar to English, Korean shows consis-
tently LA preferences across all models and both
positions.

These results show that the length of RC and the
syntactic positions of the complex DP can influ-
ence attachment strategies in each model. LLMs
generally exhibit similar tendencies to humans in
how they handle the length of RCs and the posi-
tioning of complex DP. The models often show
an increased preference for HA with longer RCs,
which aligns with how humans typically process
more context as a cue for attachment. However,
these models may not always perfectly mimic hu-
man processing, especially across varied linguistic
contexts.

While there is a general trend towards HA in
longer RCs across languages, the impact of linguis-
tic factors like RC length and DP position, indeed,
varies across different language models. Some
models, such as Gemini-1.5 Pro and GPT-3.5, con-
sistently show strong preferences for HA across lan-
guages, demonstrating robust syntactic processing
capabilities. In contrast, other models like GPT-4o
and Llama 3 70B display more variable responses.
This indicates that the interpretation of linguistic
elements, such as RC length and DP position, by
models is influenced by their architecture, training
data, and specific training methodologies.

6 Discussion

This study holds significance in directly comparing
the outcomes of LLMs on attachment ambiguity
resolution with human results, as well as in ana-
lyzing the performance of each model across lan-

guages and the influence of linguistic elements on
processing. The overall results show that models
display varied attachment preferences across lan-
guages, suggesting distinct processing mechanisms.
However, these outcomes do not consistently match
human sentence processing patterns.

Among many reasons, we first speculate that
such results occur because the models do not pro-
cess in the given languages. Notably, in Japanese
and Korean, we observed that despite the language
of the input not being English, most responses were
still generated in English. Thus, through the mod-
els’ responses, we could confirm that especially
when dealing with Asian languages, there appears
to be a translation process into English.3 This phe-
nomenon was not observed in European languages.
Our observations about internal translation are con-
sistent with the findings of (Wendler et al., 2024),
which demonstrated that in Llama-2, even during
non-English tasks, the intermediate layer represen-
tations often correspond closely to English tokens.
This suggests a form of internal translation even
when processing inputs in other languages.

Internal machine translation often leads to errors
in identifying RCs due to reliance on English—a
language with different syntactic structures—to in-
terpret syntax in Japanese and Korean. Mistransla-
tions are likely influenced by the unique linguistic
features of these languages. For instance, Japanese
and Korean do not use separate relative pronouns;
instead, they utilize specific morphemes to mark
modifiers. These morphemes can be ambiguous
and resemble other modifiers within sentences,
complicating the models’ ability to distinguish RCs
clearly. Moreover, when translating from English
back to Japanese or Korean, discrepancies occur be-

3This occurred most often with Korean data: Gemini-1.5
Pro included English in the response for 7 of the sentences,
while Llama 3 70B responded almost entirely in English with
only a few Korean phrases included. In the Japanese data,
Gemini-1.5 Pro included English in 12 of the sentence re-
sponses, while Llama 3 70B had two responses that included
English.



Figure 5: Distribution of attachment answers by model and language

cause the models rebuild the text based on context-
heavy English inputs and learned patterns rather
than the original input. This process can alter the
form of RCs or introduce ambiguity with other
sentence modifiers, posing significant challenges
in RC identification. Observations from Gemini’s
and Llama 3’s responses confirm that these trans-
lation errors are often linked to internal machine
translation issues. This observation underscores
the challenges models face when operating in lan-
guages different from their primary training lan-
guage, which often leads to defaulting to English.

Interestingly, although English responses ap-
peared in both Korean and Japanese experi-
ments—suggestive of internal machine transla-
tion—the behaviors of LLMs in resolving RC
attachment ambiguities differ markedly between
these two languages. While the results in Ko-
rean exhibit a clear bias influenced by English pro-
cessing patterns, such a bias is not evident in the
Japanese data. According to a linguistic taxonomy

(Joshi et al., 2020) which categorizes languages
based on the amount of language resources avail-
able for training LLMs, all languages in our study
except Korean are considered to be high resource
languages, meaning that the models have access to
considerable amounts of data in these languages.
This disparity in resources in turn has shown to af-
fect the downstream performance of models, with
more reliable and accurate performance for higher-
resource languages than for lower-resource lan-
guages (Guerreiro et al., 2023; Jin et al., 2024, a.o.).

7 Conclusion

This paper investigates how LLMs handle the un-
derstudied issue of RC attachment ambiguity, pro-
viding insights into model characteristics and their
ability to mimic human-like sentence processing.
The study highlights the strengths and limitations
of these models in managing complex linguistic
phenomena across different languages.
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Aviral Kumar, Stephanie Winkler, Jonathan Caton,
Andrew Brock, Sid Dalmia, Hannah Sheahan, Iain
Barr, Yingjie Miao, Paul Natsev, Jacob Devlin, Fer-
yal Behbahani, Flavien Prost, Yanhua Sun, Artiom
Myaskovsky, Thanumalayan Sankaranarayana Pillai,
Dan Hurt, Angeliki Lazaridou, Xi Xiong, Ce Zheng,
Fabio Pardo, Xiaowei Li, Dan Horgan, Joe Stanton,
Moran Ambar, Fei Xia, Alejandro Lince, Mingqiu
Wang, Basil Mustafa, Albert Webson, Hyo Lee, Ro-
han Anil, Martin Wicke, Timothy Dozat, Abhishek
Sinha, Enrique Piqueras, Elahe Dabir, Shyam Upad-
hyay, Anudhyan Boral, Lisa Anne Hendricks, Corey
Fry, Josip Djolonga, Yi Su, Jake Walker, Jane La-
banowski, Ronny Huang, Vedant Misra, Jeremy
Chen, RJ Skerry-Ryan, Avi Singh, Shruti Rijh-
wani, Dian Yu, Alex Castro-Ros, Beer Changpinyo,
Romina Datta, Sumit Bagri, Arnar Mar Hrafnkels-
son, Marcello Maggioni, Daniel Zheng, Yury Sul-
sky, Shaobo Hou, Tom Le Paine, Antoine Yang,
Jason Riesa, Dominika Rogozinska, Dror Marcus,
Dalia El Badawy, Qiao Zhang, Luyu Wang, Helen
Miller, Jeremy Greer, Lars Lowe Sjos, Azade Nova,
Heiga Zen, Rahma Chaabouni, Mihaela Rosca, Jiepu
Jiang, Charlie Chen, Ruibo Liu, Tara Sainath, Maxim
Krikun, Alex Polozov, Jean-Baptiste Lespiau, Josh
Newlan, Zeyncep Cankara, Soo Kwak, Yunhan Xu,
Phil Chen, Andy Coenen, Clemens Meyer, Katerina

https://doi.org/10.18653/v1/K19-1007
https://doi.org/10.18653/v1/K19-1007


Tsihlas, Ada Ma, Juraj Gottweis, Jinwei Xing, Chen-
jie Gu, Jin Miao, Christian Frank, Zeynep Cankara,
Sanjay Ganapathy, Ishita Dasgupta, Steph Hughes-
Fitt, Heng Chen, David Reid, Keran Rong, Hongmin
Fan, Joost van Amersfoort, Vincent Zhuang, Aaron
Cohen, Shixiang Shane Gu, Anhad Mohananey,
Anastasija Ilic, Taylor Tobin, John Wieting, Anna
Bortsova, Phoebe Thacker, Emma Wang, Emily
Caveness, Justin Chiu, Eren Sezener, Alex Kaskasoli,
Steven Baker, Katie Millican, Mohamed Elhawaty,
Kostas Aisopos, Carl Lebsack, Nathan Byrd, Hanjun
Dai, Wenhao Jia, Matthew Wiethoff, Elnaz Davoodi,
Albert Weston, Lakshman Yagati, Arun Ahuja, Isabel
Gao, Golan Pundak, Susan Zhang, Michael Azzam,
Khe Chai Sim, Sergi Caelles, James Keeling, Ab-
hanshu Sharma, Andy Swing, YaGuang Li, Chenxi
Liu, Carrie Grimes Bostock, Yamini Bansal, Zachary
Nado, Ankesh Anand, Josh Lipschultz, Abhijit Kar-
markar, Lev Proleev, Abe Ittycheriah, Soheil Has-
sas Yeganeh, George Polovets, Aleksandra Faust,
Jiao Sun, Alban Rrustemi, Pen Li, Rakesh Shivanna,
Jeremiah Liu, Chris Welty, Federico Lebron, Anirudh
Baddepudi, Sebastian Krause, Emilio Parisotto, Radu
Soricut, Zheng Xu, Dawn Bloxwich, Melvin John-
son, Behnam Neyshabur, Justin Mao-Jones, Ren-
shen Wang, Vinay Ramasesh, Zaheer Abbas, Arthur
Guez, Constant Segal, Duc Dung Nguyen, James
Svensson, Le Hou, Sarah York, Kieran Milan, So-
phie Bridgers, Wiktor Gworek, Marco Tagliasacchi,
James Lee-Thorp, Michael Chang, Alexey Guseynov,
Ale Jakse Hartman, Michael Kwong, Ruizhe Zhao,
Sheleem Kashem, Elizabeth Cole, Antoine Miech,
Richard Tanburn, Mary Phuong, Filip Pavetic, Se-
bastien Cevey, Ramona Comanescu, Richard Ives,
Sherry Yang, Cosmo Du, Bo Li, Zizhao Zhang,
Mariko Iinuma, Clara Huiyi Hu, Aurko Roy, Shaan
Bijwadia, Zhenkai Zhu, Danilo Martins, Rachel
Saputro, Anita Gergely, Steven Zheng, Dawei Jia,
Ioannis Antonoglou, Adam Sadovsky, Shane Gu,
Yingying Bi, Alek Andreev, Sina Samangooei, Mina
Khan, Tomas Kocisky, Angelos Filos, Chintu Ku-
mar, Colton Bishop, Adams Yu, Sarah Hodkin-
son, Sid Mittal, Premal Shah, Alexandre Moufarek,
Yong Cheng, Adam Bloniarz, Jaehoon Lee, Pedram
Pejman, Paul Michel, Stephen Spencer, Vladimir
Feinberg, Xuehan Xiong, Nikolay Savinov, Char-
lotte Smith, Siamak Shakeri, Dustin Tran, Mary
Chesus, Bernd Bohnet, George Tucker, Tamara von
Glehn, Carrie Muir, Yiran Mao, Hideto Kazawa,
Ambrose Slone, Kedar Soparkar, Disha Shrivastava,
James Cobon-Kerr, Michael Sharman, Jay Pavagadhi,
Carlos Araya, Karolis Misiunas, Nimesh Ghelani,
Michael Laskin, David Barker, Qiujia Li, Anton
Briukhov, Neil Houlsby, Mia Glaese, Balaji Laksh-
minarayanan, Nathan Schucher, Yunhao Tang, Eli
Collins, Hyeontaek Lim, Fangxiaoyu Feng, Adria
Recasens, Guangda Lai, Alberto Magni, Nicola De
Cao, Aditya Siddhant, Zoe Ashwood, Jordi Orbay,
Mostafa Dehghani, Jenny Brennan, Yifan He, Kelvin
Xu, Yang Gao, Carl Saroufim, James Molloy, Xinyi
Wu, Seb Arnold, Solomon Chang, Julian Schrit-
twieser, Elena Buchatskaya, Soroush Radpour, Mar-
tin Polacek, Skye Giordano, Ankur Bapna, Simon
Tokumine, Vincent Hellendoorn, Thibault Sottiaux,

Sarah Cogan, Aliaksei Severyn, Mohammad Saleh,
Shantanu Thakoor, Laurent Shefey, Siyuan Qiao,
Meenu Gaba, Shuo yiin Chang, Craig Swanson, Biao
Zhang, Benjamin Lee, Paul Kishan Rubenstein, Gan
Song, Tom Kwiatkowski, Anna Koop, Ajay Kan-
nan, David Kao, Parker Schuh, Axel Stjerngren, Gol-
naz Ghiasi, Gena Gibson, Luke Vilnis, Ye Yuan, Fe-
lipe Tiengo Ferreira, Aishwarya Kamath, Ted Kli-
menko, Ken Franko, Kefan Xiao, Indro Bhattacharya,
Miteyan Patel, Rui Wang, Alex Morris, Robin
Strudel, Vivek Sharma, Peter Choy, Sayed Hadi
Hashemi, Jessica Landon, Mara Finkelstein, Priya
Jhakra, Justin Frye, Megan Barnes, Matthew Mauger,
Dennis Daun, Khuslen Baatarsukh, Matthew Tung,
Wael Farhan, Henryk Michalewski, Fabio Viola, Fe-
lix de Chaumont Quitry, Charline Le Lan, Tom Hud-
son, Qingze Wang, Felix Fischer, Ivy Zheng, Elspeth
White, Anca Dragan, Jean baptiste Alayrac, Eric Ni,
Alexander Pritzel, Adam Iwanicki, Michael Isard,
Anna Bulanova, Lukas Zilka, Ethan Dyer, Deven-
dra Sachan, Srivatsan Srinivasan, Hannah Mucken-
hirn, Honglong Cai, Amol Mandhane, Mukarram
Tariq, Jack W. Rae, Gary Wang, Kareem Ayoub,
Nicholas FitzGerald, Yao Zhao, Woohyun Han, Chris
Alberti, Dan Garrette, Kashyap Krishnakumar, Mai
Gimenez, Anselm Levskaya, Daniel Sohn, Josip
Matak, Inaki Iturrate, Michael B. Chang, Jackie Xi-
ang, Yuan Cao, Nishant Ranka, Geoff Brown, Adrian
Hutter, Vahab Mirrokni, Nanxin Chen, Kaisheng
Yao, Zoltan Egyed, Francois Galilee, Tyler Liechty,
Praveen Kallakuri, Evan Palmer, Sanjay Ghemawat,
Jasmine Liu, David Tao, Chloe Thornton, Tim Green,
Mimi Jasarevic, Sharon Lin, Victor Cotruta, Yi-Xuan
Tan, Noah Fiedel, Hongkun Yu, Ed Chi, Alexan-
der Neitz, Jens Heitkaemper, Anu Sinha, Denny
Zhou, Yi Sun, Charbel Kaed, Brice Hulse, Swa-
roop Mishra, Maria Georgaki, Sneha Kudugunta,
Clement Farabet, Izhak Shafran, Daniel Vlasic, An-
ton Tsitsulin, Rajagopal Ananthanarayanan, Alen
Carin, Guolong Su, Pei Sun, Shashank V, Gabriel
Carvajal, Josef Broder, Iulia Comsa, Alena Repina,
William Wong, Warren Weilun Chen, Peter Hawkins,
Egor Filonov, Lucia Loher, Christoph Hirnschall,
Weiyi Wang, Jingchen Ye, Andrea Burns, Hardie
Cate, Diana Gage Wright, Federico Piccinini, Lei
Zhang, Chu-Cheng Lin, Ionel Gog, Yana Kulizh-
skaya, Ashwin Sreevatsa, Shuang Song, Luis C.
Cobo, Anand Iyer, Chetan Tekur, Guillermo Gar-
rido, Zhuyun Xiao, Rupert Kemp, Huaixiu Steven
Zheng, Hui Li, Ananth Agarwal, Christel Ngani,
Kati Goshvadi, Rebeca Santamaria-Fernandez, Woj-
ciech Fica, Xinyun Chen, Chris Gorgolewski, Sean
Sun, Roopal Garg, Xinyu Ye, S. M. Ali Eslami,
Nan Hua, Jon Simon, Pratik Joshi, Yelin Kim, Ian
Tenney, Sahitya Potluri, Lam Nguyen Thiet, Quan
Yuan, Florian Luisier, Alexandra Chronopoulou, Sal-
vatore Scellato, Praveen Srinivasan, Minmin Chen,
Vinod Koverkathu, Valentin Dalibard, Yaming Xu,
Brennan Saeta, Keith Anderson, Thibault Sellam,
Nick Fernando, Fantine Huot, Junehyuk Jung, Mani
Varadarajan, Michael Quinn, Amit Raul, Maigo Le,
Ruslan Habalov, Jon Clark, Komal Jalan, Kalesha
Bullard, Achintya Singhal, Thang Luong, Boyu
Wang, Sujeevan Rajayogam, Julian Eisenschlos,



Johnson Jia, Daniel Finchelstein, Alex Yakubovich,
Daniel Balle, Michael Fink, Sameer Agarwal, Jing
Li, Dj Dvijotham, Shalini Pal, Kai Kang, Jaclyn
Konzelmann, Jennifer Beattie, Olivier Dousse, Diane
Wu, Remi Crocker, Chen Elkind, Siddhartha Reddy
Jonnalagadda, Jong Lee, Dan Holtmann-Rice, Krys-
tal Kallarackal, Rosanne Liu, Denis Vnukov, Neera
Vats, Luca Invernizzi, Mohsen Jafari, Huanjie Zhou,
Lilly Taylor, Jennifer Prendki, Marcus Wu, Tom
Eccles, Tianqi Liu, Kavya Kopparapu, Francoise
Beaufays, Christof Angermueller, Andreea Marzoca,
Shourya Sarcar, Hilal Dib, Jeff Stanway, Frank Per-
bet, Nejc Trdin, Rachel Sterneck, Andrey Khor-
lin, Dinghua Li, Xihui Wu, Sonam Goenka, David
Madras, Sasha Goldshtein, Willi Gierke, Tong Zhou,
Yaxin Liu, Yannie Liang, Anais White, Yunjie Li,
Shreya Singh, Sanaz Bahargam, Mark Epstein, Su-
joy Basu, Li Lao, Adnan Ozturel, Carl Crous, Alex
Zhai, Han Lu, Zora Tung, Neeraj Gaur, Alanna
Walton, Lucas Dixon, Ming Zhang, Amir Glober-
son, Grant Uy, Andrew Bolt, Olivia Wiles, Milad
Nasr, Ilia Shumailov, Marco Selvi, Francesco Pic-
cinno, Ricardo Aguilar, Sara McCarthy, Misha Khal-
man, Mrinal Shukla, Vlado Galic, John Carpen-
ter, Kevin Villela, Haibin Zhang, Harry Richard-
son, James Martens, Matko Bosnjak, Shreyas Ram-
mohan Belle, Jeff Seibert, Mahmoud Alnahlawi,
Brian McWilliams, Sankalp Singh, Annie Louis,
Wen Ding, Dan Popovici, Lenin Simicich, Laura
Knight, Pulkit Mehta, Nishesh Gupta, Chongyang
Shi, Saaber Fatehi, Jovana Mitrovic, Alex Grills,
Joseph Pagadora, Dessie Petrova, Danielle Eisenbud,
Zhishuai Zhang, Damion Yates, Bhavishya Mittal,
Nilesh Tripuraneni, Yannis Assael, Thomas Brovelli,
Prateek Jain, Mihajlo Velimirovic, Canfer Akbulut,
Jiaqi Mu, Wolfgang Macherey, Ravin Kumar, Jun
Xu, Haroon Qureshi, Gheorghe Comanici, Jeremy
Wiesner, Zhitao Gong, Anton Ruddock, Matthias
Bauer, Nick Felt, Anirudh GP, Anurag Arnab, Dustin
Zelle, Jonas Rothfuss, Bill Rosgen, Ashish Shenoy,
Bryan Seybold, Xinjian Li, Jayaram Mudigonda,
Goker Erdogan, Jiawei Xia, Jiri Simsa, Andrea Michi,
Yi Yao, Christopher Yew, Steven Kan, Isaac Caswell,
Carey Radebaugh, Andre Elisseeff, Pedro Valen-
zuela, Kay McKinney, Kim Paterson, Albert Cui, Eri
Latorre-Chimoto, Solomon Kim, William Zeng, Ken
Durden, Priya Ponnapalli, Tiberiu Sosea, Christo-
pher A. Choquette-Choo, James Manyika, Brona
Robenek, Harsha Vashisht, Sebastien Pereira, Hoi
Lam, Marko Velic, Denese Owusu-Afriyie, Kather-
ine Lee, Tolga Bolukbasi, Alicia Parrish, Shawn Lu,
Jane Park, Balaji Venkatraman, Alice Talbert, Lam-
bert Rosique, Yuchung Cheng, Andrei Sozanschi,
Adam Paszke, Praveen Kumar, Jessica Austin, Lu Li,
Khalid Salama, Wooyeol Kim, Nandita Dukkipati,
Anthony Baryshnikov, Christos Kaplanis, Xiang-
Hai Sheng, Yuri Chervonyi, Caglar Unlu, Diego
de Las Casas, Harry Askham, Kathryn Tunyasuvu-
nakool, Felix Gimeno, Siim Poder, Chester Kwak,
Matt Miecnikowski, Vahab Mirrokni, Alek Dimitriev,
Aaron Parisi, Dangyi Liu, Tomy Tsai, Toby Shevlane,
Christina Kouridi, Drew Garmon, Adrian Goedeck-
emeyer, Adam R. Brown, Anitha Vijayakumar, Ali
Elqursh, Sadegh Jazayeri, Jin Huang, Sara Mc Carthy,

Jay Hoover, Lucy Kim, Sandeep Kumar, Wei Chen,
Courtney Biles, Garrett Bingham, Evan Rosen, Lisa
Wang, Qijun Tan, David Engel, Francesco Pongetti,
Dario de Cesare, Dongseong Hwang, Lily Yu, Jen-
nifer Pullman, Srini Narayanan, Kyle Levin, Sid-
dharth Gopal, Megan Li, Asaf Aharoni, Trieu Trinh,
Jessica Lo, Norman Casagrande, Roopali Vij, Loic
Matthey, Bramandia Ramadhana, Austin Matthews,
CJ Carey, Matthew Johnson, Kremena Goranova, Ro-
hin Shah, Shereen Ashraf, Kingshuk Dasgupta, Ras-
mus Larsen, Yicheng Wang, Manish Reddy Vuyyuru,
Chong Jiang, Joana Ijazi, Kazuki Osawa, Celine
Smith, Ramya Sree Boppana, Taylan Bilal, Yuma
Koizumi, Ying Xu, Yasemin Altun, Nir Shabat,
Ben Bariach, Alex Korchemniy, Kiam Choo, Olaf
Ronneberger, Chimezie Iwuanyanwu, Shubin Zhao,
David Soergel, Cho-Jui Hsieh, Irene Cai, Shariq
Iqbal, Martin Sundermeyer, Zhe Chen, Elie Bursztein,
Chaitanya Malaviya, Fadi Biadsy, Prakash Shroff, In-
derjit Dhillon, Tejasi Latkar, Chris Dyer, Hannah
Forbes, Massimo Nicosia, Vitaly Nikolaev, Somer
Greene, Marin Georgiev, Pidong Wang, Nina Mar-
tin, Hanie Sedghi, John Zhang, Praseem Banzal,
Doug Fritz, Vikram Rao, Xuezhi Wang, Jiageng
Zhang, Viorica Patraucean, Dayou Du, Igor Mor-
datch, Ivan Jurin, Lewis Liu, Ayush Dubey, Abhi
Mohan, Janek Nowakowski, Vlad-Doru Ion, Nan
Wei, Reiko Tojo, Maria Abi Raad, Drew A. Hud-
son, Vaishakh Keshava, Shubham Agrawal, Kevin
Ramirez, Zhichun Wu, Hoang Nguyen, Ji Liu, Mad-
havi Sewak, Bryce Petrini, DongHyun Choi, Ivan
Philips, Ziyue Wang, Ioana Bica, Ankush Garg,
Jarek Wilkiewicz, Priyanka Agrawal, Xiaowei Li,
Danhao Guo, Emily Xue, Naseer Shaik, Andrew
Leach, Sadh MNM Khan, Julia Wiesinger, Sammy
Jerome, Abhishek Chakladar, Alek Wenjiao Wang,
Tina Ornduff, Folake Abu, Alireza Ghaffarkhah, Mar-
cus Wainwright, Mario Cortes, Frederick Liu, Joshua
Maynez, Andreas Terzis, Pouya Samangouei, Ri-
ham Mansour, Tomasz Kępa, François-Xavier Aubet,
Anton Algymr, Dan Banica, Agoston Weisz, An-
dras Orban, Alexandre Senges, Ewa Andrejczuk,
Mark Geller, Niccolo Dal Santo, Valentin Anklin,
Majd Al Merey, Martin Baeuml, Trevor Strohman,
Junwen Bai, Slav Petrov, Yonghui Wu, Demis Has-
sabis, Koray Kavukcuoglu, Jeffrey Dean, and Oriol
Vinyals. 2024. Gemini 1.5: Unlocking multimodal
understanding across millions of tokens of context.
Preprint, arXiv:2403.05530.

Maria Tikhonova, Vladislav Mikhailov, Dina Pis-
arevskaya, Valentin Malykh, and Tatiana Shavrina.
2023. Ad astra or astray: Exploring linguistic knowl-
edge of multilingual bert through nli task. Natural
Language Engineering, 29(3):554–583.

Alex Warstadt and Samuel R Bowman. 2019. Linguistic
analysis of pretrained sentence encoders with accept-
ability judgments. arXiv preprint arXiv:1901.03438.

Chris Wendler, Veniamin Veselovsky, Giovanni Monea,
and Robert West. 2024. Do llamas work in English?
on the latent language of multilingual transformers.
In Proceedings of the 62nd Annual Meeting of the

https://arxiv.org/abs/2403.05530
https://arxiv.org/abs/2403.05530
https://aclanthology.org/2024.acl-long.820
https://aclanthology.org/2024.acl-long.820


Association for Computational Linguistics (Volume 1:
Long Papers), pages 15366–15394, Bangkok, Thai-
land. Association for Computational Linguistics.

Yida Xin, Henry Lieberman, and Peter Chin. 2021.
Revisiting the prepositional-phrase attachment prob-
lem using explicit commonsense knowledge. arXiv
preprint arXiv:2102.00924.

Fan Yin, Zhouxing Shi, Cho-Jui Hsieh, and Kai-
Wei Chang. 2021. On the sensitivity and stabil-
ity of model interpretations in nlp. arXiv preprint
arXiv:2104.08782.

A Prompts

The following are the prompts used for each lan-
guage.

1. Read the sentence, then 1) identify the rela-
tive clause in the sentence and 2) identify the
person that the relative clause modifies. Give
the correct or most likely correct answers to
the two questions without commentary. (EN)

2. Lea la frase, luego 1) identifique la cláusula
relativa en la frase y 2) identifique la persona
que la cláusula relativa modifica. Dé las re-
spuestas correctas o más probables a las dos
preguntas sin comentarios. (ES)

3. Lesen Sie den Satz, dann 1) identifizieren Sie
den Relativsatz im Satz und 2) bestimmen
Sie die Person, die der Relativsatz modifiziert.
Geben Sie die korrekten oder wahrscheinlich
korrekten Antworten auf die zwei Fragen ohne
Kommentar. (DE)

4. Lisez la phrase, puis 1) identifiez la propo-
sition relative dans la phrase et 2) identifiez
la personne que la proposition relative modi-
fie. Donnez les réponses correctes ou les plus
probables aux deux questions sans commen-
taire. (FR)

5. 문장을 읽고, 1) 문장에서 관계절을 찾아
내고 2) 그 관계절이 수정하는 사람을 식
별하세요.두질문에대한정확하거나가
장가능성높은답변을논평없이제공하

세요. (KO)

6. 文をんでから、1) 文中の係節を特定
し、2) 係節が修飾している人物を特定
してください。コメントなしで、2つの
質問にする正しいまたは最も正しいと思

われる答えを示してください。 (JP)

B Statistical Analysis

The following tables summarize the statistical anal-
ysis.

C Translations

The Japanese and Korean datasets were automati-
cally translated from the English language dataset
using GPT-4o. The Korean translation was verified
by a native speaker and the Japanese translation
was verified by two professional translators.



Table 4: English: Statistical Analysis Results

Term Estimate Std. Error z value Pr(>|z|)

Intercept -2.50516 0.41247 -6.074 1.25e-09 ***
Length: short 0.18686 0.38826 0.481 0.630
Position: subject -0.46795 0.42950 -1.090 0.276
Length: short × Position: subject -0.08609 0.59030 -0.146 0.884

Table 5: Spanish: Statistical Analysis Results

Term Estimate Std. Error z value Pr(>|z|)

Intercept 0.8593 0.2663 3.227 0.001253 **
Length: short -0.2848 0.2632 -1.082 0.279204
Position: subject -1.0184 0.2631 -3.871 0.000108 ***
Length: short × Position: subject 0.1490 0.3653 0.408 0.683401

Table 6: French: Statistical Analysis Results

Term Estimate Std. Error z value Pr(>|z|)

Intercept 1.1086 0.3372 3.288 0.00101 **
Length: short -0.4099 0.2832 -1.448 0.14774
Position: subject -1.1428 0.2805 -4.074 4.63e-05 ***
Length: short × Position: subject 0.1453 0.3866 0.376 0.70696

Table 7: German: Statistical Analysis Results

Term Estimate Std. Error z value Pr(>|z|)

Intercept 0.9253 0.2683 3.448 0.000564 ***
Length: short -0.2076 0.2690 -0.772 0.440153
Position: subject -0.8416 0.2620 -3.212 0.001317 **
Length: short × Position: subject 0.2126 0.3675 0.579 0.562885

Table 8: Japanese: Statistical Analysis Results

Term Estimate Std. Error z value Pr(>|z|)

Intercept 0.8640 0.5221 1.655 0.09795 .
Length: short -1.5506 0.5752 -2.696 0.00703 **
Position: subject 0.3748 0.4751 0.789 0.43020
Length: short × Position: subject 0.1031 0.6925 0.149 0.88167

Table 9: Korean: Statistical Analysis Results

Term Estimate Std. Error z value Pr(>|z|)

Intercept -6.9238 2.4147 -2.867 0.00414 **
Length: short 0.8328 1.0717 0.777 0.43710
Position: subject -1.1847 1.5938 -0.743 0.45728
Length: short × Position: subject -1.2155 1.9252 -0.631 0.52781
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