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Abstract

In this paper, we performed word sense dis-
ambiguation (WSD) in Japanese and Dutch
and investigated the cross-linguality of XL-
WSD. XL-WSD is the first extra-large cross-
lingual WSD evaluation framework annotated
with synset IDs of BabelNet. Typically, WSD
relies on language-specific WordNet or other
dictionaries. However, handling multiple lan-
guages requires the utilization of BabelNet’s
universal synset IDs. Therefore, we employed
the XL-WSD corpus, which consists of datasets
corresponding to 18 languages. We developed
English, Dutch, and Japanese WSD models
by fine-tuning language-specific Bidirectional
Encoder Representations from Transformers
(BERT) models using data from the XL-WSD
corpus. First, we evaluated Dutch and Japanese
test data using language-specific WSD mod-
els. Then, we tested the English model’s per-
formance on Dutch and Japanese test data to
assess its cross-lingual effects and analyzed the
results. The experimental results indicated that
the English model outperformed the Japanese
model, but not the Dutch model. Finally, we
proposed three hybrid models integrating the
English and non-English (Dutch or Japanese)
models.

1 Introduction

In the field of Natural Language Processing (NLP),
Word Sense Disambiguation (WSD) is the process
of identifying correct meanings of polysemes, i.e.,
words with multiple meanings, based on the con-
texts in which they appear. For instance, “orange”
is a polyseme that can denote the fruit or the color.
Pre-trained Language Models (PLMs), such as
Bidirectional Encoder Representations from Trans-
formers (BERT) and Robustly Optimized BERT
Pre-Training Approach (RoBERTa)1, perform well
on various tasks, including WSD, when fine-tuned
because they learn contextual information based

1https://huggingface.co/docs/transformers/model doc/roberta

on large textual data. WSD can be beneficial for
downstream tasks, such as machine translation and
question answering. Several studies have been con-
ducted on WSD using different approaches, which
can be classified as supervised and knowledge-
based methods. Supervised methods train WSD
models using sense-tagged data, which generally
leads to better performance than knowledge-based
methods.

WordNet synset IDs are typically used as sense
labels in WSD. WordNet is a lexical database
comprising synsets (synonym sets) that repre-
sent language concepts. Each synset possesses
a unique key referred to as the synset ID. Most
language-specific WordNets are created using ex-
panded methods by translating the English Word-
Net(Miller, 1992). Japanese WordNet(Bond et al.,
2009) is one such example; however, Japanese
and English are linguistically different languages,
making some direct translations unnatural to na-
tive speakers. Therefore, for Japanese WSD, the
“concept IDs” of Word List by Semantic Principles
(WLSP)(Kato et al., 2018) are often used as sense
labels. For Dutch WSD, synset IDs from the Dutch
WordNet are typically used as sense labels.

Although language-specific WSD can be imple-
mented using the aforementioned databases (WLSP
and Dutch WordNet), the need for multilingual
WSD is increasing with globalization. Shared sense
labels across languages are necessary for multilin-
gual WSD. BabelNet(Navigli and Ponzetto, 2010)
is a multilingual version of WordNet with a uni-
fied inventory. For example, the Japanese word
“銀行(ginkou)”(English: “bank”) and the English
word “bank” share the same synset ID because they
represent the same concept of a financial institu-
tion. As mentioned previously, XL-WSD(Pasini
et al., 2021) is labeled with BabelNet’s synset IDs,
which enables multilingual WSD evaluation. This
study investigated the cross-linguality of XL-WSD
by evaluating data corresponding to different lan-



guages using the English model.
We considered Japanese and Dutch in this pa-

per because of their distinct typological relation-
ships with English. English and Dutch are typo-
logically related and have the same word order.
On the other hand, English and Japanese are com-
pletely different languages. Japanese uses a differ-
ent script from English and has a different word or-
der, which makes Japanese a challenging language
for cross-lingual transfer from English. These con-
trasts make Japanese and Dutch reasonable candi-
dates to represent non-English languages.

We first developed the Japanese WSD model by
fine-tuning the Japanese BERT model using data
obtained from XL-WSD. Further, we evaluated
Japanese test data using the English WSD model,
which was developed because Japanese training
data are limited compared to English. We used
ChatGPT (GPT-4)(OpenAI, 2023)2 and DeepL3 to
translate the test data, which were required to be
in English for evaluation using the English model.
The test data obtained from XL-WSD included a
single target word of WSD in individual sentences.
The target word to be disambiguated in Japanese
was required to be aligned with the translated En-
glish word. To this end, we used a translation tool
to identify the target word by adding a special char-
acter(see Section 3.2 for details). After translation,
some cases could not be tested in the English model
because of translation quality. To address this prob-
lem, we proposed hybrid models integrating En-
glish and Japanese models. A simple hybrid model
was used to test a Japanese model in the cases in
which the English model could not be evaluated.
In addition, we attempted to increase the scope of
the English model in the other two hybrid models.
The experimental results of the Japanese WSD in-
dicated that the English model outperformed the
Japanese model.

Next, we repeated the same experiments on
Dutch, expecting higher cross-linguality between
English and Dutch than between English and
Japanese. Cross-lingual transfer between similar
languages is usually expected to be better than
that between distant languages(Pires et al., 2019).
However, our results demonstrated that the English
model performed better in Japanese than in Dutch.
We further discussed the cross-linguality of the XL-
WSD corpus and analyzed the results.

2https://openai.com/research/gpt-4
3https://www.deepl.com/translator

In summary, the primary contributions of this
study are as follows:

1. We developed WSD models for Japanese and
Dutch by fine-tuning BERT models using the
XL-WSD corpus;

2. We proposed three hybrid models integrat-
ing English with Japanese or Dutch to han-
dle cases that cannot be tested on the English
model;

3. We used translation tools to identify target
words of WSD by adding a special character
to each target word; and

4. We analyzed the cross-linguality of XL-WSD
based on experimental results.

2 Related Works

In this section, existing studies on multilingual,
English, Japanese, and Dutch WSD are discussed.

(Pasini et al., 2021) performed multilingual
WSD using the XL-WSD corpus comprising 18 lan-
guages they created. The training data of XL-WSD
was obtained by translating the SemCor corpus4,
the most commonly used corpus in English WSD
and Princeton WordNet Gloss Corpus (WNG) cor-
pora5 The authors implemented language-specific
WSD including Japanese and Dutch WSDs. Addi-
tionally, they performed experiments in a zero-shot
setting, in which multilingual pre-trained models,
such as mBERT6 and XLM-RoBERTa(Conneau
et al., 2020), were fine-tuned using English training
data and tested in Japanese and Dutch. Zero-shot
experiments were observed to yield the best results
for most languages. (Tufa et al., 2023) investigated
the effects of different polysemy profiles on PLM
representations of different layers while perform-
ing a WSD proxy task. The authors considered the
XLEnt(El-Kishky et al., 2021) dataset, which com-
prises parallel entity mentions in 120 languages
aligned with English. Considering entities to be
coarse-grained WSD labels, they conducted zero-
shot experimental training on English data and test-
ing in other languages. Their results revealed that
typologically related languages yielded better re-
sults than typologically different languages. Us-
ing BabelNet’s synset IDs and glosses for multilin-
gual WSD, (Su et al., 2022) proposed a knowledge-
based supervised method for four languages.

4https://web.eecs.umich.edu/ mihalcea/downloads.html
5https://wordnetcode.princeton.edu/glosstag.shtml
6https://huggingface.co/bert-base-multilingual-cased



Numerous studies have been conducted on
WSDs in English. (Huang et al., 2019) and (Luo
et al., 2018) leveraged lexical knowledge, such as
glosses, for all-word English WSD. (Yap et al.,
2020) combined BERT with a classifier for English
WSD to prove the effectiveness of BERT for WSD.

In the field of contemporary Japanese WSD,
(Suzuki et al., 2019) proposed an unsupervised
method based on synonyms and embeddings.
(Shinnou et al., 2017) used the text analysis tool,
KyTea7, to develop an all-word WSD system. An-
other study on WSD for historical Japanese was
conducted by (Asada et al., 2023), where all-word
WSD of historical Japanese was performed by
fine-tuning the Japanese BERT on historical texts.
The test data for XL-WSD were obtained from
language-specific WordNets, with labels mapped
to BabelNet synset IDs. (Hirao et al., 2012) inves-
tigated Japanese WordNet, and reported that it con-
tains approximately 5% inconsistencies. They pro-
posed a method for classifying errors in Japanese
WordNet and extracting them mechanically.

Existing research on Dutch WSD is less ex-
tensive than that on English and Japanese WSD.
(van den Bosch et al., 2002) trained and tested
a Dutch WSD system using Senseval-2 data.
(Haagsma, 2015) developed a WSD system for
Dutch using dependency information. Addition-
ally, recent research on Dutch WSD has usually
been conducted in cross-lingual mode, rather than
WSD solely in the Dutch language.

3 Data

3.1 XL-WSD

In this study, we used XL-WSD8, a cross-lingual
corpus introduced by (Pasini et al., 2021), which
consists of gold test data for 18 languages, includ-
ing English, Japanese, Dutch, and silver training
data for languages other than Korean and Chinese.
Using BabelNet’s multilingual common word sense
labels enabled cross-lingual evaluation of WSD. In
this study, WSD was performed in Japanese and
Dutch using English, Japanese, and Dutch data ob-
tained from a publicly available corpus. The details
of the data are listed in Table 1. ‘Word-type poly-
semy’ is defined to be the ratio of the total number
of candidate synsets for each word type to the total
number of word types. ‘Unique synsets’ is defined
to be the number of different synsets in the data.

7https://www.phontron.com/kytea/index-ja.html
8https://sapienzanlp.github.io/xl-wsd/docs/data/

For English data, we used the SemCor and WNG
corpora for training and SemEval-07(Navigli et al.,
2007) for development, following (Pasini et al.,
2021). As the Japanese and Dutch test data were
evaluated using the English model, English test
data obtained from XL-WSD were not used.

The Japanese and Dutch training data were ob-
tained by translating the SemCor and WNG cor-
pora, respectively. The development and test data
were created based on usage examples of language-
specific WordNets, mapping the label of the target
word to English WordNet, and then to BabelNet.
Each sentence in the test data contained a single
target word.

3.2 Translation of test data

Japanese and Dutch test data needed to be trans-
lated into English for application to the English
model. They were translated using ChatGPT(GPT-
4) and the translation tool DeepL. An example of
this translation process is presented below.

Figure 1 depicts an example of a Japanese test
data translation process. The target word of the
Japanese sentence “彼女の一日は、トレーニン
グから始まる.” is “始まる(hajimaru)”(English:
“begin, start”). First, we enclosed the target word
within double quotation marks (“”) to distinguish it
from the other words in the sentence. The Japanese
sentences were then translated into English using
ChatGPT and DeepL. In the example, the trans-
lation by ChatGPT was “Her day “begins” with
training.”. The word “begins” was enclosed within
double quotation marks, indicating this word as
the target word. However, some cases were ren-
dered unusable because one or two double quota-
tion marks were missing after translation. Unlike
DeepL, ChatGPT accepts prompts during transla-
tion. We used the following prompts:

“Translate the given Japanese/Dutch sentences
into English. Some words in the Japanese and
Dutch sentences are enclosed within double quo-
tation marks. During translation, please enclose
corresponding translated words within double quo-
tation marks.”

4 Japanese and Dutch WSD using
English Model

To investigate the cross-linguality of XL-WSD, we
performed WSD in Japanese and Dutch using the
English model. To this end, we first created WSD
models for Japanese and Dutch by fine-tuning the



Language Word Types Polysemous Words Word-Type Polysemy Instances Unique Synsets
Train 106,906 24,658 1.458 840,471 117,653

English Test - - - - -
Dev 330 308 6.209 455 361
Train 1,008 581 2.516 23,217 1,141

Japanese Test 4,338 2,390 1.871 7,602 5,964
Dev 1,538 1,001 2.460 1,901 1,755
Train 28,351 9,121 1.711 305,692 30,490

Dutch Test 2,935 2,122 2.356 4,400 2,716
Dev 985 766 3.067 1,100 950

Table 1: Statistics of the training, test, and development data used in our experiments: from (Pasini et al., 2021),
Table 1

Figure 1: Example of Japanese test data translation into English

Japanese BERT9 and Dutch BERT10 models using
training data obtained from XL-WSD. We com-
pared these models with the English WSD model
created by fine-tuning the BERT model11 using
the English training data obtained from XL-WSD.
The BERT models were fine-tuned as a sequence-
labeling task. In sequence-labeling tasks, such as
Named Entity Recognition and Part-of-Speech tag-
ging, a single set of categories can be applied to
all instances. However, in WSD, the sense candi-
dates are different for different target words. For
example, the meaning of “mouse” should be se-
lected from the set of its possible senses, without
considering the senses of other words. Therefore,
our models were trained to select from the set of
possible candidate sense labels by referring to the
sense inventory included in the XL-WSD dataset.

We conducted a grid search using hyperparame-
ters and employed the model with the highest accu-
racy on development data. The numbers of epochs
were set to 5, 10, and 15, with batch sizes of 4, 8,
and 16, and learning rates of 2e-6, 2e-5, and 2e-4.
The training data were randomly shuffled during
training. The Adam was used as the optimization
function, and cross-entropy loss was adopted as the
loss function.

9https://huggingface.co/tohoku-nlp/bert-base-japanese-
v3

10https://huggingface.co/GroNLP/bert-base-dutch-cased
11https://huggingface.co/google-bert/bert-base-uncased

4.1 English Model

As mentioned in 3.2, we translated the Japanese and
Dutch test data obtained from XL-WSD to evaluate
the English model. However, some sentences could
not be used as test data after translation because (1)
the translation did not identify the target word for
WSD (when one or two double quotation marks
were missing) or (2) the target word was identified,
but mistranslated.

For example, the target word in the Japanese
test case ““初演”は好評を博した.” was “初
演(shoen)”(English: “premiere”). In this case, (1)
the double quotation marks may not be attached to
the English translation of “初演”. In such cases,
the target word could not be detected during WSD;
therefore, the English model was not applicable.
We refer to these sentences as “Target-unidentified
Samples”.

The corresponding ChatGPT translation was
“The “debut” was well-received.”. The English
model searched for the WSD response in the set of
synset IDs corresponding to “debut”, but this set
did not include the synset ID of the correct answer
corresponding to “初演”. This is an example of (2),
as listed above, where the target word was identi-
fied correctly, but not translated accurately— the
absence of any overlap between the set of synset
IDs for “debut” and those corresponding to “初演”,
the English model was incapable of predicting the



correct answer. Such test cases were referred to as
“Samples Without Common Synsets”. We consid-
ered samples that did not correspond to correct an-
swers to be incorrect while calculating the accuracy
of the English model. The numbers of test cases
after removing (1) Target-unidentified Samples and
(2) Samples Without Common Synsets are listed
in Table 2. The numbers of Japanese and Dutch
test cases were 7602 and 4400, respectively. The
percentages in parentheses represent the proportion
of remaining test cases after filtering. Dutch was
observed to be more compatible with the English
model than Japanese, except after filtering “Sam-
ples Without Common Synsets” from the ChatGPT
translation (ChatGPT(2)).

5 Hybrid Models

We created three hybrid models integrating the En-
glish model with the Japanese or Dutch models to
handle cases that could not be evaluated using the
English model. Figure 2 presents an overview of
the hybrid models.

5.1 Simple Hybrid Model

The simple hybrid model was designed to use
the English model for test cases that were solv-
able using the English model and the Japanese or
Dutch models for “Target-unidentified Samples”
and “Samples Without Common Synsets”.

5.2 Lemma Estimation Hybrid Model

A lemma estimation hybrid model was constructed
to estimate a lemma automatically, enabling the ap-
plication of the English model to “Samples Without
Common Synsets”. The target words of “Samples
Without Common Synsets” were rewritten with the
English lemma, with the same label as one of the
Japanese or Dutch target word senses12. In this
way, the scope of the English model was extended
to cases except for “Target-unidentified Samples”.

For example, in the example sentence ““初演”は
好評を博した.”, the target word was “初演”. We
searched for the English lemma with the same
synset ID as one of the senses of “初演”. The first
word encountered in the inventory was “premiere”.
The translated sentence was rewritten as “The “pre-
miere” was well-received.” and it was evaluated
using the English model. As the English lemma’s
candidate senses overlapped with some candidate

12This process was fair because the candidates of word
sense labels were provided in the first place.

senses of the original target word in Japanese or
Dutch, it did not necessarily have a sense of the
correct label. The Japanese or Dutch model was
used for “Target-unidentified Samples”.

5.3 Target Word Modification Hybrid Model

Another problem was encountered, where the WSD
target word was changed during translation. For
example, ChatGPT’s translation of “彼は“出口”を
閉鎖した.” was “He “closed” the exit.”. “出口”
means “exit”, but the double quotation marks were
attached to the word “closed”. To avoid this prob-
lem, we proposed a hybrid model with ChatGPT-
based target word modification.

For example, in the aforementioned example,
we obtained the possible translations of the WSD
target word “出口” by ChatGPT and got [exit,
way out]. These words were searched for in the
translation, and if found, the target word was
changed. In this example, since the possible transla-
tion included “exit”, English WSD was performed
with “exit” as the target word. The target word
was estimated for “Samples Without Common
Synsets”. The Japanese or Dutch model was used
for “Target-unidentified Samples” and “Samples
Without Common Synsets” where the target word
was not changed.

6 Results

The observed accuracies of Japanese and Dutch
WSD are presented in Table 3. In addition, the
number of test cases and accuracy corresponding
to each language in the hybrid model are listed in
Tables 4 and 5. For hybrid models, test cases within
the scope of the English model were assessed by
it, and the other cases were addressed using the
Japanese or Dutch models. In the table, “Simple”
represents a Simple Hybrid Model, “Lemma” rep-
resents a Lemma Estimation Hybrid Model, and
“Modification” represents a Target Word Modifica-
tion Hybrid Model.

7 Discussion

Tables 3(a) and 4 demonstrate that the English
model outperformed the Japanese model. How-
ever, Tables 3(b) and 5 demonstrate that the Dutch
model outperformed the English model. This in-
dicates a higher cross-linguality between English
and Japanese than between English and Dutch in
the XL-WSD corpus.



(1) (2)
ChatGPT DeepL ChatGPT DeepL

Japanese 7,219 (94.16%) 6,314 (83.06%) 5,433 (71.47%) 4,820 (63.40%)
Dutch 4,399 (99.98%) 4,148 (94.27%) 3,030 (68.86%) 3,011 (68.43%)

Table 2: Numbers of test cases after removing (1) Target-unidentified Samples and (2) Samples Without Common
Synsets.

Figure 2: Overview of Hybrid Models

Given that the English model outperformed the
Japanese model, the structure of the translated
Japanese training data can be expected to be closer
to the English counterpart than that of the native
Japanese text. This may be attributed to typological
differences between the languages, with an addi-
tional chance that machine translation is inaccurate
and produces unnatural expressions. In addition,
fewer training data were available in Japanese than
in English or Dutch. The Dutch training data in
XL-WSD can be considered to have been similar
to the native Dutch language, resulting in better
performance of the Dutch model compared to the
English model. This suggests that the quality of the
translated training data affects cross-lingual perfor-
mance significantly.

In addition, the hybrid models outperformed the
English models for Japanese and Dutch. Further,
ChatGPT’s translation exhibited higher accuracy
than DeepL in most cases. This can be attributed to
the availability of prompts for ChatGPT, enabling

it to produce more outputs satisfying the require-
ments. As a result, ChatGPT required more sen-
tences to be evaluated in the English model than
DeepL for Japanese. However, for the Dutch lan-
guage, the number of sentences assessed by the
English model was observed to be inversely related
to its accuracy, owing to the performance of the
English model.

We expected higher cross-linguality for the
English-Dutch pair than for the English-Japanese
pair based on typological relations. However, our
results challenged the assumption that typologi-
cal similarity leads to higher cross-lingual trans-
fer. In our experiments, the cases evaluated using
the English model did not always contain the cor-
rect sense in the candidates, and the sizes of the
Japanese and Dutch test datasets were different.
These factors can affect the performance of the
English model. While XL-WSD enabled the evalu-
ation of cross-lingual WSD, further improvements
could be made to the dataset.



(a)Japanese WSD (b)Dutch WSD
Model ChatGPT DeepL
Japanese Model 49.38%
English Model 50.89% 44.76%
Simple 66.82% 64.81%
Lemma 64.77% 63.04%
Modification 67.60% 64.80%

Model ChatGPT DeepL
Dutch Model 55.32%
English Model 33.89% 31.56%
Simple 49.11% 48.5%
Lemma 41.36% 42.05%
Modification 48.86% 48.34%

Table 3: Accuracy of WSD

ChatGPT DeepL
Simple English 5,433 (71.21%) 4,820 (70.59%)

Japanese 2,169 (55.83%) 2,782 (54.82%)
Lemma English 7,219 (65.73%) 6,314 (65.85%)

Japanese 383 (46.74%) 1,288 (49.15%)
Modification English 5,803 (70.52%) 4,978 (69.83%)

Japanese 1,799 (58.20%) 2,624 (55.26%)

Table 4: Numbers of test cases and accuracies corresponding to each language in the hybrid model (Japanese)

ChatGPT DeepL
Simple English 3,030 (45.18%) 3,011 (42.34%)

Dutch 1,370 (57.81%) 1,389 (61.84%)
Lemma English 4,354 (41.39%) 4,148 (40.98%)

Dutch 46 (39.13%) 252 (59.52%)
Modification English 3,135 (45.33%) 3,065 (42.22%)

Dutch 1,265 (57.63%) 1,335 (62.40%)

Table 5: Numbers of test cases and accuracies corresponding to each language in the hybrid model (Dutch)

In future works, we intend to conduct experi-
ments on different languages other than Japanese
and Dutch to obtain greater insight into factors that
influence cross-lingual performance. Experiment-
ing with different languages will allow us to assess
the robustness and adaptability of the hybrid mod-
els across diverse linguistic contexts. Additional
experiments on candidate senses containing correct
answers should be performed.

8 Conclusions

In this study, we investigated the cross-linguality
of the XL-WSD corpus by conducting WSD in
Japanese and Dutch. We developed language-
specific WSD models by fine-tuning BERT mod-
els. Our experiments involved testing language-
specific models as well as evaluating the English
model. In addition, to enhance the performance
of WSD across languages, we proposed the use of
hybrid models, designed to leverage the strengths
of both English and non-English models. The ex-
perimental results demonstrated that closer typo-

logical relationships do not necessarily correspond
to higher cross-lingual transfer between languages.
The proposed hybrid models were more effective
than the English model. However, additional exper-
iments are necessary to prove their effectiveness
for other language pairs. We also intend to annotate
a Japanese corpus with BablelNet’s Synset IDs.
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