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Abstract

Due to the limitation of data, low-resource
word segmentation poses significant challenges
for pre-trained language models, which strug-
gle to process new knowledge beyond their
training data. Instead of focusing on data aug-
mentation or transfer representations, this pa-
per proposes an efficient approach called Word
Boundary Decision (WBD), which redefines
word segmentation learning goals as segmenta-
tion behaviors rather than segmented units from
the training data. The paper presents experi-
ments across diverse datasets, including social
media, medical, patent, Cantonese, and ancient
Chinese text. In small sample tests, WBD en-
ables models to achieve the same performance
with substantially less training data—for exam-
ple, requiring only 3K words to match baseline
F, scores at 20K words for ancient Chinese, rep-
resenting around 6.67 times less data. Through
transfer learning experiments, WBD also signif-
icantly enhances the cross-domain performance
of pre-trained language models. For instance,
WBD increases F; scores by 2.48% and Rpoy
by 2.28% for BERT on average. This paper
is an initial attempt to enable models to pro-
cess new knowledge beyond their training data
through task formulation'.

1 Introduction

Due to the limitation of data, low-resource word
segmentation poses significant challenges for pre-
trained language models, which struggle to pro-
cess new knowledge beyond their training data
(Roberts et al., 2020; Yin et al., 2023; Hedderich
et al., 2021a). To alleviate the issue, many meth-
ods have been proposed to improve pre-trained
language models’ performance in low-resource set-
tings, such as data augmentation (Ding et al., 2020;
Feng et al., 2021), distant and weak supervision

'Data: https://github.com/LANGUAGE-
UNDERSTANDING/Word-Boundary-Decision-An-
Efficient-Approach-for-Low-Resource-Word-Segmentation
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(Hedderich et al., 2021b; Liang et al., 2020), cross-
lingual projection (Cotterell and Duh, 2024; Liu
etal., 2021), transfer learning (Alyafeai et al., 2020;
Raffel et al., 2020), etc. These technologies aim
to generate additional labeled data to extend the
task-specific data or transfer learned representa-
tions from high-resource to low-resource domains
to reduce the need for data. For example, Xing
et al. (2018) propose an adaptive multi-task trans-
fer learning approach to avoid the high annotation
cost for collecting large scale word segmentation
data for medical domain. In a similar vein, Ye
et al. (2019) use a semi-supervised approach to im-
prove word segmentation performance in novels,
medicine, and patent cross-domain tasks. Addi-
tionally, Shen et al. (2022) use a data augmenta-
tion method to generate additional data for ancient
Chinese word segmentation tasks. These research
efforts achieve promising results by augmenting or
leveraging limited available data.

However, the fundamental issue persists. When
encountering word patterns that not shown in the
training data, the performance drops significantly.
Examples in low-resource languages include spe-
cial expressions such as "¥{/E" (stupid) and "%
{&" (surely) in Cantonese, as well as compound
words that should be separated into multiple words
in the training data but have been used as single
words in specific text, such as "/NJLIL" (literally:
small nine nine; new meaning: trick) , highlighting
the need for processing new knowledge, which pre-
trained language models currently lack, leading to
sub-optimal performance.

To address these limitations, taking Chinese
word segmentation (CWS) in low resource as topic,
this paper proposes an efficient word segmentation
approach for pre-trained language models called
word boundary decision (WBD). The core innova-
tion of this method lies in:

Redefining the way pre-trained language models
acquire “word segmentation” knowledge, transfer-



ring the learning goal from learning instances to
learning behaviors.

Departing from the conventional approaches
of augmenting or leveraging data to combat low-
resource challenges, this method tackles the prob-
lem from the task formulation level, enabling mod-
els to learn more knowledge by simpler design.
Notably, the method can be combined with other
methods for enhancing low-resource performance,
such as transfer learning and data augmentation,
offering a synergistic effect.

The main contributions are:

* We combined the formulation of Huang et al.
(2007) with modern deep learning techniques
and introduced an efficient approach, Word
Boundary Decision (WBD) for low-resource
scenarios, enabling models to achieve the
same performance with substantially less
training data — for example, requiring only
3K words to match baseline F; scores at 20K
words for ancient Chinese, around 6.67 times
less.

* Our WBD significantly improves transfer
learning performance across various cross-
domain sets, with F; scores increasing by
2.48%-10.46% and Ryoy by 0.44%-5.26% for
BERT and RoBERTa.

* To our knowledge, we are the first to test the
robustness of models by checking the size
of the required training dataset, which is an
essential issue in low-resource areas.

* To our knowledge, we are the first to address
the low-resource word segmentation issue
from a task formulation perspective, redefin-
ing the training process to reduce the mimic
phenomenon and enhance models’ ability to
process new knowledge beyond their training
data.

2  Word Boundary Decision

2.1 Current Character-tagging Approach

In the era of pre-trained language models, the most
dominant approach for word segmentation is the
character-tagging approach. This approach treats
word segmentation as a sequence labeling problem
(Xue, 2003). For an input text sequence, the pro-
gram annotates each character from left to right
with corresponding labels, and then segments the
text into separate words based on these labels. The

most popular labeling tag setis T = B, M, E, S.
This labeling is inspired by the classic BIO (Be-
gin, Inside, Outside) scheme in the information
extraction field, annotating characters as B (Be-
gin, word beginning), M (Middle, word middle),
E (End, word end), and S (Single, single-character
word). After labeling, the program segments the
text at the characters labeled as "E" (word end)
or "S" (single-character word), thereby obtaining
the corresponding word sequence. The goal of
the character-tagging approach is to learn from the
segmented units of the training data.

However, word segmentation aims to provide
an appropriate separation between characters in a
string without delimiters, for example, transform-
ing "SESRANEL" (appleandpear) into "5 /F1/EL"
(apple/and/pear) by providing a "/". It involves only
one piece of information: whether to segment or
not. On the other hand, the essence of character-
tagging approach like {B, M, E, S} is to classify
each character and determine its position within
a word, and then convert this context-dependent
information (word beginning, word middle, word
end, etc.) into word boundary information (seg-
ment/not segment). This approach, which uses
multi-class character classification information for
single-class word delimiter recognition, introduces
redundant information for the word segmentation
task.

2.2  Word Boundary Decision Approach

Based on Huang et al. (2007), Li and Huang (2009),
Huang and Xue (2012), this paper proposes a dif-
ferent perspective on word segmentation for pre-
trained language models called word boundary de-
cision (WBD). Instead of treating it as a character-
tagging task, this approach views word segmenta-
tion as a word boundary decision process. The goal
is to determine whether the boundary between char-
acters is a word boundary. We formally represent a
text segment as:

CI: I])CZ) IZ,...,C[, Iiy---nd-]) In—]’Cn

Where C; represents a Chinese character, and I;
represents the boundary between characters C; and
Ci;1 . In Chinese text, these character boundaries
do not explicitly indicate whether they are word
boundaries. We define that if a character boundary
is a word boundary, it is denoted as I; = 1, otherwise
I; = 0. The program segments the text based on the
word boundary labels I; = 1, completing the word
segmentation task.



Comparing these two approaches, the character-
tagging approach takes classifying characters as
the target, designed to learn from the segmented
units of the training data, using multi-class charac-
ter classification information for single-class word
delimiter recognition. This introduces redundant
information, increasing the likelihood of repeat-
ing the same mistakes found in the training data
and making it challenging to learn new knowledge,
especially in low-resource scenarios.
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Figure 1: Examples of Word Boundary Decision (WBD)
segmentation

In contrast, the WBD approach takes boundaries
as the target, simplifying word segmentation into a
binary decision for a single unit: whether a bound-
ary is a word boundary or not. WBD learns from
the segmentation behavior of the training data and
does not involve the excessive information of seg-
mented units. Hence, it is less likely to be misled
by the training data and can better capture low-
resource language-specific characteristics, exhibit-
ing excellent robustness and generalization capa-
bilities.

3 Experimental Setup

The experiment consists of two parts: small sam-
ple testing and transfer learning testing to evaluate
performance of WBD in low-resource scenarios.

The experiments take PKU dataset from
SIGHAN 2005 bakeoff (Emerson, 2005) as the
training set and test the performance of WBD in
pre-trained language models: BERT (Devlin et al.,
2019) , and RoBERTa (Liu et al., 2019) on five
open-source CWS datasets, ranging from different
domains, time periods, and dialect variants, includ-
ing social media text WEIBO (Qiu et al., 2016),
medical text AMTTL (Xing et al., 2018), patent
text PT (Ye et al., 2019), ancient Chinese EvaHan
(Li et al., 2022), and Cantonese HKCC (Luke and
Wong, 2015). Statistics of datasets are shown in
Table 1.

3.1 Pre-processing

Pre-processing such as substituting digits, En-
glish letters, Chinese idioms, and long words with

DATASET PKU WEIBO AMTTL
Train | Test | Train | Test | Train | Test
WORD 1110K | 104K | 421K | 44K | 45K | 13K
CHAR 1826K | 173K | 689K | 73K | 73K | 21K

WORD TYPE 55K 13K | 43K | 11K | 6K 3K

CHAR TYPE 5K 3K 4K 3K 2K 1K

WORD LENGTH | 1.65 1.65 | 1.64 | 1.68 | 1.61 | 1.62

DATASET PT EvaHan HKCC
Train | Test | Train | Test | Train | Test
WORD 481K | 34K | 166K | 28K | 83K | 47K
CHAR 828K | 56K | 194K | 33K | 114K | 65K

WORD TYPE 36K | 4K | 11K | 3K | 10K | 4K
CHAR TYPE 3K 1K 3K 2K 2K 1K
WORD LENGTH | 1.72 | 1.67 | 1.17 | 1.18 | 1.37 | 1.39

Table 1: Statistics of datasets

unique symbols are commonly employed to en-
hance the performance of CWS models (Huang
et al., 2020a; Ke et al., 2021a). However, in our
experiment, we refrain from using such techniques
for fair comparison, focusing solely on the poten-
tial improvements offered by the WBD.

3.2 Evaluation

The number of labels used in WBD is different
from character-tagging, so for evaluation we first
align the labels before comparison. We uniformly
convert the predicted results to {B, M, E, S}, and
then perform the comparison?. For consistency, all
segmentation results are automatically calculated
with the script provided by previous research (Tian
et al., 2020a, He et al., 2022a)>. The metrics are F;
scores and Roov (Recall of out-of-vocabulary).

Correct predicted words
= x 100% (€))

Total predicted words

_ Correct predicted words

R = x 100% )

Total actual words

R _ Correct predicted OOV words % 100% 3)
oov = Total actual OOV words ’

2PR
F = 4
' P+R @

3.3 Hyper-parameters

The experimental environment is Google Colab,
with an NVIDIA® T4 GPU 16GB, and the deep
learning framework is PyTorch. It took 40 hours

*The conversion method is as follows: first, we segment
the predicted results based on the predicted labels to generate
a text file with words separated by spaces. Then, we use the
script to annotate the text with {B, M, E, S}, generating the
{B, M, E, S} results.

3Examples: https://github.com/SVAIGBA/WMSeg/tree/master

or https://github.com/Anzi20/WeiDC/blob/main/evaluate.py



on the GPU to conduct all experiments. It’s worth
noting that a single training process is not time-
consuming, ranging from 2 minutes to 30 minutes,
depending on the size of the training data. Dur-
ing training, the training set is divided into 80%
for training and 20% for validation. The hyper-
parameters settings used in this paper are shown in
Table 2. For ease of comparison, the parameters
remain unchanged across all experiments.

H-PARAM VALUE
Max input sequence length 256
Learning Rate 2e-5
Batch size 32
Optimizer Adam

Loss function Cross-entropy loss function

Table 2: Hyper-parameters

4 Prior Experiment

4.1 Comparison with State-of-the-Art Models
in High-Resource Settings

Prior to assessing the impact of WBD in low-
resource scenarios, it is essential to evaluate its
fundamental performance in high-resource settings.
If the performance of WBD is only satisfactory
in low-resource settings, the applicability of this
approach would be constrained. Results in Table
3 shows that in golden SIGHAN 2005 datasets,
without fine-tuning the parameters, our WBD’s per-
formance is close to the state-of-the-art record. For
Roov metric on the AS and CITYU datasets, WBD
even achieves new best performance, surpassing
previous state-of-the-art methods.

Model MSR PKU AS CITYU
Fi_ Roov Fi Roov  Fi Roov Fi Roov
Chen et al. (2017) 96.04 71.6 9432 7267 9475 7537 9555 814
Ma et al. (2018) 98.1 80.0 96.1 78.8 96.2 70.7 97.2 87.5
Gong et al. (2019) 9778 642 96.15 69.88 9522 77.33 9622 73.58
Qiu et al. (2020) 98.05 7892 9641 7891 9644 7639 9691 86.91

Duan and Zhao (2020)  97.6 - 95.5 - 95.7 - 95.4 -
Huang et al. (2020b) 97.9 840 967 81.6 967 773 976 90.1

Tian et al. (2020b) 98.4 8487 96.53 8536 96.62 79.64 97.93 90.15
Ke et al. (2021b) 98.50 83.03 96.92 80.90 97.01 80.89 98.20 90.66
Nguyen et al. (2021) 98.31 8532 96.56 85.83 96.62 7936 97.74 87.45
He et al. (2022b) 98.28 86.39 96.59 8721 96.76 80.23 97.79 87.58
Our WBD(BERT) 98.16 84.98 9645 83.28 96.60 8584 9790 92.15

Table 3: Comparison of different models on CWS

4.2 Comparison with Large Language Models
in Low Resource Settings

Prior to experiments, it is necessary to test the per-
formance of Large Language Models (LLMs) such
as GPT-4.0 on CWS in low resource. If LLMs’
performance exceeded pre-trained language mod-
els such as BERT, then there would be no need to

use pre-trained language models for CWS in low-
resource scenarios, nor discuss the impact of WBD
on pre-trained language models.

We extracted 50 sentences from the HKCC test
set, which is a Cantonese dataset (a low-resource
Chinese dialect), and then input them into each
model with the prompt: "Please segment the fol-
lowing sentences with spaces between words." The
test results are shown in Table 44,

Model | GPT 4.0 | ChatGPT | Claude-3-Sonnet | Jieba
Fi 63.64% | 63.64% 64.19% 78.45%
Rooy | 60.15% | 60.15% 62.72% 65.19%

BERT_PKU_WBD | BERT_WBD
80.14% 93.19%
72.24% 89.20%

Table 4: CWS performance of LLMs and BERT WBD

The results above clearly show that for low-
resource languages such as Cantonese, LLMs per-
form poorly, failing to adapt and capture features
of the language. Segmentation tools like Jieba also
failed to meet expectations. However, with train-
ing data, pre-trained language models get more
promising results. Even when trained on the PKU
dataset, which consists of simplified news articles,
the performance of BERT with WBD can achieve
80.14% in Fy and 72.24% in R,,, on Cantonese, a
significantly higher performance than LLMs. Upon
deeper analysis, we found that LLMs can rarely
recognize Cantonese words, and most Cantonese-
specific words are uniformly divided into single-
character words. The result will not change signifi-
cantly with few-shot support.

In conclusion, to improve word segmentation in
low-resource settings, further research and explo-
ration of pre-trained model’s word segmentation
methods are necessary.

5 Experimental Results

5.1 Results of Small Sample Testing

To assess the performance of WBD in low-resource
environments, we conducted small sample experi-
ments. We adopted a word-based sampling method
to unify the amount of information. From each
dataset, we sampled 3K, 4K, 5K, 6K, 9K, and 20K
words as the training sets, while the test set re-
mained the corresponding complete test set.

The results in Table 5 demonstrate that our WBD
significantly enhances the learning effectiveness in
low-resource scenarios. For instance, in the case of
Cantonese, WBD improved F; by 3.24% - 8.25%,
with an average improvement of 4.79%, and Ry

“The tests were conducted in Apirl, 2024.



3K 4K 5K 6K 9K 20K 3K 4K 5K 6K 9K 20K
F1SCORE F1SCORE
WBD 22.39% 2531% 30.85% 35.69% 41.82% 64.30% WBD 46.58% 48.23% 47.60% 49.07% 48.77% 49.98%
BASE 1.70% 540% 15.76% 18.59% 37.29% 63.73% BASE 41.97% 42.69% 43.19% 4135% 46.80% 46.78%
WEIBO Diff  20.70% 1991% 15.09% 17.10% 4.53%  0.56% Medical Diff  4.60% 554% 441% 1.72% 1.96%  3.19%
OOV RATE OOV RATE
WBD  20.59% 22.48% 28.49% 34.84% 41.07% 64.17% WBD 34.96% 37.36% 3538% 37.66% 36.80% 38.43%
BASE 1.04% 323% 1432% 14.82% 37.55% 63.22% BASE 34.76% 34.34% 33.86% 33.36% 37.93% 37.75%
Diff  19.56% 19.24% 14.17% 20.01% 3.52%  0.95% Diff  020% 3.01% 1.52% 4.30% -1.13% 0.69%
3K 4K 5K 6K 9K 20K 3K 4K 5K 6K 9K 20K
F1 SCORE F1SCORE
WBD 73.77% 74.03% 74.63% 78.03% 78.06% 78.24% WBD 56.15% 59.66% 66.35% 66.91% 75.98% /
Ancient BASE 73.65% 73.45% 72.02% 73.84% 73.02% 72.44% BASE 4790% 55.56% 61.80% 63.67% 72.17% /
Chinese  Diff  0.13% 0.58% 2.62% 420% 5.04%  5.80% Cantonese  Diff 825% 4.10% 455% 3.24% 3.81% /
OOV RATE OOV RATE
WBD 63.83% 61873% 59.82% 65.40% 65.31% 66.36% WBD 18.15% 1637% 25.98% 28.82% 49.97% /
BASE 60.60% 59.09% 56.61% 58.67% 56.96% 55.82% BASE 11.06% 11.44% 11.70% 21.12% 39.10% /
Diff  3.23% 0.73% 8.79% 6.64% 9.41% 10.54% Diff  7.09% 4.92% 14.28% 7.710% 10.87% /
3K 4K 5K 6K 9K 20K
F1SCORE
WBD 29.36% 31.40% 33.66% 35.02% 42.36% 56.44%
BASE 1545% 21.09% 28.67% 31.35% 41.98% 55.78%
Patent Diff 13.91% 1031% 4.99% 3.67% 039% 0.66%
OOV RATE
WBD 24.89% 2631% 2722% 28.30% 34.84% 46.95%
BASE 12.62% 18.81% 26.11% 26.50% 34.32% 47.12%
Diff  12.27% 7.50% 1.11% 1.80% 0.53% -0.17%

Table 5: Results of small sample testing

by 4.92%-10.87%, with an average improvement

of 8.97%

5.1.1 Required Data

Notably, WBD enabled the models to achieve the
same CWS performance with significantly less re-
quired training data. As shown in Figure 2, for
ancient Chinese, models with WBD (in blue) re-
quired only 3k training data to achieve the same F
as base models (in orange) with 20K training data,
which is approximately 6.67 times less data. For
medical text, models with WBD needed only 3k
training data to achieve the same F; as base models
with 9K training data, which is around 3 times less

data.
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Figure 2: Area chart of F; score for small sample testing



These findings suggest that WBD substantially
improves learning effectiveness, enabling models
to capture new knowledge in low-resource, domain-
specific datasets with much less required training
data. This can greatly contribute to low-resource
languages where training data is insufficient.

5.2 Results of Transfer Learning Testing

For transfer learning, we trained models on the
PKU training set, which consists of simplified Chi-
nese news from People’s Daily, and evaluated their
performance on five diverse cross-domain datasets:
social media texts, medical texts, patent texts, an-
cient Chinese, and Cantonese. The results in Table
6 demonstrate that our WBD significantly enhances
the transfer learning abilities of pre-trained lan-
guage models. Specifically, WBD improved the
average F| by 2.48% and Rqoy by 2.28% for BERT,
2.30% and 2.85% respectively for RoOBERTa.

Notably, WBD showed its most impressive im-
provements on the Cantonese dataset, with a re-
markable 10.46% increase in F; and 5.26% in Ryoy
for RoBERTa. This could be due to the signifi-
cant difference between Cantonese and the PKU
dataset (simplified Chinese news from People’s
Daily). Cantonese is rich in traditional characters
and single-character words (average word-length is
1.37), while most words in the PKU dataset are two
or multi-character words (average word-length is
1.65). Conventional character-tagging approaches,
which learn from segmented units in the training
set, cannot capture the unique language character-
istics, resulting in poor performance. However,
WBD, which learns from boundary decision, a seg-
mented behavior in the training set, demonstrates
good adaptability to Cantonese, acquiring much
more new language knowledge and showing re-
markable improvement.

These findings clearly show that WBD is a pow-
erful technique for boosting the cross-domain trans-
fer capabilities of pre-trained language models, par-
ticularly in scenarios involving significant linguis-
tic divergence from the training data.

6 Analysis and Discussion

We conducted an error analysis to explore why
WBD enables pre-trained language models to
achieve greater robustness and generalization ca-
pabilities, significantly improving performance in
low-resource settings.

Comparing the segmented results by WBD and

character-tagging, we found that there are mainly
two types of errors that character-tagging models
make but WBD models do not (examples are shown
in Figure 3):

* Incorrectly combining frequently co-
occurring individual words into one singer
word; for example, mistakenly combine

individual "t/ B" into "t A"

* Ineffective recognition of less common collo-
cations, such as mistakenly segmenting four
words "%/ /| T/ J" as two words "ZE/
/NE ", single name entity "VLH" as two
words "I/ H", and so on.

Error Sentences

Character-tagging

WBD

Character-tagging |
‘WBD

Al

Character-tagging | /L * Zlil
: AUE RZE RE K

WBD

Figure 3: Examples of error sentences by Character-
tagging

We conducted research on OOV (out-of-
vocabulary) words in the output of transfer learn-
ing, where models trained on PKU were tested on
various cross-domain datasets. The OOV words
obtained by the WBD but not by the base models
have very strong domain-specific features, such
as Cantonese words like "#{/&" (stupid) and "
{&" (surely), English expressions like "check"
and "caibian3 @peopledaily.com.cn", mixed-code
words such as "b¥}" (short for "Bilibili", a website)
and "AZX" (A-level), as well as new meaning words
like "“&=]HL" (literally: old driver; new meaning:
experienced person) and " —F3" (literally: two ha;
new meaning: stupid Husky dog).

6.1 Explanation

To account for the phenomenon identified in error
analysis, we need to first clearly define the differ-
ence between OOV and unknown words. OOV
(out-of-vocabulary) words are defined according to
an existing lexicon. Hence the term is more precise
in describing a CWS that involves a word list. Un-
known words are more broadly defined and could
include OOV words. For clarity, we reserve this
term to refer to words that are not recognized in the
training data. In other words, they refer to words
that should be recognized as segmentation units



MODELS WEIBO Medical Patent Ancient Chinese Cantonese
F1 Roov F1 Roov F1 Roov F1 Roov F1 Roov
BERT_WBD 76.59% 52.67% 76.52% 44.30% 67.34% 4587% 86.56% 76.69% 87.17% 71.12%
BERT_BASE 75.08% 49.24% 75.39% 4225% 60.36% 42.97% 8526% 74.42% 85.68% 70.40%
DIFFERENCE 1.51% 343% 113% 2.06% 698% 290% 130% 227% 149% 0.72%
RoBERTa_WBD 75.71% 52.16% 76.01% 4498% 72.07% 53.53% 82.44% 72.69% 69.17% 64.22%
RoBERTa_BASE 7522% 48.83% 7520% 42.92% 71.62% 53.09% 81.31% 68.48% 58.72% 58.96%
DIFFERENCE 049% 333% 081% 2.06% 046% 044% 1.13% 4.21% 10.46% 5.26%

Table 6: Results of transfer learning testing

but are not segmented correctly in the training set,
hence not attested and unknown.

Note that character-tagging models are trained
based on the location and ordering of a character in
aword (B, M, E, S). In other words, the accuracy
of the information they provide depends on the
training data’s segmentation results. They are more
likely to mimic the results of the training data. This
is exactly what we see here. When training data
incorrectly segments unknown words, a character-
tagging model will most likely mirror that error.

WBD, on the other hand, classifies all between
character blanks (potential word boundaries) and
classifies them according to information obtained
from various contexts defined by characters. That
is, it is modeled in the context of characters, not
words. The only segmentation-related information
it uses from the training corpus is whether to seg-
ment or not in the context of that particular char-
acter string. It does not take into consideration
the resulting words/segmentation units produced
by the training data. Hence is it less likely to be
misled by the training data’s unknown words.

Based on the above, we can construct an expla-
nation and argument why WBD will be likely to
outperform a typical pre-trained based approach.

For segmentation tasks, it is reasonable to as-
sume that typical pre-trained language models will
be training based on the past results of segmenta-
tion units, although it may not be limited to the
character location-in-a-word information as in the
character-tagging model. It is expected to still have
some over-fitting issues similar to other pre-trained
language models based on previously segmented
results.

WBD, on the other hand, only learns from the
segmentation decision behavior on each boundary
and does not learn from segmented units or involve
the excessive information of these units. There-
fore, it is not biased to make the same unknown
word mistakes, making the model more robust and

effective.

7 Conclusion

This paper proposes an efficient approach called
Word Boundary Decision (WBD) for improving
word segmentation performance of pre-trained lan-
guage models, especially in low-resource scenarios.
Unlike conventional character-tagging approaches
that learn from the segmented units in the train-
ing data, WBD redefines word segmentation as a
word boundary decision process, learning from the
segmentation behaviors in the training data.

Through experiments on small sample testing
and transfer learning across diverse datasets, the re-
sults demonstrate that WBD significantly enhances
the learning effectiveness of pre-trained language
models like BERT and RoBERTa. WBD achieves
significant improvements in F; and Ryqy, with the
most remarkable gains observed for low-resource
languages like Cantonese.

Notably, WBD enables the models to achieve the
same performance with substantially less training
data required compared to baselines (3K vs. 20K).

This method is an initial attempt to enable pre-
trained language models to process new knowledge
beyond their training data by task formulation.

8 Limitations

* Lack of cross-lingual comparison. Word
segmentation tasks are not only applicable to
Chinese, but also to other languages that lack
explicit word delimiters, such as Japanese and
Korean. There is a need to expand the scope
of research to comprehensively compare and
study the impact of WBD on word segmenta-
tion, leading to more robust conclusions.

* Lack of exploration on synergistic ef-
fects. WBD method can be combined with
other methods such as transfer learning and



data augmentation to form synergistic effect,
which deserves further research.

* Lack of more low-resourced cases. For ex-
ample , the minority language Yi, Vietnamese
Chu Nom, and specific group scripts like
Niishu.
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We affirm our commitment to contributing posi-
tively to society, prioritizing the avoidance of harm,
and maintaining honesty and trustworthiness in our
work. We do not anticipate any significant risks
associated with our research. All experiments con-
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