
 

 

Abstract 

This study examines the influence of 
phonotactic probabilities, phonological 
structures and articulatory complexity on 
speech production in Mandarin. By 
analyzing a natural spoken corpus 
comprising 202 hours of daily conversation 
in Taiwan Mandarin, which includes 
2,384,567 lexical items and yields 
6,272,394 tokens involving 3,852,987 
consonant tokens and 2,419,407 vowel 
tokens, the dataset is precisely categorized 
into 12 syllable structure types. The study 
employs frequency-based probabilistic 
phonotactics, with probability distributions 
calculated using Zipf's Law and Yule's 
distribution, where Yule's distribution 
provides a better prediction for the segment 
distribution. Phonotactic probabilities are 
further determined by the bigram or 
biphone frequencies of phonological 
segments and sequences within Mandarin 
word types. The results reveal a departure 
from previous research that found a strong 
correlation between speech production, 
phonological structure and articulatory 
complexity, such as markedness in phones 
or syllable structures. Instead, Taiwan 
Mandarin speakers demonstrated 
sensitivity to frequency variations, with 
phonotactic probabilities independently 
influencing speech production, suggesting 
that these probabilities are encoded within 
speech production processes. This research 
contributes to the understanding of how 
phonotactic constraints, independent of 
articulatory complexity, shape speech 
production in Mandarin. 

1 Introduction 

It is generally believed that speakers can process 
certain sound sequences faster than others. The 
possible sound sequences in languages are not all 
equiprobable as some are more frequent than 
others. The increasing variety of approaches to 
probability in phonology indicates a growing 
consensus that phonological analysis needs to 
incorporate probability and frequency into the 
theoretical framework (Alderete and Finley, 2023). 
Therefore, phonological complexity and 
probabilistic constraints are essential concepts in 
the study of natural languages. Their strong 
correlation significantly influences various aspects 
of linguistic theory and practice. Articulatory 
complexity refers to the intricate features of a 
language's sound system, including the number and 
types of phonemes, syllable structures, and 
phonotactic rules. 

A number of researchers suggested that certain 
sound sequences have attributed similar behavioral 
effects that are easier to articulate (i.e., less 
phonological complexity), but others attributed the 
patterning to varying degrees of probabilistic 
constraints (e.g., Jusczyk et al., 1994). Such 
constraints can be referred to as phonotactic 
probabilities where phonological phones and 
sound sequences are legally arranged in lexical 
items. For example, in English, the initial sequence 
[str] is allowable whereas the sequence [stn] does 
not form a legal arrangement. Or, in Mandarin, the 
initial sequence [kwa] is permissible while the 
sequence [kja] or [kwn] is not. In addition, the 
single phone unit in the above phone sequences 
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does not distribute evenly. The glide [w] or [j] 
occurs more frequently than the consonant [k] in 
Mandarin due to the fact that glides have a wider 
distribution (i.e., syllable-initially, syllable-
medially, and syllable-finally) than the true 
consonant [k] (syllable-initially exclusively) (Wan, 
2022). 

In experiments by Goldrick and Larson (2008), 
English speakers were sensitive to variations in 
frequency, demonstrating that phonotactic 
probabilities are encoded by speech production 
processes. These novel phonotactic constraints 
were found to be correlated with the phonotactic 
probability of specific phonological structures. 
However, other research has shown a highly 
correlated association between speech production 
and phonological structure and articulatory 
complexity such as markedness in phones or 
syllable structure (e.g., Jakobson, 1941/1968; 
Romani and Calabrese, 1998). Evidence from 
these studies presents a limited number of 
structures that have yielded mixed and uncertain 
findings.  

Further studies have found that phonotactic 
probabilities exhibit a strong correlation with 
neighborhood density, which refers to the number 
of lexical items that share phonological similarity 
with a target (e.g., Goldrick and Rapp, 2007; 
Vitevitch et al., 2004). These effects manifest at 
separate and independent levels within the spoken 
production system. In this study, we aim to 
compute frequency-based probabilistic 
phonotactics in Mandarin syllables by categorizing 
a spoken dataset into 12 syllable structure types via 
Biphone/Phone or Bigram/Gram frequencies (i.e., 
segment-to-segment co-occurrence probability of 
sounds within the lexical items; Vitevitch and Luce, 
2004), with tone omitted from the calculation. In 
addition, the effects of phonotactic probabilities 
and likelihood will be measured across the 
different syllable structure types. 

2 Methodology 

The spoken data used in the study that has been 
collected over decades were drawn from Wan et al. 
(2024) involving 202 hours of daily conversation 
in Taiwan Mandarin involving 2,384,567 lexical 
items. The topics of the recorded spoken content 
that were recorded in a naturalistic setting varied 
from lecture notes, class discussions, interviews, 
presentations, conversations of daily lives, etc., 
among multiple speakers in Taiwan. 

Sound files collected after 2020 were 
transcribed into the International Phonetic 
Alphabet (IPA) via Chinese characters using a 
Speech-to-Text (STT) system. This system was 
developed using the pyTranscriber application 
(https://github.com/raryelcostasouz
a/pyTranscriber) in the Phonetics and 
Psycholinguistics Laboratory. Transcribing a 60-
minute audio file into Chinese characters took 
approximately 80 seconds. However, the accuracy 
of the transcription varied significantly, depending 
on factors such as voice quality, background noise, 
speaker gender, age, and speech speed. The 
accuracy rate ranged between 70% and 90%, 
depending on the combination of these factors. The 
output of the STT system was then manually 
checked for accuracy. Subsequently, the entire 
transcript was automatically segmented by the 
CKIP parser (Ma and Chen, 2003) and POS tagged 
by the CKIP tagger from the Chinese Knowledge 
and Information Processing group (CKIP, 1998). 
The parsed and tagged transcription was also 
manually reviewed according to the word 
segmentation and POS tagging criteria of the 
Academia Sinica Corpus (CKIP, 1998), which are 
commonly applied in corpora such as the 
Linguistic Data Consortium (Ma and Huang, 2006) 
and the Peking University corpus (Huang et al, 
2008). 

It is important to note that the spoken data 
samples collected in this study were analyzed 
based on the frequency of occurrence across 
various topics recorded in naturalistic settings. 
Word counts are up to date and are not derived from 
movie subtitles. The following (1) and (2) shows 

the formula for calculating the frequency 
distribution and probability in Mandarin. 

Formula (1) represents the mathematical 
expression of Zipf's law (Zipf, 1949). It describes 
the frequency distribution of words or other 
linguistic units, where the frequency of the most 
common unit (such as a word or phoneme) is 
inversely proportional to its rank in the entire 
corpus. In other words, the highest-ranking word or 
phoneme has the greatest frequency, the second-
ranking unit has approximately half the frequency 
of the first, and this pattern continues accordingly. 
In the function, r represents the rank of an item, and 
Fr is its frequency. a is a constant, typically 

𝐹! =
"
!!

    (1) 
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representing the frequency of the highest-ranked 
item; b is a constant that describes the inverse 

relationship between frequency and rank. 
Equation (2), Yule equation (Yule, 1924), is 

similar to Zipf's Law. However, the Yule equation 
incorporates an additional exponent, Cr, which 
accounts for the dominance of a few highly 
frequent distributions. Specifically, Yule’s 
distribution is a discrete probability distribution 
used to model the frequency of particular 
distributions, reflecting the underlying processes, 
whereas Zipf's Law focuses on rank-order 
distributions. Both Zipf's Law and the Yule 
equation have demonstrated a relatively high 
degree of fit in past research concerning sound 
distribution (e.g. Kłosowski, 2017; Tambovtsev 
and Martindale, 2007). Therefore, this study 
employs these two formulas to examine the 
phonetic distribution within the dataset. 

Using a corpus-based and data-driven analysis 
to investigate the probability of sound frequency 
represents a recent trend in speech communication, 
language learning and psycholinguistic 
experiments (Wan et. al., 2024; Hsieh and Wan, to 
appear; Chien and Wan, 2023; Wan, 2021). 
Therefore, the questions to be investigated involve 
the following: 

• What is the distribution pattern of speech 
tokens in Mandarin? Will consonants, 
vowels or glides be distributed evenly? 

• Are the behavioral effects of certain sound 
sequences due to lower or higher 
phonological complexity, or do they result 
from varying degrees of probabilistic 
constraints? 

• How do phonotactic probabilities influence 
the legality of sound sequences in Mandarin? 
How do they impact and are encoded by 
speech production processes? What is the 
relationship between phonotactic 
probabilities and articulatory 
complexity?  How do phonotactic 
probabilities correlate with phonological 
structures and articulatory complexity, such 
as markedness in phones or syllable 
structures? 

• How can frequency-based probabilistic 
phonotactics in Mandarin be computed and 
analyzed? How will these effects be 
measured in the study?  

3 Results and Discussions  

Token counts and probability of sound frequency 
using a log 10 frequency distribution were 
extracted from 202 hours of daily conversation 
involving consonants (N= 3,852,987 tokens) and 
vowels (N=2,419,407 tokens) in Taiwan Mandarin, 
as shown in Table 1 and Table 2. 

Consonants are distinguished by three primary 
parameters involving place of articulation, manner 
of articulation and voicing (voiced vs. voiceless). 
One of the key distinctive features in Mandarin is 
the use of aspiration to differentiate six minimal 
pairs: [p/pʰ, t/tʰ, k/kʰ, tʂ/tʂʰ, ts/tsʰ, tɕ/tɕʰ]. In each 
pair, the first consonant is unaspirated, while the 
second is aspirated. Aspiration in Mandarin is a 
significant phonological feature, where the 
presence or absence of a burst of breath below 
following the consonant can change the meaning of 
a word entirely. In addition, three series of 
affricates and fricatives, including voiced, 
voiceless unaspirated, and voiceless aspirated 
features, [ʐ, tʂ, tʂʰ, ʂ], [ts, tsʰ, s] and [tɕ, tɕʰ, ɕ], occur 
in consonant inventory. The inclusion of voiced 
fricatives such as [ʐ] is relatively rare in Mandarin, 
with most of the fricatives and affricates being 
voiceless. The log frequency analysis shows that 
the distribution pattern of the single phone units in 
Taiwan Mandarin is uneven. For example, the glide 
[w] or [j] occurs more frequently than the 
consonant [k] in Mandarin due to their wider 
distribution (i.e., syllable-initially, syllable-
medially, and syllable-finally) compared to the 
consonant [k], which occurs exclusively in 
syllable-initially position. This results in a highly 
structured and distinctive phonological system that 
does not correspond to traditional markedness in 
phones. 

A major distinction among Mandarin vowels 
involves differences in tongue height, anterior-
posterior tongue position, and lip rounding. 
Consistent with previous findings, all the single 
vowel units are not distributed evenly. The 
following bar chart illustrates the rank order of 
frequency for each single phone unit. 

𝐹! =
"
!!
𝐶!  (2) 



 

 

  

 Bilabial Labio-
dental Dental Retroflex Palatal Velar 

Plosive 
(Unaspirated) 

p 
97 191 
(4.99) 

 
t 

252 633 
(5.40) 

  
k 

137 394 
(5.14) 

Plosive 
(Aspirated) 

pʰ 
16 720 
(4.22) 

 
tʰ 

90 879 
(4.96) 

  
kʰ 

49 864 
(4.70) 

Fricative  
f 

36 249 
(4.56) 

s 
36 913 
(4.57) 

ʂ / ʐ 
210 908 / 49 

284 
(5.32) / 
(4.69) 

ɕ 
104 968 
(5.02) 

x 
136 644 

(5.14) 

Affricate 
(Unaspirated)   

ts 
75 612 
(4.88) 

tʂ 
124 869 
(5.10) 

tɕ 
152 966 
(5.18) 

 

Affricate 
(Aspirated)   

tsʰ 
19 220 
(4.28) 

tʂʰ 
39 001 
(4.59) 

tɕʰ 
58 030 
(4.76) 

 

Nasal 
m 

108 959 
(5.04) 

 
n 

495 299 
(5.69) 

  
ŋ 

247 892 
(5.39) 

Liquid   
l 

97 524 
(4.99) 

   

Glide (w) 
(ɥ)    

j / ɥ 
586 407 / 37 283 
(5.77) / (4.57) 

w 
590 278 

(5.77) 
Table 1:  Mandarin consonant phones. 

 

 Front Central Back 
 Unround Round Unround Unround Round 

Close (High) 
i 

311 464 
(5.49) 

y 
34 587 
(4.54) 

ɨ 
188 426 
(5.28) 

u 
101 988 
(5.01) 

 

Close-mid 
(Mid) 

e 
111 487 
(5.05) 

 

ə 
175 696 
(5.24) 

ɚ 
8846 
(3.95) 

ɤ 
302 544 
(5.48) 

o 
221 937 
(5.35) 

Open-mid 
(Lower Mid) 

ɛ 
164 202 
(5.22) 

  
ɔ 

164 040 
(5.21) 

 

Open (Low)   
a 

634 190 
(5.80) 

  

Table 2:  Mandarin vowel phones. 
 



 

 

In this figure, the bars contain three colors: blue 
representing vowels, orange representing glides, 
and green representing consonants. It is clearly 
seen that the vowel [a] occurs most frequently in 
daily conversation in Taiwan Mandarin, followed 
by the glides [w] and [j], with the nasal [n] being 
the next most common sound. The least common 
vowel is the retroflex vowel [ɚ], and the least 
common consonant is [pʰ], followed by [tsʰ]. This 
distribution partially reflects the syllable structure 
of Mandarin, where CGVX can occur; X can be 
either the nasal [n] or the glides [j, w]. The glides 
can occur word-initially, word-medially after true 
consonants, and word-finally, while the nasal [n] 
can occur both word-initially and word-finally. 
Since Taiwan Mandarin does not use Erhua 
syllables, the retroflex vowel [ɚ] is rarely used and 
is commonly replaced by the vowel [ɤ]. The 
following shows the distribution according to two 
statistical quantifier measurements. 

Figure 2 illustrates the phone frequency 
distribution of Mandarin on a log-log scale. The 
figure presents spoken data points alongside fitted 
curves using two models that include Zipf and Yule. 

The blue dots represent the empirical phone 
frequency data, while the red and green lines 
correspond to the Zipf and Yule fits, respectively. 
Compared to these two models, the Zipf fit, with a 

correlation coefficient (R) of 0.86, initially follows 
the data but diverges as the rank increases, 
suggesting that this model may not fully capture 
the distribution of less frequent phones. In contrast, 
the Yule fit, with an R value of 0.96, aligns closely 
with the data across the entire range, providing a 
more accurate representation of the phone 
frequency distribution. The higher R value of the 
Yule fit signifies a stronger correlation and better 
explanation for the observed data. Therefore, at this 
stage, the Yule model appears to be more suitable 
for representing this distribution. 

Mandarin is analyzed as having a range of 
possible phonetic (i.e., surface) syllables: V, CV, 
GV, VG, VN, CVG, CVN, CGV, GVG, GVN, 
CGVG, and CGVN. The maximal syllable is 
CGVX, with C a [+consonantal] segment, G a 
glide, V the nucleus vowel, and X either a nasal of 
a glide (i.e., Wan 1999). The samples of types and 
token frequencies of a syllable structure, CGVN, in 
Mandarin are shown in Table 3. 

 
Figure 1:  Mandarin phone frequency. 

 
Figure 2:  Mandarin phone frequency distribution 
(log-log scale) with Zipf and Yule fit curves. 

IPA Freq. IPA Freq. IPA Freq. 
ɕjaŋ 18031 swan 1727 ʂwən 337 
ɕjɛn 14461 tʂwan 1498 lwan 324 
tɕjaŋ 11453 tʂʰwan 1496 tɕʰɥən 307 
mjɛn 10427 tɕʰjaŋ 1337 tɕɥɛn 287 
pjɛn 9907 kwaŋ 1226 kʰwan 281 

tɕʰjɛn 8286 tʂwaŋ 1171 ʐwan 228 
tɕjɛn 8224 kʰwaŋ 1045 twən 228 
tjɛn 8019 ɕɥən 972 swən 216 
njɛn 7820 xwaŋ 724 tswən 214 
tʰjɛn 6324 tʂwən 688 njaŋ 118 
ljaŋ 5760 xwən 682 tɕʰjoŋ 115 

kwan 5689 ɕjoŋ 641 kwən 55 
tɕʰɥɛn 3705 tʂʰwaŋ 619 nwan 54 
xwan 2990 tsʰwən 576 tʰwən 49 
ljɛn 2766 tɕɥən 466 ʐwən 39 
ɕɥɛn 2452 tʂʰwən 453 ʂwan 27 
twan 2096 tʰwan 378 tswan 20 
lwən 1874 ʂwaŋ 361 tsʰwan 3 
pʰjɛn 1806 kʰwən 348 tɕjoŋ 1 

Table 3:  Samples of CGVN in IPA and token 
frequencies. 

 

 



 

 

Table 3 includes only tokens of CGVN syllables, 
although Mandarin features additional tokens with 
various syllable structures in the spoken dataset for 
CGVX syllables, showing all possible sound 
sequences and their token frequencies in Mandarin 
(note that tone is excluded from this study). 
Formulas (3) and (4) demonstrate the calculation of 
bigram/biphone phonotactic probability in 
Mandarin, using the CGVN syllable [ɕjaŋ] as an 
example, which yields a probability value of 0.073. 

Formula (3) and (4) demonstrates the calculation 
of the phonotactic probability for [ɕjaŋ]. In [ɕjaŋ], 
there are three biphones: the initial biphone [ɕj], the 
second biphone [ja], and the third biphone [aŋ]. 
The formula calculates the average positional 
probability of these three biphones. For the first 
biphone position, it sums the log10 frequencies of 
all words beginning with [ɕj] (e.g., [ɕjaŋ], [ɕjɛn], 
and others) and divides this by the sum of the log 
frequencies for words containing the first biphone 
sequence. For the second biphone position, it sums 
the log10 frequencies of all words containing [ja] 
in the second position (e.g., [ɕjaŋ], [tɕjaŋ], [ljaŋ], 
[tɕʰjaŋ], and others) and divides this by the sum of 
the log frequencies for words containing the 
second biphone sequence. For the third biphone 
position, it sums the log10 frequencies of all words 
containing [aŋ] in the position (e.g., [ɕjaŋ], [tɕjaŋ], 
[ljaŋ], [tɕʰjaŋ], [kwaŋ], [tʂwaŋ], [kʰwaŋ], and 

others) and divides this by the sum of the log 
frequencies for words containing the third biphone 
sequence. Finally, the average of these ratios is 
calculated, resulting in a phonotactic probability of 
0.07280267170780302, which can be 
approximated to 0.073. 

In this model, the phonotactic probability is 
calculated for a given syllable using the token 
frequencies and a dataset of word types that 
involve different syllable structures. Initially, the 
syllable is segmented into a series of bigrams, 
which represent pairs of adjacent units. 
Subsequently, for each position within the syllable, 
the model computes two sums involving one for 
the logarithm of the same bigram occurring at the 
position and another for the logarithm of the 
frequency of all bigrams at that position. The 
phonotactic probability of the syllable is 
determined by summing the ratio of these two sums 
for each bigram in the syllable and dividing by the 
total number of bigrams in the syllable. This ratio 
reflects the relative frequency of each bigram in its 
specific position, as shown below. When a syllable 
contains only a single vowel, its phonotactic 
probability is calculated as the ratio of the vowel's 
logarithmic frequency to the total logarithmic 
frequency of all single sound syllables. 

𝑃ℎ𝑜𝑛𝑃𝑟𝑜𝑏[ɕ#$ŋ] =
'
(
∑ )*+,-./0(2!)4

)*+,-./0(5!)4
(
67' = '

8
∑ )*+,-./0(2!)4

)*+,-./0(5!)4
8
67' =

) 29:	*-	)*+	-./09/(<6/=	*-	>*.?=	>6@A	[ɕ#]	6(6(@6$)	B6CA*(/	C*=6@6*(
29:	*-	)*+	-./09/(<6/=	*-	>*.?=	>6@A	$(D	B6CA*(/	6(	6(@6$)	B6CA*(/	C*=6@6*(	

+
29:	*-	)*+	-./09/(<6/=	*-	>*.?=	>6@A	[#$]	6(	=/<*(?	B6CA*(/	C*=6@6*(

29:	*-	)*+	-./09/(<6/=	*-	>*.?=	>6@A	$(D	B6CA*(/	6(	=/<*(?	B6CA*(/	C*=6@6*(
+

29:	*-	)*+	-./09/(<6/=	*-	>*.?=	>6@A	[$ŋ]	6(	@A6.?	B6CA*(/	C*=6@6*(
29:	*-	)*+	-./09/(<6/=	*-	>*.?=	>6@A	$(D	B6CA*(/	6(	@A6.?	B6CA*(/	C*=6@6*(

+ /3 =

. )*+,-./0(ɕ#$ŋ)4E)*+,-./0(ɕ#ɛ()4E⋯	
)*+,-./0(ɕ#$ŋ)4E)*+,-./0(ɕ#ɛ()4E)*+,-./0(@ɕ#$ŋ)4E)*+,-./0(:#ɛ()4E)*+,-./0(C#ɛ()4E⋯	

+

)*+,-./0(ɕ#$ŋ)4E)*+,-./0(@ɕ#$ŋ)4E)*+,-./0()#$ŋ)4E)*+H-./0(@ɕʰ#$ŋ)JE⋯	

)*+,-./0(ɕ#$ŋ)4E)*+,-./0(ɕ#ɛ()4E)*+,-./0(@ɕ#$ŋ)4E)*+,-./0(:#ɛ()4E)*+,-./0(C#ɛ()4E⋯
+

*+(-./0(ɕ#$ŋ))E)*+(-./0(@ɕ#$ŋ))E)*+(-./0()#$ŋ)E)*+(-./0(@ɕʰ#$ŋ))E)*+(-./0(K>$ŋ))E)*+(-./0(@ʂ>$ŋ))E)*+(-./0(Kʰ>$ŋ))E⋯	
)*+,-./0(ɕ#$ŋ)4E)*+,-./0(ɕ#ɛ()4E)*+,-./0(@ɕ#$ŋ)4E)*+,-./0(:#ɛ()4E)*+,-./0(C#ɛ()4E⋯.	

/ /

3 = ) )*+('NO8')E)*+('PPQ')E⋯
)*+('NO8')E)*+('PPQ')E)*+(''PR8)E)*+('OPST)E)*+(UUOT)E⋯

+
)*+('NO8')E)*+(''PR8)E)*+(RTQO)E)*+('88T)E⋯

)*+('NO8')E)*+('PPQ')E)*+(''PR8)E)*+('OPST)E)*+(UUOT)E⋯	
+

)*+('NO8')E)*+(''PR8)E)*+(RTQO)E)*+('88T)E)*+('SSQ)E)*+(''T')E)*+('OPR)E⋯
)*+('NO8')E)*+('PPQ')E)*+(''PR8)E)*+('OPST)E)*+(UUOT)E⋯

+ /3 = ) SQ.'NNNQ8OTQN8SOT
'SSR.R'8QQQNRTOURP

+
RU.TUS8PNNTPRN8S8	
U''.TO'UNT'P'NRSN

+ 8P.QRNPTROPPU'RONQ
SQ8.QRSRTUQOPUSNPQ

+ /3 = 0.07280267170780302  (3) 

𝑃ℎ𝑜𝑛𝑃𝑟𝑎𝑏[ɕ#$ŋ] = 0.07280267170780302 ≅ 0.073 
 (4) 



 

 

In this figure, the x-axis displays all possible 
Mandarin syllable structures, including 
combinations of consonants (C), vowels (V), glides 
(G), and nasals (N) in legal sound sequences. The 
y-axis illustrates the phonotactic probabilities, 
reflecting the likelihood of each syllable structure 
occurring in Mandarin. Each colored dot 
corresponds to a specific syllable structure, with 
the size of the dot indicating its relative frequency 
or prevalence within the language. Larger dots 
signify more common syllable structures, while 
smaller dots represent less frequent ones. Among 
the structures with four legal sound units, CGVN 
exhibits the highest phonotactic probability, with a 
cluster of large dots in the 0.09-0.10 range, 
followed by CGVG. This is evident based on the 
formula, where the inclusion of four sound 
sequences can generate a higher probability (i.e., 
N+1). In contrast, the CV structure, despite having 
lower phonotactic probabilities, indicates the most 
frequent syllable structure in Taiwan Mandarin. 
The VG structure displays the lowest probabilities 
and small dot sizes, highlighting its relative rarity 
in Taiwan Mandarin. 

In conclusion, the distribution pattern of speech 
tokens in Mandarin reveals an uneven distribution 
of segments, reflecting the legitimate structures 
within Mandarin syllables. The study suggests that 
the performance or behavior effects of certain 
sound sequences are primarily influenced by 
probabilistic constraints rather than articulatory 
complexity, such as markedness. Taiwan Mandarin 
speakers demonstrate sensitivity to frequency 
variations, with phonotactic probabilities playing a 
crucial role in shaping speech production, 
independent of articulatory complexity. These 
probabilities influence the legality of sound 
sequences by determining the likelihood of specific 
phonological segments and sequences within word 
types. The study further indicates that phonotactic 

probabilities are encoded within speech production 
processes and operate independently from 
traditional measures of phonological/articulatory 
complexity. While previous research emphasized a 
strong correlation between speech production and 
articulatory complexity, this study finds that 
phonotactic probabilities have a distinct and 
independent impact. The analysis of frequency-
based probabilistic phonotactics in Mandarin, 
computed using Zipf's Law and Yule's distribution, 
highlights the importance of these probabilistic 
constraints in influencing speech production, as 
evidenced by the examination of a natural spoken 
corpus of daily conversations. 

In this study, we examine the phonotactic 
probability distribution calculated in a given 
Mandarin syllable using the token frequencies and 
a dataset of word types involving different syllable 
structures. Type and token frequencies in the 
current spoken data confirm the studies found in 
English where the possible sound sequences are 
not all equiprobable as some are more frequent 
than others. More importantly, certain sound 
sequences are related to probabilistic constraints 
and do not fall in the articulatory complexity since 
the CV-type structure is supposed to be the easiest 
pattern at a more flexible range, whereas its 
phonotactic probability is the lowest. The study 
suggests that phonotactic constraints in Mandarin 
disassociate articulatory complexity and 
phonotactic probabilities influence speech 
production regardless of the markedness 
complexity. The spoken samples via data 
computation confirm an emerging agreement 
within the field that phonological theories need to 
consider phonotactic probabilities. 

4 Limitations 

A limitation of the current study is that the 
Levenshtein edit distance needs to be measured to 
further calculate neighborhood density. 
Neighborhood density refers to the number of 
words that sound similar to a target word. Words 
with a sparse neighborhood are generally 
recognized more quickly and accurately, while 
those with a dense neighborhood may be 
recognized more slowly and less accurately. Future 
research should investigate neighborhood density 
in Mandarin, focusing on how sound-similar words 
are stored in the mental lexicon. 

 
Figure 3: Distribution of phonotactic probabilities 
across Mandarin syllable structures. 
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