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Abstract

The translation between Modern Standard Arabic (MSA) and the various Arabic dialects presents unique challenges
due to the significant linguistic, cultural, and contextual variations across the regions where Arabic is spoken. This
paper presents a system description of our participation in the OSACT 2024 Dialect to MSA Translation Shared
Task. We explain our comprehensive approach, which combines data augmentation techniques using generative
pre-trained transformer models (GPT-3.5 and GPT-4) with the fine-tuning of AraT5 V2, a model specifically designed
for Arabic translation tasks. Our methodology has significantly expanded the training dataset, thus improving the
model’'s performance across five major Arabic dialects, namely Gulf, Egyptian, Levantine, Iraqi, and Maghrebi. We
have rigorously evaluated our approach, using the BLEU score, to ensure translation accuracy, fluency, and the
preservation of meaning. Our results demonstrate the effectiveness of our refined data and models, achieving a
BLEU score of 85.5% on the validation set and 22.6% on the blind test set, indicating a successful bridging of the gap
between different dialects. However, it's important to note that while utilizing a larger dataset resulted in significantly
higher evaluation BLEU scores, the performance on the blind test set was relatively lower. This observation
underscores the importance of dataset size in model training, revealing potential limitations in generalization to

unseen data due to variations in data distribution and domain mismatches.

Keywords: Machine Translation, Data Augmentation, BLEU Score, Arabic Dialects

1. Introduction

The Arabic language, characterized by its rich di-
versity of dialects, is the primary mode of commu-
nication for over 420 million individuals across the
Middle East and North Africa. This linguistic land-
scape is distinguished by a phenomenon known as
diglossia, wherein Modern Standard Arabic (MSA)
coexists with various regional dialects (Qudah et al.,
2017). As the formal variant, MSA is ubiquitously
employed in official discourse, educational frame-
works, and literary works across the Arab domain.
Conversely, dialectal Arabic (DA) encompasses the
myriad vernacular languages intrinsically linked to
specific regions, encapsulating the essence of local
identities and cultural intricacies.

The coexistence of MSA and DA within this lin-
guistic ecosystem poses substantial challenges for
machine translation. The pronounced variations
in dialectal expressions, coupled with the scarcity
of extensive parallel corpora essential for practical
training, often culminate in suboptimal translation
outputs when conventional models, predominantly
trained on MSA, are utilized for DA content. This
predicament underscores the critical need for trans-
lation methodologies tailored to accommodate the
unique attributes of DA, enhancing accuracy and
contextual relevance in this linguistically complex

environment (Darwish et al., 2021).

In seeking to address the aforementioned chal-
lenges, we participated in the OSACT 2024 Dialect
to MSA Translation Shared Task, which aims to
evaluate the performance of translation models
across five major Arabic dialects: Gulf, Egyptian,
Levantine, Iraqi, and Maghrebi. The primary objec-
tive of this work is to test the efficacy of sequence-
to-sequence translation models, particularly those
using the Text-to-Text Transfer Transformer (T5)
framework, in translating DA into MSA (Raffel et al.,
2020).

Our participation in this shared task entailed pre-
training specific models and carefully enhancing
the training data for the above dialects. We used
the dataset provided by the shared-task organiz-
ers for the training phase, after which our models
were evaluated using the development and test
sets (consisting of 500 unseen sentences for each
dialect during the test phase). We conducted sev-
eral experiments to evaluate the performance of
the models comprehensively (Nagoudi et al., 2022);
we also implemented different training settings to
improve the results and accuracy of the translation
between DA and MSA.

The subsequent sections are structured as fol-
lows: Section 2 reviews prior studies, Section 3
describes our proposed method, Section 4 details
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our experimental result, and, finally, we conclude
with a summarization of our main findings.

2. Related Works

Given the increasing need for effective communi-
cation across diverse cultures and global borders,
it has become essential to establish systems that
tackle the challenges of multiple dialects. However,
ensuring precise and efficient translations has be-
come increasingly complex. Therefore, our goal is
to explore a variety of approaches to improve the
effectiveness of translation systems, specifically for
MSA and Arabic dialects.

Sghaier and Zrigui (2020) propose a machine
translation system designed to translate Tunisian
Dialect (TD) text into MSA through a rule-based
methodology. The translation process comprises
three key stages: morphological analysis and dis-
ambiguation, lexical and structural transfer, and
morphological generation with spelling corrections,
resulting in the output text in MSA. Sajjad et al.
(2020) present a benchmarking effort for dialectal
Arabic-English machine translation aimed at tack-
ling the challenges encountered in low-resource
machine translation, particularly concerning Arabic
dialects. It introduces an evaluation suite designed
as a standard for measuring the effectiveness of
Arabic-English machine translation systems spe-
cialized in dialectal Arabic. By combining existing
Arabic-English dialectal resources and generating
new test sets, it provides a comprehensive evalua-
tion framework, covering various dialect categories,
genres, and levels of dialectal diversity. The study
employs a transformer-based seq2seq model for
this purpose.

Al-Ibrahim and Duwairi (2020) delves into the
application of Neural Machine Translation (NMT)
for translating the Jordanian dialect into MSA
using deep learning techniques, specifically the
RNN encoder-decoder model. The RNN encoder-
decoder model proves to be effective in translating
the Jordanian dialect into MSA, achieving a high
accuracy rate for word-to-word translation and a
lower accuracy rate for sentence translation. Ad-
ditionally, Convolutional Neural Networks (CNN)
are utilized to enhance translation accuracy. More-
over, the study (Moukafih et al., 2021) addresses
the challenges of machine translation for six Ara-
bic dialects: Tunisian, Algerian, Moroccan, Syrian,
and Palestinian. It introduces the PADIC dataset,
a parallel corpus of Arabic dialects and MSA. It
presents a neural multi-task learning framework
leveraging inter-dialectal relationships to achieve
superior translation results.

Furthermore, Alzamzami and Saddik address
challenges in translating Arabic dialects on so-
cial media by introducing a multi-dialectal Arabic-
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English dataset. It details the dataset construc-
tion process, emphasizing meticulous translator se-
lection and cultural considerations. Additionally, it
highlights deep learning-based translation models
for four Arabic dialects, utilizing transfer learning
and Transformer architecture for improved accu-
racy. The proposed dataset and models aim to ad-
dress the limitations in current translation systems
for Arabic dialects, particularly in informal social me-
dia contexts, spotlighting deep learning-powered
translation models tailored for four distinct Arabic di-
alects: Gulf, Levantine (Shami), Iraqi, and Yemeni.

3. Methodology

In this section, we present a comprehensive ap-
proach for tackling the shared issue of translating
different Arabic dialects into Modern Standard Ara-
bic (MSA). Considering the wide range of linguis-
tic variations among Arabic-speaking areas, our
approach aims to improve translation models for
precision and fluency while also bridging the gap
between formal written Arabic and informal spoken
Arabic. In order to do this, we have used a blend of
sophisticated data augmentation methods and pro-
cesses for fine-tuning that are especially suited to
the distinctive qualities of the Arabic dialects—Guilf,
Egyptian, Levantine, Iraqi, and Maghrebi. Our
method improves the accuracy and consistency
of dialect-to-MSA translation by utilizing the most
recent developments in machine translation tech-
nology, such as the use of generative pre-trained
transformer models.

3.1.

A key component of our approach is data augmen-
tation, which aims to significantly expand the variety
and amount of training data available for optimiz-
ing our translation models (Shorten et al., 2021).
The model’s capacity to generalize across many
dialects and linguistic subtleties, as well as the lack
of sufficient training data, are major obstacles that
must be overcome in order to successfully complete
machine translation tasks.

Data Augmentation

3.1.1. Implementation of Data Augmentation

To implement our data augmentation strategy, we
utilized a novel approach by incorporating the capa-
bilities of generative pre-trained transformer mod-
els, specifically GPT-3.5 and GPT-4 models. These
models were tasked with generating additional train-
ing examples from the original set of 200 sentences
provided for each dialect. The augmentation pro-
cess involved the following steps:

Source Sentence Preparation: For each
source sentence in the provided dialectal Arabic
datasets, we prepared a prompt designed to guide
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Figure 1: Dataset Size Before and After Augmentation by Dialect

the generative model towards producing a synony-
mous translation in MSA. The prompt explicitly in-
structed the model to ensure that the translation
maintains the original sentence’s meaning, adheres
to Modern Standard Arabic grammar, and matches
the original sentence in word count as closely as
possible.

Model Interaction: We interacted with the GPT-
3.5 and GPT-4 models through the OpenAl API 1,
submitting each prepared prompt as input. The
models were prefaced with a system message that
outlined their role as language models trained for
translating dialectal Arabic to MSA, emphasizing
the need for accuracy, grammatical adherence, and
word count maintenance.

Translation Generation: Upon receiving each
prompt, the models generated translations that
were then evaluated for quality and adherence to
the specified criteria. This process allowed us to
significantly expand our dataset with high-quality,
model-generated translations, thereby enriching
the training material available for fine-tuning our
translation system. Figure 1. illustrates the dataset
size before and after augmentation for each Arabic
dialect.

3.1.2. Evaluation of Augmented Data

In assessing the quality of sentences generated
by GPT models, traditional and advanced metrics
provide insights into the linguistic and semantic fi-
delity of the output compared to target sentences.
This evaluation highlights the challenges and solu-
tions in quantifying the effectiveness of generative
models in language tasks.

BLEU’s Limitations in Sentence Evaluation,
the Bilingual Evaluation Understudy (BLEU) metric,

'https://openai.com/blog/openai-api

widely utilized in machine translation to measure
the similarity of generated text to reference transla-
tions, showed significant limitations in our context
of the evaluation step where BLEU evaluates the
correspondence of n-grams between the generated
and target texts, offering a score from 0 to 1. How-
ever, this method’s reliance on exact matches often
fails to capture the essence of semantic similarity
and sentence structure, particularly in languages
with rich morphology or when dealing with nuanced
textual differences. A notable example from our
dataset noted during evaluation illustrates this limi-
tation in Figure 2,

As shown figure 2, Despite the generated sen-
tence being semantically identical to the original
target, except for the addition of a question mark,
BLEU assigned a score of 0, demonstrating its
inefficacy in capturing semantic equivalence and
punctuation nuances.

Advantages of METEOR in Overcoming
BLEU’s Shortcomings, on the other hand and
due to BLEU score sensitivity, the metric for evalu-
ation of GPT models predictions are underscored
with Explicit Ordering (METEOR) which offers a
more nuanced evaluation by accounting for syn-
onymy and stemming, in addition to exact matches.
METEOR’s alignment-based approach, which al-
lows for a flexible matching of words and phrases,
provides a more comprehensive assessment of
similarity between the generated text and the tar-
get. Employing METEOR in our evaluation of GPT
generated sentences yielded scores that more ac-
curately reflected the semantic and syntactic cor-
respondence between the target and GPT4 gener-
ated sentences as shown in Figure 3.

The average METEOR score across GPT4
and GPT3.5 augmented dataset are 73.22% and
67.48% respectively, indicating a strong alignment
with the original ground truth MSA target sentences
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Figure 2: BLEU Score Evaluation Demonstrating Sensitivity to Punctuation.

Original Target Generated Target METEOR Score
AR JETS Falati CaS 63.92
How do you learn How do you learn?
s o pelie praain Wl (paias b | (e pss o pedie () sSiun Liil paias 81.17
SaY) (s falY)
Do you think we will be like | Do you think we will become
them one day? like them one day?
By Y pni Gaay Yol 72.31
Yes, unbelievable Oh, unbelievable
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Figure 3: METEOR Scores for Evalation of GPT-Enhanced Data

of similarity and the ability of METEOR to capture
nuanced linguistic features.

Qualitative Evaluation with GPT-4 , In addition
to quantitative metrics, we employed GPT-4 for a
qualitative evaluation of sentence similarity. Us-
ing a custom prompt, sentences were assessed
on a scale from 1 to 5, with 5 indicating identical
semantic content. This approach allowed us to in-
corporate contextual understanding and nuanced
judgment beyond the capability of automated met-
rics. Selected examples from our evaluation of
GPT4 generated sentences are shown in Figure 4.

The average similarity score across evaluated
pairs for GPT4 and Gpt3.5 are 4.59 and 4.43 re-
spectively, demonstrating the efficacy of GPT-4 in
understanding and evaluating semantic nuances.

Through evaluating GPT-3.5 and GPT-4 gener-
ated sentences, we harnessed their high-quality
outputs for data augmentation, significantly boost-
ing the AraT5 V2 machine translation performance
from dialect to MSA. This approach effectively en-
riched our training dataset, showcasing the value of
leveraging advanced language models in enhanc-
ing machine translation tasks.

3.2. Fine-Tuning AraT5-V2 for Enhanced
Performance

Following the strategic data augmentation outlined
in the previous section, we transition to the fine-
tuning of AraT5 V2, a process central to our method-
ology aimed at enhancing Arabic dialect to MSA
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translation. AraT5 V2, the successor to the founda-
tional AraT5 model, embodies a series of substan-
tial upgrades that elevate its capabilities in Arabic
language translation tasks significantly.

AraT5 (Nagoudi et al., 2022) is based on the
same architectural foundation as the original T5
model, but trained solely on Arabic data comprising
both MSA and dialectal Arabic (tweets) resulting in
29 Billion token with more than 248 GigaBytes of
dataset. The most recent version of AraT5, AraT5
V2 was utilized in this work. A key improvement
in AraT5 V2 lies in its training across a broader
and more diverse Arabic data corpus. AraT5 V2
enhances the model’s sequence length capability
from 512 to 1024 tokens, doubling its capacity for
handling longer text passages, ensuring context
preservation and resulting in more accurate and
coherent translations.

In order to evaluate the effectiveness of this
model in our paper, we compare AraT5 V2 against
different sequence to sequence machine transla-
tion models, including the ARaT5-base (Nagoudi
et al., 2022), mT5 (Xue et al., 2020) models, to
showcase the efficacy of AraT5 V2 in translating
dialectal Arabic to Modern Standard Arabic (MSA).
This benchmarking underscores why AraT5 V2 was
the optimal choice for our study, highlighting its su-
perior performance over the augmented dataset
and specific advantages in addressing the com-
plexities of dialect-to-MSA translation tasks. Table
1 illustrates the comparative analysis showing the
validation loss and BLEU under the same training
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Figure 4: GPT4 Sentence Similarity Evaluation, Highlighting Semantic Alignment.

Model name | Validation loss | Validation BLEU
AraT5 V2 2.523 0.255
mt5 1.932 0.174
AraT5 Base 3.441 0.113

Table 1: Validation Loss and BLEU Scores for AraT5 V2, mt5, and AraT5 Base

configuration of all models.

As shown in Table 1, three models were eval-
uated based on their validation loss and BLEU
scores: AraT5 V2, mT5, and AraT5 Base. AraT5b
V2 demonstrated a compelling balance of per-
formance metrics, recording a validation loss of
2.523 and a BLEU score of 0.255. Although mT5
presented a lower validation loss at 1.932, its
BLEU score of 0.174 was notably inferior to that
of AraT5 V2, indicating less effective translation
quality. AraT5 Base, Although a key model, AraT5
Base had the highest validation loss of 3.441 and
the lowest BLEU score of 0.113, putting it behind
the others. These results clearly support chosen
AraT5 V2 for our experiment, not only due to its
superior BLEU score, which maintains a satisfac-
tory balance between loss and translation quality,
proving its possibility in handling the translation of
dialect-to-MSA.

3.3. Training Configuration

The fine-tuning of AraT5 V2 is done by using two
NVIDIA A100 GPUs for efficient large-scale ma-
chine learning tasks. The model was based on
the UBC — NLP/AraT5v2 — base — 1024 model
from hugging face, which is specifically designed
for Arabic language tasks. The training used 128
tokens for source and target texts, a per-device
batch size of 16, and 22 epochs to adapt the model
without overfitting. The learning rate was 5e-5, us-
ing the AdamW optimizer, reflecting best practices
in transformer-based models for NLP tasks.
Training was conducted on a dataset comprising
2,666 examples, with a validation set of 297 exam-
ples, ensuring the model’s performance was evalu-
ated. The dataset was split from a larger corpus,
incorporating a diverse range of Arabic dialects
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and ensuring a comprehensive representation of
linguistic nuances.

The model’s performance was primarily evalu-
ated using the BLFEU score, a widely recognized
metric in machine translation that assesses the cor-
respondence between the model’s output and the
target translations. This metric, coupled with our
dataset, provided a robust framework for assessing
translation quality and model effectiveness.

The AraT5 V2 model have been tested a thor-
ough evaluation on a test set of 500 blind sen-
tences after its training and fine-tuning phases, as
part of the OSACT 2024 shared task. These sen-
tences, representing a broad spectrum of Arabic
dialects, provided a robust benchmark for testing
the model’s translation abilities. The evaluation,
conducted blindly by the shared task organizers,
primarily utilized the BLEU score to assess trans-
lation quality, focusing on accuracy, fluency, and
meaning preservation.

The AraT5 V2 model’s performance was compre-
hensively assessed through supplementary experi-
ments, including augmenting the training dataset
with dialectical variations like MADAR and evalu-
ating its performance on synthetically generated
datasets generated by GPT4 without fine-tuning,
contributing to a comprehensive assessment of its
efficacy across various real-world translation sce-
narios.

4. Evaluation and Results

Our experiments spanned a range of scenarios,
each designed to evaluate different factors of model
behavior and performance. We explore the impact
of dataset size, data augmentation techniques, and
fine-tuning strategies on model performance, lever-



Experiment ID Experiment Type Training Dataset Dataset Size | Number of Steps | Val loss | Val BLEU
1 Dev Only FT Dev Only 1k 5k 3.567 0.234
2 Dev Only FT Dev Only 1k 10k 4.526 0.254
3 Madar + Dev FT Madar and Dev 80k 85k 0.194 0.855
4 GPT4 Generated Test Dataset 1k - - -
5 Augmented Data with GPT4 + Dev FT Dev + GPT generated 2k 4.5k 2.228 0.248
6 Augmented Data with GPT4 + Dev FT Dev + GPT generated 2k 6k 2.523 0.255
7 Augmented Data with GPT3.5 + GPT4 + Dev FT | Dev + GPT generated 3k 2k 1.658 0.241
8 Augmented Data with GPT3.5 + GPT4 + Dev FT | Dev + GPT generated 3k 4k 1.732 0.237

Table 2: Summary of Experiments Results - Evaluation Metrics

Experiment ID Experiment Type Training Dataset Dataset Size | Number of Steps | Test BLEU
1 Dev Only FT Dev Only 1k 5k 0.215
2 Dev Only FT Dev Only 1k 10k 0.215
3 Madar + Dev FT Madar and Dev 80k 85k 0.172
4 GPT4 Generated Test Dataset 1k - 0.171
5 Augmented Data with GPT4 + Dev FT Dev + GPT generated 2k 4.5k 0.222
6 Augmented Data with GPT4 + Dev FT Dev + GPT generated 2k 6k 0.226
7 Augmented Data with GPT3.5 + GPT4 + Dev FT | Dev + GPT generated 3k 2k 0.205
8 Augmented Data with GPT3.5 + GPT4 + Dev FT | Dev + GPT generated 3k 4k 0.208

Table 3: Summary of Experiments Results - Test Metrics

aging both synthetic and real-world data sources.
Additionally, we provide an error analysis frame-
work to further understand the predictions and their
limitations. All these experiment results are chosen
based on the best epoch results of both validation
loss and BLUE and they are fully summarized in
Table 2 for validation set and Table 3 for blind test
set.

Augmentation Method Effectiveness: Experi-
ments 1 and 2 demonstrate pre-augmentation out-
comes, achieving a 21.5% score post-training over
5k and 10k steps, respectively. With augmenting
the training data with GPT4-generated samples (Ex-
periments 5 and 6) demonstrated notable improve-
ments in both evaluation and test BLEU scores
achieving 22.6% as best score among others and
compared to the baseline. This suggests that aug-
menting the dataset with diverse synthetic data can
effectively enhance the model’s performance, po-
tentially by exposing it to a wider range of linguistic
variations and nuances.

Impact of Dataset Size: The study, Experiment
3, used the larger Madar dataset Bouamor et al.
(2018) and development dataset to achieve an im-
pressive evaluation BLEU score of 85.5%. How-
ever, this performance did not extend to unseen test
sets, where the score dropped to around 17.1%.
The high score was observed when the 80K dataset
was divided into training and validation sets, sug-
gesting overfitting or overlap. The study highlights
the importance of dataset composition and parti-
tioning in model training, as larger datasets may
not predict effectiveness on unseen data due to
potential domain mismatches or differences in data
distribution.

Untuned GPT-4 Translation Performance, ex-
periment 4, which utilizes predictions directly gen-
erated by the GPT-4 model without any fine-tuning
has acheived a BLEU score of 17.1%, surprisingly
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yields results comparable to those achieved with
fine-tuned models. This observation suggests GPT-
4’s inherent capability to understand and translate
Arabic dialects, underscoring its potential even in
the absence of task-specific optimization.

Balancing Data Augmentation and Fine-
tuning Experiments 7 and 8, which combined data
from GPT3.5 and GPT4 for augmentation, yielded
mixed results. While the evaluation BLEU improved
compared to the baseline, the test BLEU scores
did not show significant improvement. This sug-
gests that a careful balance between data aug-
mentation techniques and fine-tuning strategies is
necessary to achieve optimal performance across
various datasets and evaluation metrics.

GPT-4-Driven Error Analysis and Feedback,
in our evaluation framework, we implemented a
concise error analysis using four metrics—lexical,
syntactic, semantic, and orthographic—to assess
the translation quality from Arabic dialects to MSA.
By utilizing GPT-4, we analyzed generated transla-
tions for adherence to the original sentences’ mean-
ing and structure, facilitating a targeted assessment
of model performance across diverse dialects. This
methodology enabled us to isolate areas of excel-
lence and deficiency within each model, providing
specific feedback on critical sentences representa-
tive of each dialect.

This strategic approach underscores the pivotal
role of nuanced linguistic analysis in refining trans-
lation models, setting a foundation for subsequent
enhancements. Figure 5 shows some samples of
the performance of our translation models on se-
lected sentences for Experiments IDs of 3, 6 and 8
which show better results among others.

As shown in Figure 5, the error analysis of Ara-
bic dialect experiments reveals that GPT-4 models
consistently maintain high fidelity to the original
sentences’ semantic content, syntactic structure,
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and lexical choice, demonstrating their ability to
translate Arabic dialects to MSA with minimal errors.
However, Experiment 3 (Madar) often diverges from
the source, indicating a potential gap in capturing
the original’s intent. The study emphasizes the
importance of model selection in achieving high-
quality translations of Arabic dialects and suggests
targeted improvements for models struggling with
semantic fidelity.

5. Conclusion

In our study for the OSACT 2024 Shared Task
on translating Arabic dialects to MSA, we lever-
aged AraT5 V2 and data augmentation techniques
with GPT-3.5 and GPT-4, achieving our best BLEU
score of 22.6% with AraT5 V2. This underscores
AraT5 V2’s effectiveness in capturing the linguistic
intricacies of Arabic dialects. Our error analysis
further illuminated the strengths of GPT-4 in en-
hancing translation accuracy across lexical, syntac-
tic, semantic, and orthographic dimensions. These
results not only demonstrate the power of AraT5
V2 in handling Arabic translation tasks but also the
importance of nuanced error analysis in refining
model performance. Moving forward, we aim to
integrate emerging technologies to push the bound-
aries of machine translation for Arabic dialects and
MSA.
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