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Abstract
This paper presents the Dialectal Arabic (DA) to Modern Standard Arabic (MSA) Machine Translation (MT) shared
task in the sixth Workshop on Open-Source Arabic Corpora and Processing Tools (OSACT6). The paper describes
the creation of the validation and test data and the metrics used and provides a brief overview of the submissions to
the shared task. In all, 29 teams signed up, and 6 teams made submissions to the competition’s leaderboard, with
five of them submitting papers to the OSACT6 conference. The teams used a variety of datasets and approaches
to build their MT systems. The most successful submission involved using zero-shot and n-shot prompting of ChatGPT.

Keywords: Machine translation, Dialectal translation

1. Introduction

While Modern Standard Arabic (MSA) serves as
the standardized formal language across the Arab
world, Dialectal Arabic (DA) encompasses various
regional dialects with unique vocabulary and mor-
phology. However, resources for processing DA are
scarce, posing challenges for tasks like machine
translation. To overcome this, researchers have
explored methods such as using MSA as a bridge
language for translation. By pivoting on MSA, the
translation accuracy of highly dialectal Arabic text
into other languages could be enhanced.

The dialect to MSA machine translation shared
task offers an opportunity for researchers and prac-
titioners to tackle the intricate challenge of translat-
ing various Arabic dialects into Modern Standard
Arabic. With the rich linguistic diversity across
Arabic-speaking regions, this task aims to advance
machine translation capabilities and bridge the gap
between colloquial spoken Arabic and the formal
written language. Participants worked on devel-
oping and refining translation models that can ac-
curately and fluently convert dialectal Arabic text
into MSA, making it a crucial initiative for improving
communication and comprehension in the Arabic-
speaking world.

The shared task covers multiple dialects, namely:
Gulf, Egyptian, Levantine, Iraqi, and Maghrebi. For
each dialect, there is a set of 200 sentences written
in both MSA and dialect will be provided for fine-
tuning (validation set), and the testing was done
on a blind set of 1,888 test sentences that cover
all 5 dialects (test set). The participants were free
to use whatever resources at their disposal to train
and fine-tune their systems. In this paper we:

• Describe the dataset and metrics that were
used

• Introduce the common approaches that the
participants used in their submissions

The shared task was run on CodaLab, and the de-
tails of submissions, data formats, and leaderboard
reside there1.

2. Related Work

Several works focused on machine translation from
dialectal Arabic to MSA. For instance, Guellil et al.
(2017) proposed a neural system translating Al-
gerian Arabic (Arabizi and Arabic script) to MSA,
while Baniata et al. (2018) introduced a system
for translating Levantine and Maghrebi dialects to
MSA. The Nuanced Arabic Dialect Identification
(NADI) (Abdul-Mageed et al., 2020, 2021, 2022,
2023) task series is dedicated to addressing chal-
lenges in general Arabic dialect processing. While
the first two versions focused on dialect identifica-
tion and sentiment, the 2023 edition emphasized
machine translation from Arabic dialects to MSA, a
critical yet relatively nascent NLP task. Subtasks 2
and 3 of NADI2023 focused on machine translation
from four Arabic dialects (Egyptian, Emirati, Jor-
danian, and Palestinian) to MSA at the sentence
level. The datasets for these subtasks, named MT-
2023-DEV and MT-2023-TEST, were manually as-
sembled. MT-2023-DEV consists of 400 sentences,
with 100 representing each dialect, while MT-2023-
TEST comprises a total of 2,000 sentences, with
500 from each dialect. For subtask 3 training, par-
ticipants were given the freedom to use additional
datasets, whereas subtask 2 was restricted to uti-
lizing MADAR-4-MT only. The MADAR corpus con-
tains parallel sentences representing the dialects of

1https://codalab.lisn.upsaclay.fr/
competitions/17118

https://codalab.lisn.upsaclay.fr/competitions/17118
https://codalab.lisn.upsaclay.fr/competitions/17118
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25 cities across the Arab world, with translations in
English, French, and MSA (Bouamor et al., 2019a).
Addressing the original dataset’s lack of country-
level labels, a mapping was executed to link the
25 cities to their respective countries, resulting in
the creation of MADAR-18. Furthermore, MADAR-
4-MT integrates dialectal-to-MSA data from four
specific dialects (Egyptian, Emirati, Jordanian, and
Palestinian) extracted from MADAR-18, tailored for
training MT systems in subtask 2.

3. Data and Metrics

3.1. Data

To create the validation and test set, we extracted
2,000 random segments per dialect from the Saudi
Audio Dataset for Arabic (SADA), which is an Ara-
bic audio dataset composed of roughly 650 hours
that are transcribed and annotated with gender
and dialect (Alharbi et al., 2024). For the Gulf
dialect, SADA used finer-grained labels, namely
Najdi, Hijazi, Gulf, Shamali, and Gulf. Thus, we
combined all of them when picking the random
samples. Similarly, we combined Algerian and Mo-
roccan segments for the Maghrebi dialect. Given
the randomly extracted samples, we followed a
two-step process to translate them into MSA. First,
we prompted chatGPT to translate the dialectal
sentences to MSA using the following prompt:
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Translation: Translate the following texts to stan-
dard Arabic. Write the original text followed by the
standard Arabic and separate between with them
with # symbol.

In the second step, we enlisted the help of na-
tive speakers of the different dialects to review the
translations to ascertain their correctness and to
correct the translations as needed. The reviewers
had the option of accepting the translation as is,
editing and accepting, or skipping if: the source di-
alect was different, the source was MSA, or the
source was not comprehensible or translatable.
The reviewing was done using a version of Label
Studio2 on the aiXplain platform3 with the interface
shown in Figure 1. We asked the reviewers to re-
view at least 500 segments. Table 1 shows the
breakdown of the reviewed segments.

As can be seen, we surpassed 500 segments for
all dialects except Iraqi. For all, we randomly picked
200 for validation and used the rest for testing. The
validation set was provided with the ground truth

2https://labelstud.io/
3https://label.aixplain.com

Dialect Total Valid Test
Gulf 786 200 586
Levantine 768 200 568
Maghrebi 543 200 343
Egyptian 514 200 314
Iraqi 277 200 77

Table 1: The breakdown of the reviewed segments.

Figure 1: Reviewer interface

translation, while the test set was provided without
translation. Table 2 shows reviewed samples for
the different dialects.

3.2. Metrics

For evaluation, we elected to use 2 different met-
rics that require ground-truth references, namely
BLEU (Papineni et al., 2002) and Comet DA (Rei
et al., 2022), which reportedly better correlates
with human judgments compared to BLEU. While
BLEU ranges between 0 and 1, with 1 being the
highest possible score, Comet DA ranges between
-1 and 1, with 1 being the highest score. BLEU
was computed using the NLTK toolkit4. Since the
computation of Comet DA is relatively computation-
ally expensive, the computation was done on the
aiXplain platform5.

4. Submissions

Out of the 29 teams that signed up for the shared
task, 6 teams made submissions. The teams used
a variety of datasets and approaches to train their
MT systems. Table 3 showcases the outcomes
achieved by the participating teams.

MBZUAI (Atwany et al., 2024): The MBZUAI
team used the MADAR dataset (Bouamor et al.,
2019b) for training, which includes 95,600 dialectal

4https://www.nltk.org/
5https://platform.aixplain.com

https://labelstud.io/
https://label.aixplain.com
https://www.nltk.org/
https://platform.aixplain.com
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Table 2: Random samples from the validation set

Group BLEU Comet DA
MBZUAI 29.6 0.028
aiXplain 25.2 -0.005
ASOS 22.3 0.004
MSAizer 21.8 0.002
nourrabih 10.1 -0.098
Sirius_Translators 9.6 -0.064

Table 3: Results for teams who submitted results
and papers.

sentences with their corresponding MSA equiva-
lents. The team experimented with a variety of
models including the No Language Left Behind
(NLLB) MT model from Meta, with and without
finetuing, AraT5 with fine-tuning (Nagoudi et al.,
2022), and chatGPT in zero-shot and 3-shot set-
tings. Their team achieved the best results in the
shared task using chatGPT prompting with 29.6
and 0.028 BLEU and Comet DA scores respec-
tively. The nourrabih team seems to have merged
with the MBZUAI team.

aiXplain (Abdelaziz et al., 2024): The aiXplain
team used two training datasets, namely the
NADI dataset (124,000 sentences) (Derouich et al.,
2023) and segments that were extracted from the
SADA dataset and automatically translated to MSA
using chatGPT 3.5 (1,027,153). For the MT model,
they used two different neural MT toolkits, namely
MarianMT (Junczys-Dowmunt et al., 2018) and
Joey NMT (Kreutzer et al., 2019). Their best re-
sults were 25.2 and -0.005 for BLEU and Comet
DA respectively on the test set.

ASOS (Nacar et al., 2024): The ASOS team em-
ployed data augmentation techniques utilizing GPT-
3.5 and GPT-4 to increase the validation set size
from 200 to 600 examples per dialect. They lever-
aged a dataset comprising 3000 samples (600 for
each of the 5 dialects) for fine-tuning AraT5 v2.
Their top-performing results on the test set were
22.3 for BLEU and 0.004 for Comet DA.

MSAizer (Fares, 2024): The MSAizer team fine-
tuned the AraT5 model using four different datasets.

Three of these datasets consisted of dialect to
MSA pairs, namely: MADAR (95,600 sentences)
(Bouamor et al., 2019b), NLC (120,600) (Krubiński
et al., 2023), and PADIC (41, 680) (Meftouh et al.,
2015). The fourth dataset was created by back-
translating sentences from MSA, using a subset
of OPUS data (965, 020) (Tiedemann, 2012). The
final training dataset comprised 700,386 dialect-
MSA sentence pairs. Their best results on the test
set were 21.79 BLEU and 0.002 for Comet DA,
respectively.

Sirius_Translators (Alahmari, 2024): This
teams used 5 different datasets to train an
MT model, namely MADAR (95,600 sentences)
(Bouamor et al., 2019b), PADIC (32,060) (Meftouh
et al., 2018), Dial2MSA (60,277) (Mubarak, 2018),
Arabic STS (5,516) (Al Sulaiman et al., 2022), SA-
DID (5,994) (Abid, 2020). For translation, the
team fine-tuned multiple AraT5 models, namely
AraT5 base, AraT5v2-base-1024, AraT5-MSA-
Base, and AraT5-MSA-Small, with AraT5v2-base-
1024 (Nagoudi et al., 2022) achieving the best
results with 9.6 and -0.064 for BLEU and Comet
DA respectively on the test set.

5. Conclusion

In this paper, we presented the dialectal Arabic
to MSA translation shared task for OSACT6. The
validation and test data for the shared task were
prepared using a combination of LLM-based auto-
matic translation and human verification and cor-
rection. In all, 29 teams signed up for the shared
task, with 6 of them making submissions to the
competition’s leaderboard and 5 of them submit-
ting system papers. Two main themes appeared in
the submission, namely: using LLMs for data aug-
mentation and creation, and finetuing either NMT
models or LLMs (most notably AraT5) for transla-
tion. The best results were attained using LLMs,
specifically chatGPT, using zero-shot and n-shot
prompting.
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