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Abstract
Moral values significantly define decision-making processes, notably on contentious issues like global warming. The
Moral Foundations Theory (MFT) delineates morality and aims to reconcile moral expressions across cultures, yet
different interpretations arise, posing challenges for computational modeling. This paper addresses the need to
incorporate diverse moral perspectives into the learning systems used to estimate morality in text. To do so, it explores
how training language models with varied annotator perspectives affects the performance of the learners. Building
on top if this, this work also proposes an ensemble method that exploits the diverse perspectives of annotators to
construct a more robust moral estimation model. Additionally, we investigate the automated identification of texts that
pose annotation challenges, enhancing the understanding of linguistic cues towards annotator disagreement. To
evaluate the proposed models we use the Moral Foundations Twitter Corpus (MFTC), a resource that is currently the
reference for modeling moral values in computational social sciences. We observe that incorporating the diverse
perspectives of annotators into an ensemble model benefits the learning process, showing large improvements in the
classification performance. Finally, the results also indicate that instances that convey strong moral meaning are
more challenging to annotate.

Keywords: moral foundations theory, language models, perspectivism

1. Introduction

The language we use mirrors our thoughts, emo-
tions, values, and cultural background, shaping
our interactions with others. The proliferation of on-
line communication platforms and social media has
empowered individuals to voice and disseminate
their opinions on contentious issues rapidly and
to a larger audience. Under these circumstances
it is relevant to assess the attitude of individuals
towards certain topics of interest. Moral values play
an essential role in shaping our decision-making
process, particularly when addressing contentious
subjects. When dealing with issues such as global
warming or political regulations, individuals refer-
ence their moral value system, consciously or sub-
consciously. The Moral Foundations Theory (MFT)
has been developed to interpret the concept of
morality across diverse cultures (Haidt and Joseph,
2004), outlining five core foundations: care, fair-
ness, loyalty, authority, and sanctity. The MFT has
benefited from refinement with the addition of a
sixth foundation: liberty (Haidt, 2012).

Despite being recent, the MFT is currently a
well-established theory in psychology and the so-
cial sciences. Besides, it has found broad accep-
tance in the field of computational social science
due to the creation of a clear taxonomy of values
and the development of several computational re-
sources, such as the Moral Foundations Dictio-
nary (MFD) (Graham et al., 2009), which serves

as a central resource for natural language process-
ing applications. The creators of the MFD report
some challenges involved in the construction pro-
cess of such a resource since linguistic, cultural
and historical contexts influence language usage.

Attending to the nature of moral values, the MFT
has been designed with the idea of harmonizing the
variety of moral expressions across different cul-
tures. That is, the MFT models innate foundations
that are common to different cultures. Of course,
this also means that different cultures and thus,
individuals will instantiate the moral foundations dif-
ferently under the same circumstances. This shows
one of the key challenges of generating comput-
ing models of the MFT: considering different moral
perspectives on the same topic.

While the current datasets and lexicons (Hoover
et al., 2020; Trager et al., 2022) do consider the
annotations of different individuals, ultimately these
annotations are treated in an aggregated manner
(i.e., using a voting mechanism) and do not ex-
plore the richness introduced by a diverse set of
annotators. This lack of understanding of moral-
ity computational models introduces a severe bias
that can influence individuals (Krügel et al., 2023).
Moreover, recent works highlight the necessity of
considering a diverse set of annotations simultane-
ously, without recurring to aggregations that lose
relevant information (Cabitza et al., 2023). In light
of this, this work explores the information contained
within a set of annotators when modeling morality
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in an attempt to shed light on such a relevant issue.
Thus, we explore the effect of considering the

views from several annotators in an already anno-
tated moral dataset, the Moral Foundations Twitter
Corpus (MFTC) (Hoover et al., 2020). In doing so,
this paper investigates the impact of training differ-
ent language models with the perspective of each
annotator and then combining these models in an
ensemble fashion. Additionally, the task of assess-
ing whether an instance is particularly challenging
to annotate is considered, providing further insight
into the language usage of this type of text.

To frame the contributions of the paper, we
explore the following research questions (RQs).
RQ1: To what extent can the diversity of views
in moral annotations be useful for automated
moral assessments? This work examines the
variance of the annotations of the MFTC, training
different language models with different annota-
tions. Using these trained models, we explore the
effect of this additional knowledge in the framework
of automatically estimating morality in text.

Following, we also inspect RQ2: Is it possible
to automatically assess whether a text is chal-
lenging to annotate? This question reflects on the
characteristics of texts where annotators diverge
in their ratings, offering a basis on which we can
understand the difficulties of evaluating moral foun-
dations. In this sense, this paper evaluates the
performance of several models in the task of pre-
dicting whether a text is challenging to annotate,
using the disagreement that the annotators of the
MFTC have shown.

The rest of the paper is structured as follows.
Section 2 describes the fundamentals of the Moral
Foundations Theory (MFT) and how it has been
previously addressed from a computational per-
spective. Section 3 presents the data and method-
ology used in this work. Next, the experimentation
is detailed in Section 4. Finally, the conclusion and
future work is delineated in Section 5.

2. Background

In this section, we summarize key concepts and
methodologies for our research. First, we explore
the Moral Foundations Theory (MFT), which rep-
resents the underlying principles that influence hu-
man moral judgments in diverse cultural contexts
and resources such as the Moral Foundations Dic-
tionary (MFD). We also discuss the application of
these resources in computational models, includ-
ing the use of prompts, which has demonstrated
the potential to enhance the comprehension and
generation of texts.

2.1. Moral Foundations Theory
Previously, it has been mentioned that the Moral
Foundations Theory (MFT) describes, through the
definition of several foundations, common axes
to measure morality across diverse cultures and
sensibilities. In this work, we study the five basic
foundations (Haidt and Joseph, 2004). Care/harm:
This foundation relates to our capacity to em-
pathize with and perceive the pain of others. It
encompasses virtues such as kindness, gentle-
ness, and nurturance. Fairness/cheating: This
foundation underscores the virtues of justice and
rights. Royalty/betrayal: manifests the principles of
solidarity. It embodies virtues like patriotism and
willingness for group-oriented self-sacrifice. Au-
thority/subversion: This foundation emphasizes
virtues associated with leadership and follower-
ship. It entails deference to esteemed authority
figures and reverence for traditional norms. Pu-
rity/degradation: This foundation emphasizes as-
pirations for elevated living, often found in reli-
gious narratives. It encompasses virtues of self-
discipline, self-improvement, naturalness, and spir-
ituality.

We have already covered that one of the main
reasons the MFT has become so popular in com-
putational social sciences is the development of
the Moral Foundations Dictionary (MFD) (Gra-
ham et al., 2009). This lexical resource, based
on the known Linguistic Inquiry and Word Count
(LIWC) (Tausczik and Pennebaker, 2010), covers
a basic annotation of lemmas and how they con-
vey meanings toward the moral foundations. While
this resource has been crucial for the development
of computational models of morality, it is not with-
out limitations. Among the notable limitations of
the MFD are: (i) a limited number of tokens; (ii)
inclusion of “radical” lemmas seldom encountered
in everyday language, such as “homologous” and
“apostasy”; and (iii) classification based on a moral
bipolar scale denoting vice and virtue, lacking any
indication of “strength.”

Concerning the dataset we use in this work, the
Moral Foundations Twitter Corpus has been used
in several scientific studies and natural processing
tasks whose work is based on the MFT (Graham
et al., 2013) and the MFTC as a reference to eval-
uate distinct moral narratives in natural language
texts. On one hand, this was used to study how a
moral lexicon (Araque et al., 2020) can be exploited
at the document level using different machine learn-
ing and engineering techniques, obtaining better
results in the detection of morality in text. On the
other hand, Guo et al. (2023) propose a refinement
model that uses Sentence-BERT embeddings to
capture moral information, investigating the perfor-
mance, generalisation and transferability of moral
embeddings with a specific focus on how these
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embeddings can improve the accuracy of moral
classifiers. Finally, Liscio et al. (2022) perform
an extensive investigation on the effects of cross-
classification of moral values in text, comparing a
deep learning model on seven different domains.

2.2. Prompts for inserting knowledge
The utility of pre-trained language models for a
large variety of natural language processing ap-
plications is clear due to its success and popu-
larity (Han et al., 2021). In this regard, language
models show characteristics in their internal rep-
resentations and behaviors that indicate that are
they capable of generating a depiction of moral
concepts (Scherrer et al., 2023; Fitz, 2023). For
example, it has been found that language models’
internal representations induce a moral dimension
that, in principle, could be utilized by the model (Fitz,
2023). We argue that this kind of morality knowl-
edge can be exploited to assess moral values in
text.

Following on the previous, one common method
to control the output of a language model is to steer
their generation process through prompts. Prompts
are instructions or fragments designed to guide the
model during the performance of a specific task.
Although this approach has not been previously
used in the context of moral values assessment, we
build on the evidence of positive results obtained
in other tasks using pre-trained models such as
BERT (Luo et al., 2022).

For an comprehensive review on the use of
prompts, please consult the work of Liu et al.
(2023).

3. Data and Methods

As described, this work pursues to gain insights into
how an already annotated dataset can be used to
characterize different perspectives in the process
of annotating moral values in text. This section
describes the dataset used in the experimentation
(Sect. 3.1) and the methods designed to explore
the knowledge of the annotations (Sect. 3.2).

3.1. Dataset
To perform the experiments detailed in Section 4,
we have used the Moral Foundations Twitter Corpus
dataset (Hoover et al., 2020) and its corresponding
annotations. It is structured into seven subsets of
data, each addressing distinct and socially relevant
discursive topics. The corpus has been labelled
by various annotators; it is composed of a consid-
erable size of tweets (approximately 35 thousand
) and a diversity of ideas in various social move-
ments, from politics and human rights to natural
disasters. These aspects provide a comprehensive

view of how morality is reflected in different social
media, thus making it a benchmark for machine
learning tasks such as multi-labelled morals.

Originally, the dataset consists of seven different
subsets that contain Twitter messages pertaining
to different societal issues: All Lives Matter(ALM),
Black Lives Matter (BLM), Baltimore, Davidson,
Election, MeToo Movement (MT) and Sandy. We
work with 6 of them, which are available online1.
These are the following: All Lives Matter (ALM),
related to ‘All Lives Matter’ Movement; Black Lives
Matter (BLM), related to ‘Black Lives Matter’ Move-
ment; Baltimore, related to the Baltimore protest
following the death of Freddie Gray in US; Davidson,
texts collected by Davidson et al. (2017) for hate
speech and offensive language research; Election,
tweets about the 2016 US presidential election; and
Sandy, related to Hurricane Sandy in 2012.

This set of human-annotated English tweets has
labels of moral foundations in 10 classes distin-
guishing between vice and virtue for each moral
trait, including a ‘non-moral’ class. Tweets were
tagged following the MFT, described in Section 2.1,
and each domain was evaluated by at least three
trained annotators as set out in the original label-
ing guide (Hoover et al., 2017), which has been
designed as a comprehensive manual that estab-
lishes common practices and clear guidelines for
the identification of moral sentiments expressed in
texts. Despite the training given to annotators, the
authors put emphasis on the use of personal views
even if they diverged from common values, increas-
ing the variety in the annotations. Each tweet was
therefore labelled with an indication of the pres-
ence or absence of each virtue and vice or using a
‘non-moral’ label.

In this study, a basic pre-processing and sub-
sequent tokenization has been carried out to the
data, as required by this type of transformer model.
Numbers, punctuation marks, symbols, usernames,
URLs, and emoticons were removed, and stop-
words were preserved. The final label for each text
was obtained by aggregating the labels of several
annotators using the majority vote as the true class,
resulting in the distribution of morality found in each
dataset and reflected in Table 1.

To assess the overview of different annotators,
we set each annotator’s label to the corresponding
text the person had annotated. Table 5 shows the
final distribution of labels per annotator.

One observable concern is the imbalance to-
wards the ‘non-moral’ class, where in Davidson
and Baltimore cases, they are approximately 90%
of the total. Although we use the original data to
take advantage of the largest dataset, these limita-
tions were taken into account when analyzing the
results and reflecting on the conclusion.

1https://osf.io/k5n7y/

https://osf.io/k5n7y/
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Dataset C/H F/C L/B A/S P/D NM
ALM 1,314 723 408 274 182 585
BLM 1,048 934 528 491 253 1,040
Baltimore 434 292 895 120 37 2,366
Davidson 447 130 319 1,039 118 2,784
Election 798 736 286 177 349 2,019
Sandy 708 708 1,010 519 560 291

Table 1: Distribution of foundations presence in all
data domains. The column names are encoded
as follows. C/H: care/harm, F/C: fairness/cheating,
L/B: loyalty/betrayal, A/S: authority/subversion, P/D:
purity/subversion, NM: non-moral.

3.2. Methodology
To satisfy the research questions previously raised
(see Sect. 1), this work studies (i) how the infor-
mation of the disagreement among annotators can
be exploited, as well as (ii) the characteristics of
what constitutes an instance prone to be subject to
disagreement.

For all experiments, we have used Bidirectional
Encoder Representations from Transform-
ers (BERT) (Devlin et al., 2018)2 as the base
model. Given the unbalance of the data labels
and its effect on the performance in the classi-
fication tasks, all results are reported using the
macro-averaged F-score.

Regarding the model specifications, it was
used the pre-trained BERT model bert-base-
uncased along with its corresponding tokenizer.
Each model was trained for 15 epochs, using a
batch size of 32 and learning rates of 0.01 and 2e5
respectively.

Diversity exploitation. Regarding the first chal-
lenge, this work proposes an evaluation that probes
the utility of understanding the moral views of the
different annotators. In this regard, we first assess
the variety of the annotators by training a model
that predicts the moral of the text as judged by each
annotator. As Figure 1 illustrates, we fine-tune a dif-
ferent instance of the same model using as training
labels the annotations expressed by each annota-
tor. In this way, we intend that each captures the
particularities and views of each annotator. Addi-
tionally, we evaluate the classification performance
of each of these models, which can offer further
insights into the consistency of the annotations.

Following, a supplemental evaluation is done. To
predict the aggregated label of each data instance,
we use the previously fine-tuned models trained on
the specific annotations of each annotator and the
corresponding text.

2https://huggingface.co/google-bert/
bert-base-uncased

...
1 2 n

Model 1 Model 2 Model n

Figure 1: Fine-tuning procedure where models are
trained with the specific annotations of n different
annotators.

To carry out this evaluation, we decided to ex-
plore the use of a prompt-based approach adding
the predictions of each fine-tuned model as addi-
tional information alongside the original text. Then,
a second training was performed using the enriched
dataset to analyse how it contributed to the perfor-
mance of the model in the classification task. This
is shown in Figure 2.

The choice of this strategy is based on the proven
effectiveness of these models in natural language
understanding and leveraging the ability to cap-
ture semantics, incorporating multiple perspectives
through the predictions of morals provided by dif-
ferent annotators. We believe that this approach
could provide a more complete and refined view of
the moral dimensions present in the data, which in
turn could improve the performance of models on
the moral classification task.

Feeding the model in a consistent way with
the perspectives of each annotator enriches the
dataset by providing it with additional information
about each text, especially about the different
model perspectives it may contain. Taking into
account the limitation of choosing the prompt tem-
plate manually due to the numerous possibilities
and choosing the one that maximises the perfor-
mance of the model, a structure has been used that
reflects as clearly as possible that the additional in-
formation conveys the view of different annotators.

During the evaluation of diversity explained
above, the predictions of each model were used
for each data instance and annotator. These pre-
dictions were added to the standardised prompt
at the input, following the structure: ‘The text {. . . }
has been annotated by different annotators with the
following moral values { m1, m2, . . .mn }’, where
{. . . } is the original input and { m1, m2, . . .mn } is a
concatenation of the annotations for the text.

By providing these, we can better align the pre-
dictions with the characteristics and evaluation fea-
tures of each text, improving the accuracy and con-
sistency in the prediction of the aggregated labels.
Once the new inputs were obtained, the training of
the BERT model was performed, and the results
were compared with the base training.

Thereby, we propose that having an overview

https://huggingface.co/google-bert/bert-base-uncased
https://huggingface.co/google-bert/bert-base-uncased
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Figure 2: Proposed ensemble method that com-
bined the predictions on the different perspectives
of the base models with the textual intput through
a prompt approach.

of each of the annotator’s subjective perspectives
can aid in the overall estimation of morality in text.
To assess this, this work compares the ensemble
method to the baseline of estimating morality us-
ing solely the text. These models, as shown in
Figures 1 and 2, are thoroughly evaluated in Sec-
tion 4.1.

Disagreement estimation. To address the sec-
ond research question, we propose the use of a
learning model to assess whether a text is chal-
lenging to annotate. This task is oriented to ex-
ploit the information inherent in the disagreement
among annotators, where some instances will show
a high agreement and other instances’ content will
be harder to annotate. This proposition follows the
ideas presented by (Basile, 2020) in the sense that
it is an attempt to consider all different perspec-
tives contained within the original annotations in a
machine learning setting.

In this way, we fine-tune a different instance of
a BERT model for each dataset, having as label
the level of disagreement of the data instance. To
facilitate the analysis, we have considered a binary
approach so that each instance can be considered
as either challenging to annotate (i.e., that shows a
high disagreement among annotators) or not. Thus,
in this proposal, the learning models perform a bi-

nary classification task: given a document, predict
whether the instance is challenging to annotate.

To assess if a given instance is positive or neg-
ative under the mentioned distinction, we define
a divergence metric that allows us to encode this
idea of agreement among annotators. More for-
mally, consider a set of annotations for a given data
instance A = {a1, a2 · · · aN}; we then define a mea-
sure of agreement among annotators. Thus, the
agreement for annotator i is defined as:

gi =
1

N

∑
i ̸=j

ai == aj (1)

where N is the number of annotations. The ==
operation returns a value of 1 if ai = aj , and a
value 0 otherwise. Naturally, gi encodes the num-
ber of times that annotator i agrees with the rest
of the annotators for that data instance. Thus,
g = {g1, g2, · · · , gN} Following, we define the di-
vergence metric as the opposite of the previous:

d = 1− g

max(g) (2)

where d ∈ [0, 1]. The closer d is to 0, the less
divergent the instance (i.e., the more agreement
among annotators); conversely, the closer d is to
1, the higher disagreement in the annotations we
observe. Therefore, we utilize the divergence met-
ric d as a measure to identify instances that are
challenging to annotate.

Since we are modeling the problem through a
binary approach, a threshold concerning the diver-
gence metric has been defined. Thus, we consider
an instance to be challenging to annotate if d ≥ dth.
Section 4.2 describes how this threshold has been
estimated.

Finally, to study the characteristics of the lan-
guage in documents that have diverging annota-
tions, we use the SHapley Additive exPlanations
(SHAP) method (Lundberg and Lee, 2017). Such
a method assigns an importance score to each of
the features considered for an specific prediction.
These SHAP values allow us to inspect the learn-
ing models trained, inspecting how the language
affects the decision on the disagreement of a doc-
ument.

To perform this analysis, we extract the SHAP
values of all models trained, aggregating them to
obtain a whole overview of the classification pro-
cess. To do so, we extract the SHAP values for all
words in all documents, aggregating them into a
set of values for each word considered.

These evaluations, which address the estimation
of disagreement, are described in Section 4.2s.
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4. Experimentation

In this section, we present the results obtained.
Concretely, Section 4.1 focuses on both the indi-
vidual performance of the fine-tuned models ac-
cording to different annotators and the impact of
using these predictions as additional knowledge
for morality prediction. Following, Section 4.1 de-
scribes the analysis done on the modeling of agree-
ment among annotators.

4.1. Annotation diversity exploitation
Firstly, Table 2 presents the results of the perfor-
mance evaluation of the models on each dataset
and for each annotator, comparing them to the
baseline results.

Dataset Annot. Baseline F1-Score

ALM

00

64.71

13.46 (-51.24)
01 60.52 (-04.18)
02 26.22 (-38.48)
03 79.35 (+14.64)

BLM

00

85.46

79.44 (-06.01)
01 79.38 (-06.07)
02 37.94 (-47.51)
03 83.05 (-02.40)
04 83.55 (-01.90)

Baltimore

02

42.58

40.17 (-02.40)
13 39.59 (-02.98)
14 49.54 (+06.96)

Davidson
05

15.84
15.21 (-00.62)

06 15.50 (-00.33)
07 14.64 (-01.19)

Election

00

61.11

58.40 (-02.70)
02 32.24 (-28.86)
03 65.57 (04.46)
04 70.81 (09.70)

Sandy
09

55.73
56.58 (00.85)

10 52.73 (-02.99)
11 48.49 (-07.23)

Table 2: Results of the classification performance
in predicting the moral as judged by the different
annotators.

It can be observed that there is significant vari-
ability in performance across different datasets
and between different annotators. One relevant
observation is that better results are found in the
cases where there is a more balanced distribution
of classes. Additionally, we argue that the inter-
pretation of moral values may depend significantly
on the context and domain of the text, which can
influence the consistency and accuracy of different
annotator’s labels.

In general, the results only diverge slightly from
the baseline results, except for annotator 00 in the
ALM dataset, where it performs much worse. The

pronounced disparities observed in some cases are
mainly due to the amount of data labelled by these
annotators. An insufficient number of examples
prevents the model from accurately learning and
predicting the labels assigned by these annotators.

The lowest metric values are observed in the
Davidson dataset. This is likely due to class imbal-
ance and subjectivity in the interpretation of moral
values in this specific context. In the Davidson case,
approximately 60% of the labelled data was identi-
fied as ‘non-moral’. For more details on the class
distributions for each annotator, see Table 5.

Finally, as reflected in Table 3, in terms of the
model’s performance when using prompts, a signifi-
cant improvement in the classification performance
was obtained in all domains compared to the base-
line model without prompts. This suggests that the
choice of prompt and additional information on dif-
ferent perspectives can influence and improve the
results.

The incorporation of this additional information
has effectively provided more contextual cues, al-
lowing the model to better understand and classify
morality in different texts across various domains.
Moreover, the observed improvements in F1 scores
highlight the effectiveness of leveraging diverse per-
spectives from annotators. By adding these into the
training process, the model becomes more efficient
at recognizing moral nuances present in texts. How-
ever, it’s remarkable that while the prompt-based
approach has led to considerable enhancements,
certain domains, like Davidson, still present chal-
lenges for accurate classification. Overall, the suc-
cess of using prompts underscores the significance
of contextual information and diverse perspectives
in morality estimation tasks.

F1-score
Baseline Prompting

ALM 64.71 88.74
BLM 85.46 95.82
Baltimore 42.58 76.32
Davidson 15.84 66.03
Election 61.11 88.22
Sandy 55.73 86.44

Table 3: Evaluation of the addition of different per-
spectives in training. The F1-Score results are
compared with baseline results in all domains.

4.2. Disagreement estimation
As described in Section 3.2, we study the nature
of the disagreement among annotators by training
a learning model to predict whether a given text is
challenging to annotate. By approaching the issue
in this manner, we are operating on the basis that
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annotators diverge in their annotations driven by
certain characteristics of the texts they are annotat-
ing.

Firstly, we have defined a threshold dth on the
divergence metric that allows us to distinguish
whether a text is challenging to annotate. Figure 3
shows the evolution of the percentage of positive
instances, that is, instances that show a divergence
metric where d > dth. Based on the distributions
of the d metric along all datasets, we manually set
this threshold to dth = 0.7. As can be seen, the
majority of the distributions in the figure suffer an
abrupt decline when the threshold is at the indicated
number.
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Figure 3: Percentage of instances considered to
be challenging (vertical axis) to annotate with the
divergence metric (horizontal axis).

Following this, fine-tuning and evaluation of the
learning models has been performed. We have
trained a different instance of the same model for
each of the data domains in an attempt to capture
the specific characteristics of each domain. To
avoid the negative effect of the imbalance of the
two classes considered, we balanced the resulting
data by randomly sampling the majority class. The
results of such an experiment are shown in Table 4,
including the number of derived instances for each
data domain.

It is clear, attending to the results, that in some
cases the classifier is able to distinguish the diver-
gent instances (i.e., the instances where annotators
show a higher divergence metric). These cases
include the BLM, Baltimore, and Election domains,
with the highest performance metrics. In contrast,
in the ALM, Davidson, and Sandy domains, the
classifiers are not able to properly discern the diver-
gence of the data instances, although for ALM and
Sandy the f-score reaches 58%. This dissimilar
behaviour among domains is a consistent result:
as studied previously by Liscio et al. (2023), the
differences in the domains of the Moral Founda-

Acc. F1-
score

Neg.
inst.

Pos.
inst.

ALM 58.55 58.36 94 99
BLM 68.94 68.49 120 115
Baltimore 79.26 79.25 402 355
Davidson 48.17 47.75 442 403
Election 71.61 71.39 272 288
Sandy 58.82 58.81 180 177

Table 4: Evaluation in the task of predicting whether
a text is challenging to annotate with morality. Ac-
curacy, macro averaged F-score, and the number
of negative and positive instances are reported.

tions Twitter Corpus (MFTC) do affect the quality
of prediction tasks.

Overall, these positive results are a clear indi-
cation that there are language cues that indicate
to the learners whether a text is prone to be chal-
lenging to annotate. Since these language signals
are sure to vary with the domain of annotations,
we seek to gain a better understanding of this pro-
cess. To do so, as described in Section 3.2, we
use SHAP to inspect how the learners analyse the
text in terms of divergent annotations. In this study,
we have aggregated the SHAP values from all data
domains, as we aim to obtain a general view of this
process rather than a specific examination of each
domain’s particularities.

Figure 4 shows the results obtained from a selec-
tion of the tokens that have the highest relevance
for either the negative or positive classes. Tokens
with negative SHAP values are relevant for detect-
ing the negative class (i.e., instances that show low
disagreement), while tokens with positive SHAP
values are related to detecting the positive class,
where the disagreement is higher.

We observe that the tokens with negative SHAP
values are generally words with semantics not per-
tinent to morality and innocuous in terms of societal
or cultural issues. Interesting examples of these
terms are photo, wonderful, green, internet or ba-
bies. This is an intuitive result since annotators will
generally agree within texts that do not convey a
strong moral or cultural position. In contrast, tokens
with positive SHAP values tend to express strong
moral significance. Some examples of these words
are democrats, evil, god, duty, racism, homo (from
homosexuality), and respect. Again, this can be ex-
plained if we consider that annotators will disagree
more frequently when assessing documents that
include morally and culturally stronger positions. In-
terestingly, some tokens with higher positive SHAP
values revolve around polemic or even harmful mat-
ters such as religion, sexual practices, and racism.

To better understand the insights obtained by
this last study, we include some interesting exam-
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ples of texts that show the characteristics found
through the SHAP analysis. For instance, the fol-
lowing text, contained in the All Lives Matter (ALM)
dataset, “’#blacklivesmatter is for unity equality re-
spect between races all lives matter ignores the
truth of injustice to claim reverse racism’” has been
annotated with the foundations care, loyalty and
fairness by the different annotators, which indicate
that the annotators have identified different founda-
tions in the text, although all of them are virtues as
defined in the MFT.

Another instance, extracted from the Sandy do-
main, is as follows: “Sandy is god’s way of saying
ignoring climate change is equal to saying you are
willing to destroy my creation”. This text has been
annotated with the foundations of authority, purity,
and fairness. While the purity and authority an-
notations probably reference the religious content,
the debatable fairness annotation may relate to a
sense of divine justice, alluded to in the original
message.

5. Conclusion

This paper explores the effect of diverse human
annotations in the context of computationally mod-
eling moral foundations through the Moral Foun-
dations Theory. Under the lenses of perspec-
tivism (Cabitza et al., 2023) 3, we explore a known
dataset in the field of moral value estimation, the
Moral Foundations Twitter Corpus. This dataset
contains annotations from different annotators that
are commonly aggregated. This work investigates
the effect of separately considering the perspec-
tives of the annotators toward morality.

Concretely, we raise two research questions
(RQs) that are thoroughly studied in this work.
Firstly, RQ1 inspects the effect of exploiting the
diversity of annotators’ perspectives for automated
moral estimation. In this regard, we have shown
that the different annotators do highly impact the
quality of the predictions if taken in isolation. At-
tending to this, it is clear that the diversity of annota-
tors and domains are variables to take into account
when generating new data repositories. In contrast,
the experiments show notable and consistent im-
provements in the classification performance when
adding the predictions of models trained to estimate
individual annotators’ perspectives into an ensem-
ble model. Such a positive result motivates future
research on harnessing diverse perspectives into
learning systems.

Secondly, RQ2 proposes the task of estimating
whether a data instance is challenging to anno-
tate. That is, if an instance generates disagreement
among annotators. Through this task, we intend to

3The perspectivist data manifesto: https://pdai.
info/.
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Figure 4: SHAP values of interesting tokens. Posi-
tive values indicate relevance towards the positive
class, while negative values indicate otherwise.

analyse the linguistic cues that indicate disagree-
ment factors. The experiments show that the ability
to estimate disagreement can achieve high perfor-
mance scores but varies across domains, indicat-
ing considerable variance. By doing a subsequent
analysis using SHAP values, we have discovered
that the disagreement instances tend to contain
strong moral, political, or cultural meanings. On
the contrary, instances where annotators typically
agree normally contain more neutral language.

Addressing the limitations of the work, we eval-
uate the ensemble method using an aggregated
label for moral values. Oddly, this challenges one
of the principles of the perspectivism movement,

https://pdai.info/
https://pdai.info/
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which states that traditional golden labels should
be avoided, thus taking into account the diversity of
views from annotators. This part of the proposed
evaluation does simplify the challenge of moral es-
timation for the ensemble method due to the large
complexity involved in designing a model that pre-
dicts over such a substantial set of target labels (i.e.,
all possible combinations of moral foundations for
each of the annotators). Future work should tackle
this issue by modeling the prediction objective more
tractable.

Another limitation of the work is related to our
definition of what constitutes a divergent instance.
We have defined a straightforward metric that aids
in defining a learning problem related to disagree-
ment. In this regard, future work should investigate
this direction, further defining the divergence of an-
notated documents and how we can handle them.
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7. Appendix

Table 5 describes the distributions of moral annota-
tions for each annotator and data domain.

After a first analysis of the different annotations in
the texts, it was observed that there was a disparity
in the amount of data labelled by each annotator.
In order to ensure a correct comparison, we initially
used the intersection of instances annotated by all
the annotators. However, this strategy faced the
challenge of dealing with very small datasets due
to annotators with minimal contributions. Thus, to
overcome this problem four annotators from differ-
ent domains were removed.

For ALM dataset, annotator00 was excluded be-
cause only 94 instances were labelled, which is a
considerable lower proportion in comparison to the
3486 instances from the original dataset. In the
case of Baltimore dataset, annotator12 and annota-
tor15 were also discarded for their low contribution.
Finally, in Davidson dataset, annotator08 was re-
moved because their annotations consisted in 1
instance.

Removing these annotators was done to prevent
the datasets from being too small and negatively
impacting the training process. In the case of Balti-
more dataset, when all the annotators were consid-
ered, the data was reduced from 4144 examples to
402, resulting in significant missing data and poor
metrics in performance. Excluding annotator 12
and 15 results in a large dataset formed by the

intersection of 3528 examples, leading to better
model performance.
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