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Abstract

We propose a novel clustering pipeline to detect
and characterize influence campaigns from doc-
uments. This approach clusters parts of docu-
ment, detects clusters that likely reflect an influ-
ence campaign, and then identifies documents
linked to an influence campaign via their asso-
ciation with the high-influence clusters. Our ap-
proach outperforms both the direct document-
level classification and the direct document-
level clustering approach in predicting if a doc-
ument is part of an influence campaign. We
propose various novel techniques to enhance
our pipeline, including using an existing event
factuality prediction system to obtain document
parts, and aggregating multiple clustering ex-
periments to improve the performance of both
cluster and document classification. Classify-
ing documents after clustering not only accu-
rately extracts the parts of the documents that
are relevant to influence campaigns, but also
captures influence campaigns as a coordinated
and holistic phenomenon. Our approach makes
possible more fine-grained and interpretable
characterizations of influence campaigns from
documents.

1 Introduction

Inspired by Martin et al. (2023) and Luceri et al.
(2023), we define an influence campaign as a coor-
dinated and strategic effort to shape and manipulate
the perceptions of a target audience about certain
things or issues over a period of time. It can be
organized by an individual, organization, or gov-
ernment for various purposes, such as promoting
a specific public image, product, policy, or politi-
cal narrative. It can be carried out through various
channels, including traditional media and online
platforms. Consequently, detecting an influence
campaign requires holistic evaluations and the use
of multiple indicators, such as the social network
(des Mesnards and Zaman, 2018), that point to a
collective effort with a shared motive that aims to
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impact public opinions in a certain way. Accurate
and reliable detection typically involves extensive
manual verification by domain experts, taking into
account both textual and non-textual information
(Martin et al., 2023).

In the context of NLP, detecting influence cam-
paigns typically means predicting if an input doc-
ument is part of an influence campaign (Luceri
et al., 2023), i.e., a binary classification task. How-
ever, this is a different task from capturing the phe-
nomenon of influence campaigns, which naturally
is a clustering problem, i.e., grouping a collection
of documents that reflect an influence campaign.

In practice, the classification task is difficult if
not doomed, because by definition, an influence
campaign cannot possibly be inferred from a
single document. Consider the examples in Ta-
ble 1, where the texts in the “Positive” column
reflect an influence campaign linked to the Ukraine
bioweapons conspiracy theory' and the texts in
the “Negative” column do not. The only thing that
connects the positive texts and distinguishes them
from the negative texts is the shared theme/belief,
expressed by some parts of each document (short
or long), that there exist US biolabs in Ukraine for
the purpose of developing bioweapons. Arguably,
any text classifier trained on some specific influ-
ence campaign datasets will at best be reduced to
detecting some key words expressing the themes
of the influence campaigns in the training data;
such a classifier will have brittle generalization ca-
pacity. Moreover, having a binary classification
decision about whether a document reflects an in-
fluence campaign neither tells us how the document
reflects an influence campaign, nor does it reveal
what the influence campaign is about. In contrast,
if we have a cluster of documents relevant for an in-
fluence campaign clustered together, such as those
in Table 1, it not only makes it possible to charac-

"https://en.wikipedia.org/wiki/Ukraine_
bioweapons_conspiracy_theory.
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Media Positive Negative

Twitter ...Putin cleans up the bioweapons labs ..RT @EmmanuelMacron France
installed by the deep state... (44 tks) strongly condemns Russia’s decision

to wage war on Ukraine... (19 tks)

Forum ...a secret NATO laboratory for biolog- ...[NATO] has blocked Ukraine’s plan
ical weapons...Biological weapons tests to enter...Item 3: Ukraine was a pawn
were carried out in the laboratories of that the Westerners deliberately sacri-
this facility... (638 tks) ficed to strengthen NATO... (703 tks)

News ...a NATO secret biological laboratory ...Russia’s demand for neutrality...But

with biological weapons...The biologi-
cal laboratory under the Azovstal plant
in Marioupol in the so-called PIT-404
facility was built...In the laboratories
of the facility, tests were carried out to
create biological weapons... (1497 tks)

NATO members said that Ukraine’s
membership was at best a distant op-
tion... [The leader of the Ukrainian sep-
aratist region of Lugansk said he could
hold a referendum on integration into
Russia,] a decision immediately criti-

cized by Kiev...(1152 tks)

Table 1: Two clusters of document parts in three media forms that reflect (positive) or do not reflect (negative) an
influence campaign related to the Ukraine bioweapons conspiracy theory. The number of tokens in each document

is indicated in the parenthesis following each text. We use “...” to highlight and separate the parts of document that

are inside the two clusters. The document parts inside the positive cluster, called high-influence cluster in Sec 3,
present evidence of an influence campaign and the related documents are thus likely to be linked to an influence
campaign. Here the document parts are beliefs of the author (see Sec 5) with the target words highlighted in bold.

terize the theme of the influence campaign, but it
also makes it much more straightforward to under-
stand why each document is part of an influence
campaign: it is because the document, along with
other documents in the cluster, contains certain
document parts that express an orchestrated theme.

from documents. The specific contributions of this
paper are as follows.

* We introduce a novel clustering pipeline that
detects influence campaigns on both cluster
and document levels. This approach signifi-
cantly outperforms the direct document-level
classification approach and the document-
level clustering approach. We do not use lex-
ical features in any of our experiments so as
not to overfit to the dataset we use.

In this paper, we propose a novel text-only
clustering-based pipeline to help detect and char-
acterize influence campaigns from documents. Un-
like the typical document-level classification ap-
proach discussed above, the pipeline predicts influ-
ence campaigns directly on the cluster level, i.e.,
it predicts whether a cluster of document parts
present an influence campaign (a high-influence
cluster). From there, the pipeline further predicts
whether any document associated with a high-
influence cluster is part of the influence campaign
via a dynamic projection procedure. As a result,
our pipeline is capable of handling the two as-
pects of the influence campaign detection task: * We present the very first study to use multi-
capturing influence campaigns as a holistic phe- word text spans expressing certain belief of an
nomenon, and predicting documents that are entity about the factuality of an event in the
part of an influence campaign. Since influence input text to extract document parts. We show
campaigns are captured by clusters of document that for the influence campaign detection task,
parts and the documents predicted to engage in an clustering these text spans can improve the de-
influence campaign are projected from these clus- tection performance of influence campaigns
ters, our pipeline enables fine-grained and inter- from documents, compared to simply cluster-
pretable characterizations of influence campaigns ing sentences.
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* We propose a new approach to the classifica-
tion of documents based on clustering parts
of the document. We show that this approach
outperforms clustering documents for our task.
This approach makes possible fine-grained
and interpretable characterizations of what
parts of a document lead to the classification
of the document.



* We show that instead of optimizing for a clus-
tering algorithm and its parameters, using an
aggregation of algorithms and parameters per-
forms better in our classification task, and pro-
vides for more stable results.

This paper is structured as follows. We review
related works in Sec 2 and motivate and explain the
algorithmic idea underlying our novel clustering
pipeline in Sec 3. We describe the influence cam-
paign detection dataset we test our pipeline on in
Sec 4 and the experiments in Sec 5. The results are
discussed in Sec 6. The paper concludes in Sec 7.
We release our code at https://github.com/
jaaack-wang/detect-influence-campaigns.

2 Related Work

There have been very few studies in the existing
literature that approach influence campaigns in the
general sense as we define itin Sec 1. The influence
campaigns studied in most previous research (des
Mesnards and Zaman, 2018; Luceri et al., 2023;
Martin et al., 2023) are political influence cam-
paigns, or some closely related political influence
operations that may be an influence campaign, such
as the spreading of mis/dis-information (Ferrara,
2017; Alvaro Figueira and Oliveira, 2017; Rubin,
2017; Addawood et al., 2019; Barrén-Cedefio et al.,
2019; Nogara et al., 2022; Sakketou et al., 2022;
Malik et al., 2023).

The most common detection method relevant for
influence campaigns is the detection of bots in so-
cial networks (Davis et al., 2016; Badawy et al.,
2018; des Mesnards and Zaman, 2018; Himelein-
Wachowiak et al., 2021; Hajli et al., 2022; Rossetti
and Zaman, 2022). For text-based influence cam-
paign detection, various NLP methods have been
explored. For example, a recent study leverages
LLMs (Luceri et al., 2023) to predict if a tweet is
part of an known influence campaign. Other stud-
ies relevant for influence campaigns utilize various
sources of linguistic features (e.g., lexicon counts,
ngrams, word embedding) to train or fine-tune dif-
ferent models (e.g., BERT, graph neural network,
decision tree) with a goal to detect propagandistic,
deceptive, or misleading information (Addawood
et al., 2019; Barron-Cedefio et al., 2019; Sakketou
et al., 2022; Malik et al., 2023). To the best of our
knowledge, we are not aware of any study that aims
to detect influence campaigns on the cluster level.

Several twitter datasets have been used by re-
cent studies on detecting influence campaigns (des

Mesnards and Zaman, 2018; Luceri et al., 2023),
such as the 2016 US election dataset (Littman et al.,
2016), data from Twitter’s Information Operations
archive?, and Russian troll accounts for 2016 US
election released by the U.S. Congress (Addawood
et al., 2019). There are also other relevant datasets
in other media forms, such as FACTOID (Sakke-
tou et al., 2022) collected from Reddit and Proppy
(Barrén-Cederio et al., 2019) collected from news
articles. We note that for all of these datasets that
come with labels, the labels are typically created
on the basis of some simplistic association or as-
sumption. For example, tweets are assumed to be
linked to an influence campaign if they come from
Russian troll accounts (Luceri et al., 2023). To
the best of our knowledge, we do not know of any
publicly available influence campaign datasets that
contain more than one media type.

3 Pipeline: The Algorithmic Idea

Given the coordinated nature of influence cam-
paigns, an influence campaign can be thought of as
a cluster of documents that spread a certain theme
aimed to influence the target audience. Our pipeline
follows exactly this intuition and transforms the
task of influence campaign detection into one that
detects clusters that are highly likely to reflect an
influence campaign (i.e., high-influence clusters).
Then the next step naturally becomes how to accu-
rately select documents (i.e., high-influence docu-
ments) associated with the high-influence clusters
that reflect an influence campaign, assuming the
clusters may contain some noise or false positives.

More concretely, our pipeline consists of the
following four steps.

Determining document parts In a pre-
processing step, we start out by extracting parts
from a document. In this paper, we experiment
with three types of document parts: the multi-word
text spans that represent what the author expresses
certain belief in (see Sec 5.3); sentences; and the
whole document.

Clustering parts of documents Given a set of
documents, the pipeline clusters the document
parts. Clustering parts of documents not only cre-
ates a complex connection network among docu-
ments via their semantically related parts, but also
presents a general and effective workaround for

2E.g., https://blog.twitter.com/en_us/topics/
company/2020/2020-election-changes
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long document information retrieval using unsu-
pervised clustering algorithms (Mekontchou et al.,
2023).

Classifying high-influence clusters At training
time, the pipeline takes as inputs a collection of
documents, each of which is annotated with a bi-
nary label: the document is or is not part of an
influence campaign. The fact that our pipeline re-
quires annotated documents during training high-
lights that it is a supervised approach. The concept
of high-influence clusters is defined by a user-given
threshold «, denoting the minimum percentage of
document parts in a cluster linked to documents
from an influence campaign for the cluser to count
as a high-influence cluster.

Intuitively, « should be set far greater than 0.5 to
align with the heuristic that a high-influence clus-
ter should be dominated by document parts from
documents that are part of an influence campaign.
The assumption here is that parts of documents
with a link to an influence campaign are unlikely
to be clustered together unless they are related to
some aspect or surface theme of the influence cam-
paign. Since high-influence clusters may be rare
or even absent for a given clustering experiment
for which the majority of documents are “inno-
cent” and do not reflect an influence campaign, we
propose doing multiple clustering experiments and
aggregating the resulting clusters together as a way
to generate more data to train a classifier for high-
influence clusters. This approach is a novel data
augmentation technique for cluster-level classifi-
cation. In this paper, we set a = 0.95. We set
« # 1 as a trade of the precision and recall for
discovering high-influence clusters, since allowing
a small error term 1 — « (o # 1) in the defini-
tion of high-influence clusters facilitates discovery
of more high-influence clusters, i.e., a great im-
provement in recall at a small cost of precision,
ultimately leading to a better F1. Note that « is
only set and used at the training time.

At inference time, the pipeline deploys the pre-
trained classifier to detect high-influence clusters
by predicting the likelihood of a cluster being a
high-influence cluster.

Classifying high-influence documents High-
influence documents are documents with
connections to high-influence clusters, meaning
at least some of their parts occur in at least one
high-influence clusters. Formally, we set a thresh-

old 3, a ratio for the number of high-influence
clusters, which denotes the minimum number of
times parts of a document that must occur in any
high-influence clusters to qualify the document
as a high-influence document. The threshold S is
used to control the number of false positives (i.e.,
documents with no link to an influence campaign
occurring in high-influence clusters) introduced by
the threshold « set in the previous step. We wish
to come up with a module in our current system
that predicts an optimal threshold S in the future.

In summary, we have introduced the notion of
“high-influence clusters” based on parts of docu-
ments and the notion of “high-influence documents”
based on their association with high-influence clus-
ters. We propose two thresholds (« and ) to reg-
ulate the number of false-positive high-influence
documents our system may end up selecting from
high-influence clusters. The threshold « is used for
training a high-influence cluster classifier, whereas
the threshold 3 is used at the time of classifying
high-influence documents. We also propose the ag-
gregation of clustering experiments, instead of hard
fine-tuning for an optimal clustering experiment, to
reliably enhance model performance.

In what follows, we show that our approach
can easily and significantly outperform direct
document-level classification, in an apples-to-
apples comparison, when it comes to detecting
influence campaigns from documents.

4 Data

We use data collected during a large research pro-
gram, DARPA INCAS project’>. We expect the
data to be made public after the end of the research
program. We use this dataset as we are not aware
of any other datasets that have expert-verified an-
notations indicating if a collection of documents
contain influence campaigns.

The data contains four piles of online posts pub-
lished during January 31 to June 30, 2022. Each
pile is a collection of documents in six media forms,
namely, Twitter, Forum, News, Blog, Reddit, and
Other. Two of the four piles contain documents
that engage in an influence campaign that spreads
disinformation related to Ukraine bioweapons con-
spiracy theory (see Table 1), whereas the other two
contain Ukraine-related documents with no links

3https://www.darpa.mil/program/
influence-campaign-awareness-and-sensemaking

135


https://www.darpa.mil/program/influence-campaign-awareness-and-sensemaking
https://www.darpa.mil/program/influence-campaign-awareness-and-sensemaking

to any known influence campaigns. Lexical search
was used to facilitate the collection of the data.
Over 99% of the documents that participate in the
bioweapons influence campaign use words like “bi-
olab” and “biological weapons”, but slightly less
than 3% of the documents unrelated to the cam-
paign mention these terms. That means that any
content-based text classifier, whether rule-based
or neural, will overfit this dataset by capturing the
related keywords. We avoid training such classi-
fiers, as (1) we are more interested in developing a
potentially general approach that can both detect
and characterize influence campaigns from doc-
uments; and (2) content-based text classification
for the influence campaign detection task arguably
cannot be a general approach nor can it make pre-
dictions at beyond the document level to capture
the phenomenon of influence campaign.

The majority of these documents are written in
French, typically accompanied by an English trans-
lation, and the rest are in English. We choose to
work on the translated French portion of the data.
This portion has over 8 times more documents
than the English subcorpus, but with a significantly
smaller portion of documents linked to an influence
campaign, less than 8%. We believe this represents
a more realistic and challenging setting for detect-
ing influence campaigns from documents.

Given the overall small size of the dataset, we
randomly split the French data into two parts, the
train and test sets, but the train set can be further
split for training and validation where needed. We
split at the document level, with a ratio of 80/20,
as shown in Table 2. Appendix A provides further
details about the distribution of media forms and
average document length in the data.

5 Experiments

5.1 Task description

As argued in Sec 1, the real challenge for detect-
ing influence campaigns is how to capture the phe-
nomenon of influence campaigns. Making the de-
tection of influence campaigns a binary classifica-
tion task, i.e., to predict whether a text or a docu-
ment is part of an influence campaign, is not only
less realistic but also probably doomed; such a clas-
sification approach cannot survive the constantly
shifting and evolving nature of influence campaigns
as a dynamic social phenomenon.

Nevertheless, to comprehensively evaluate our
new pipeline requires a large-scale dataset anno-

Train Test
# Docs 5334 1333
(416; 7.8%) (56; 4.2%)
# Sents 72,330 14,370
(15,394, 21.3%)  (2,182; 15.2%)
# Targetsar, 270,818 50,781
(61,652;22.8%) (8,531; 16.8%)
# Targetsat 155,238 29,793

(34,703;22.4%)  (4,905; 16.5%)

Table 2: Statistics of the train and test sets (disjoint).
Numbers inside parentheses show the number and per-
centage of documents or document parts linked to an
influence campaign. Targetsar: targets the Author her-
self believes to be True. Targetsar,,: all belief targets,
regardless of the belief holder and the commitment level.

tated on the document collection level, indicating
if a collection of documents presents an influence
campaign. Since the dataset described in Sec 4 is
the only dataset in this regard, this comprehensive
evaluation cannot be possible.

Instead, we have to resort to the detection of in-
fluence campaigns as a binary classification task at
the document level. This allows us to quantitatively
compare our clustering approach with the existing
classification approach and validate its potential as
a general method to detect and characterize influ-
ence campaigns from documents.

As a classification task, the objective is to ac-
curately identify as many documents as possible
that are linked to the known bioweapons influence
campaign. Since such documents in our dataset are
rare, we use precision, recall, and binary F1 to mea-
sure the classification performance of the examined
approaches, which also helps us to understand the
types of errors these approaches make.

5.2 Baselines

We train two direct document-level classifiers
(Direct-document), using fully connected feed-
forward neural networks (FNN) and XGBoost al-
gorithm (Chen and Guestrin, 2016), as the base-
lines to compare with our approach. XGBoost is
an optimized gradient boosting (Friedman, 2001)
system using tree ensembles that achieve state-of-
the-art results on many real-world machine learn-
ing challenges. We refrain from using any word-
embedding-based or content-based machine learn-
ing models to prevent models from learning from
general lexical data, which precludes the use of
models such as LLMs, BERT, LSTM, and so on.
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We use 95 general linguistic features, extracted
by an open-sourced corpus linguistics tool (Wang,
2021), to train the models. These features are
mostly based on the work of Biber (1988, 2006)
and have been developed over decades to suit gen-
eral text analysis. We also add “number of words”
as a feature to factor in document length, partic-
ularly for short documents (say, a tweet), which
may not see the occurrence of many features at all
due to length limitation. The extracted features are
mostly normalized frequency counts. More details
about the model parameters and these features are
given in Appendix B.

In addition, we apply our pipeline on the docu-
ment level (Document-level), namely, clustering
the entire documents, as an additional baseline to
emphasize the importance of clustering document
parts. The experimental setup for document-level
clustering is identical to the setup for our approach
based on document parts.

5.3 Our approach

Obtaining document parts We break down a
document into parts in three ways. (1) We use the
sentences of the document as its parts (Sentence-
level). We use the default sentence segmentation
algorithm from spaCy V3.5.3. (Honnibal et al.,
2020) (2) We also experiment with the state-of-
the-art event factuality prediction system (Murzaku
et al., 2023) to extract from each sentence of a
document (source, target, factuality label) triplets.
Here, source refers to the belief holder, target is a
head word denoting an event, and factuality label
describes the extent to which the source believes
that the event has happened, is happening, or will
happen. The source can either be the author herself,
or somebody else according to the author. The fac-
tuality label has five possible values, ranging from
committed belief (certain that true) to committed
disbelief (certain that false), with possible belief,
unknown belief, and possible disbelief in between.
We use a head-to-span algorithm to extract a multi-
word text span, of which the target is the syntactic
head, as the representation of the identified event
to be used as the extracted document parts. For
Targetay 1 -level, we use all target spans extracted
by the belief system. (3) We use the same event
factuality prediction system but we retain only the
events believed by the author (Targetsr-level), a
subset of all the events identified by the event fac-
tuality prediction system, to see if document parts

to which the author holds a belief will lead to a
better result using our approach. The examples in
Table 1 are events believed by the author, where the
target words are highlighted in bold. The number
of sentences and targets in the train and test sets is
listed in Table 2.

Clustering We use S-BERT (Reimers and
Gurevych, 2019) to embed document parts and then
employ two clustering algorithms, i.e., KMEANS
(MacQueen, 1967) and HDBSCAN (Campello
et al., 2015), to cluster the embedded document
parts. HDBSCAN is a hierarchical extension of
DBSCAN (Ester et al., 1996) with various opti-
mization methods implemented (Campello et al.,
2015). Due to the curse of dimensionality (Bell-
man, 1961), HDBSCAN does not easily produce
clusters without an embedding reduction algorithm
in place. We use the state-of-the-art UMAP algo-
rithm (Mclnnes et al., 2018) for this purpose.

Classifying high-influence clusters To contrast
the baselines with our approach, we use the same
two classification algorithms (FNN and XGBoost)
to classify high-influence clusters. In addition
to the 95 general linguistic features, there are 7
cluster-level features that are specific to our current
pipeline: top-10 uni-gram text frequency, top-10 bi-
gram text frequency, top-10 tri-gram text frequency,
weighted n-grams text frequency, average cosine
similarity between all pairs of document parts in the
cluster, percentage of unique documents, and clus-
ter size. Top-10 n-grams text frequency is the av-
erage ratio of texts containing the top-10 n-grams,
whereas the weighted n-grams text frequency is
the weighted sum of the aforementioned top-10
n-grams text frequencies, where the weights are
simply given as 23/" — forn € {1,2,3}. Aver-
age cosine similari?yf(lACS) is the average cosine
similarity of all unique text pairs in a cluster:

S Z?;Z cos_sim(text;, text;)

A =
S m(m — 1)

These 5 features are designed as “hard” (ngrams)
and “soft” (ACS) measurements of topical and the-
matic coherence of a cluster, which are relational
and independent of the specific lexical choices used
inside the cluster. Percentage of unique documents
and cluster size are just basic attributes of a cluster.
The percentage of unique documents is calculated
by dividing the number of documents whose parts
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occur in the cluster by the number of document
parts in the cluster.

Cluster aggregation We run a total of 135 clus-
tering experiments by varying related parameters
for the two clustering algorithms we use, detailed
in the Appendix B. We use all resulting clusters
both for training the high-influence cluster classi-
fier, as well as for selecting high-influence docu-
ments from high-influence clusters.

Classifying high-influence documents For a sin-
gle clustering experiment, we simply classify any
document, whose parts occur in at least one high-
influence cluster, as a high-influence document.
This low threshold is to ensure that short docu-
ments would not be excluded from being identified
as high-influence documents, since they may only
be segmented into one part and cannot have more
than one association with high-influence clusters.

As mentioned, we propose using all high-
influence clusters from multiple clustering experi-
ments to expand the search for high-influence doc-
uments. However, as a result of this aggregation,
the chance of misidentifying a high-influence doc-
ument based on a single association with a high-
influence cluster increases, since false positives in
high-influence clusters also accumulate with aggre-
gation. To regulate the false positive rate, we set
B = 0.2 (see Sec 3 for definition).

Evaluation Since a clustering configuration does
not necessarily produce high-influence clusters and
in practice we can always try to find one that does,
we evaluate the average performance of our ap-
proach on various clustering setups that produce
high-influence clusters predicted by our pipeline.
We choose a wide range of clustering configura-
tions (see Appendix B) so as to avoid hard fine-
tuning our approach. We run the two classifica-
tion algorithms (FNN and XGBoost) for five times
with varying parameters to compare the average
performance of our approach against the baseline
approaches on our dataset.

6 Results
6.1 Main findings

The document classification approach versus
ours Table 3 shows the main results of the ex-
periments. As expected, our approach significantly
outperforms the direct document-level classifica-
tion approach.

Clustering documents versus document parts
Clustering document parts clearly outperforms clus-
tering documents by a significant margin. When
FNN is used to classify high-influence clusters,
clustering documents barely works at all.

FNN versus XGBoost Our models that use XG-
Boost to classify clusters achieve overall high pre-
cision, regardless of aggregation. Those which use
FNN suffer from low precision without aggregation.
This means that high-influence clusters predicted
by XGBoost contain much fewer false positives,
i.e., associated documents with no link to an in-
fluence campaign, than those predicted by FNN.
This makes XGBoost a better choice for cluster
prediction for the current paper.

Document parts There is value in clustering be-
lief targets. They are multi-word text spans within
a sentence that carry a factuality label and involve a
belief source. Compared to full sentences, they are
more information-dense. We find that when FNN
is used to classify clusters, clustering belief targets
the author holds to be true (Targetar-level) leads
to the best performance, independent of the use of
aggregation. When XGBoost is used, clustering
all belief targets outperforms clustering sentences
by 18% absolute in F1 without aggregation. These
results show the potential of extracting belief tar-
gets for a better detection of influence campaigns,
which intuitively make sense because influence
campaigns are all about spreading a certain belief
of the influencers.

Cluster aggregation From Table 3, we see that
cluster aggregation helps in every experiment (leav-
ing aside document-level clustering using FNN,
which performs at near-0 levels). Most of these im-
provements are statistically significant, given the
standard deviations shown. However, for FNN us-
ing Targeta-level there is no significant difference,
and for XGBoost using Targetay,1,-level there is no
significant difference. We have no explanation for
these exceptions for now. In general, cluster ag-
gregation helps in two ways. When our models
have very low precision (using FNN), the current
aggregation setup rules out many false positives re-
sulting from misclassified high-influence clusters,
which greatly improves precision. On the other
hand, when precision is decent (in the case of XG-
Boost), aggregation can serve to help increase the
range of relevant documents associated with high-
influence clusters, which lead to a better recall in
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FNN XGBoost
Precision Recall F1 Precision Recall F1
Direct-document 20.2499 1891149 17.14556 773493 379479 50.7491
Document-level (mean) 0.3401 0.7401 0.440.1 907425 254433 382445
+ Aggregation 00100 00100  0.0400 941407 28.6431 438438
Sentence-level (mean) 28.3441 441447 32.8440 6941109 504497 567441
+ Aggregation 7454164 43.2441 543477 86.5:‘:1.8 7074904 T77.8490
TargetALL—level (mean) 25-4:|:6.7 35~2:|:8.5 27-0:|:6.9 78.2:‘:3.7 73.8i2.4 75.3:|:1.3
+ Aggregation 72.54145 40.0457 S51.5457 81.1435 711473 755433
TargetAT—level (mean) 60.7:&7.1 66.8:&10.5 62.4:&8.5 63.5:‘:2.2 49-5:l:2.8 54.8:&2.1
+ Aggregation 64.8446 61.815¢ 63.146.0 80.2435 714418 755409

Table 3: Average model test set performance plus standard deviation (in %) under different training conditions for
five runs. For the clustering approach, when there is no aggregation of high-influence clusters, the performance is the
average performance across different clustering experiments averaged over five runs. Note that the two classification
algorithms (FNN and XGBoost) are only used to classify clusters in our approach.

Media (pos/neg) [Direct-Doc|Doc-level|Our approach
FN FP| FN FP| FN
Twitter (11/686)11.0 0] 8.8 0] 3.0 1.0
Forum (7/136) | 5.4 0 6.0 0] 1.0 0
News (24/280) |11.4  4.6/17.0 0]10.4 4.2
Blog (13/62) 60 1478 1.0 2.0 1.0
Reddit (0/91) | NA Ol NA 0] NA 0
Other (1/22) 1.0 0004 0 O 0
Total (56/1277) [34.8  6.040.0 1.0/16.4 6.2

Table 4: Average test set error counts of the three best
models from the two baseline approaches plus ours
across the six media types over the five runs. The first
column indicate the media type along with the num-
bers of documents that reflect (“pos”) or do not reflect
(“neg”) an influence campaign. FN: False Negative. FP:
False Positive. NA is due to zero positives in Reddit.
The best model configurations for the three approaches
all use XGBoost and aggregation where applicable. Our
best system is on the sentence level per Table 3.

most cases.

6.2 Error analysis

Table 4 reports the average number of errors made
by the two baseline approaches and our approach
on the test set, over the five runs. The error counts
are broken down according to media types.

Direct-document The direct document-level
classification approach fails to recognize all the
documents from Twitter and Other that reflect the
bioweapons influence campaign. It also misses 5.4
out of 7 documents from Forum on average across
five runs, with slightly less than 50% false negative
rate for documents from News and Blog. Given
the average document length for these five media
types (see Table 5), it is clear that this classification

approach works poorly on identifying short docu-
ments linked to an influence campaign when train-
ing on documents with a wide length range. This is
probably because the model learns some discrimi-
native features from long documents, which may
not be observed in short documents. Conversely, a
similar issue may also occur the other way around,
suppose the model trains on short documents. This
may be one of the inherent limitations of the direct
document-level classification approach, even when
the models are trained and deployed for predicting
an known influence campaign.

Document-level Directly clustering documents
allows the model to recognize influence campaigns
in documents of different genres and length, which
is an advantage compared to the direct document-
level classification approach. However, clustering
documents also makes it hard for the model to
efficiently identify information in the documents
related to influence campaigns, which may exist
only in parts of document. This results in the high
number of false negatives. That said, our current
pipeline setup helps this document-level cluster-
ing approach to make accurate positive predictions,
given the lowest number of false positives.

Our approach Clearly, clustering document
parts helps overcome the limitations faced by the
two baseline approaches, since the model recog-
nizes influence campaigns in documents irrespec-
tive of the genre and have less than half false nega-
tives, compared to the other two approaches. We
identify 19 documents (15 FNs and 4 FPs) where
the models across the five runs consistently mis-
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Figure 1: Aggregation versus no Aggregation with XG-
Boost as the high-influence cluster classifier. Results
are averaged over the five runs.

classify. By using the keyword “bio”, we identify 3
of the 19 documents that may be mislabelled. For
the remaining 16 misclassifed documents, we hy-
pothesize that the errors are mainly caused by two
reasons. First, sentences do not necessarily reflect
the theme of the document, which, for example,
may make our model confuse documents expos-
ing an influence campaign with one that spreads it.
Second, none of the other techniques (e.g., SBERT,
clustering) used in our pipeline are free of errors,
which can propagate and ultimately lead to a wrong
classification decision. We wish to improve our
pipeline along these two directions in the future.

6.3 Threshold for models with aggregation

Concerns may arise over our use of a less justi-
fied threshold S to select documents from high-
influence clusters as high-influence documents.
This threshold is is a ratio of the number of high-
influence clusters available for aggregation. As
explained in Sec 3, this ratio helps prevent the false
negatives in each high-influence cluster from accu-
mulating uncontrolled, as a result of aggregation.

Nevertheless, as shown in Fig 1 (also see Fig 2
from Appendix C for FNN), the classification F1
with aggregation is almost always better than with-
out aggregation for most models. Unsurprisingly,
the performance curve shows an upside down U-
shape, a trade-off between precision and recall as
we vary (. Setting 8 = 0.2 is a conservative choice,
which does not lead to the optimal performance. In
the future, we would like to explore an automatic
way of finding the optimal value for 3.

7 Conclusion

We have presented a new approach to finding influ-
ence campaigns, which relies on four core features:
(1) we cluster parts of documents; (2) we classify

clusters of parts of documents using non-lexical fea-
tures; (3) we relate the classification result back to
documents; (4) we use cluster aggregation, the use
of many clustering runs over the same dataset, to
augment training data for the cluster classifier. The
resulting classification of the documents does not
only show a predicted label for the document (part
of influence campaign or not), but it also shows
which parts of the document are responsible for this
classification. We believe that our general approach
can profit other document classification tasks, in-
cluding detecting scientific influence in published
papers, or themes in literature.

There are several avenues for possible future
work and we list three below. (1) Datasets. Given
the increasing importance of detecting influence
campaigns, we hope there will be more datasets an-
notated on the document collection level for an in-
fluence campaign. (2) Incorporating non-textual
information. Our current pipeline is a text-only
system. Leveraging non-textual information, such
as social interactions and the authors’ past activi-
ties, may help us create a more complicated and
comprehensive system (e.g., using graph neural net-
work) that enhances the accurate and reliable detec-
tion of influence campaigns. However, such work
cannot be possible without good datasets. (3) Auto-
matic characterization of influence campaigns.
Our work captures influence campaigns by the high-
influence clusters, which may contain a large num-
ber of semantically related document parts, pos-
sibly with noise. To fully make sense of these
clusters, we need to have some automatic ways
of characterizing them in a fine-grained and inter-
pretable way aligned with the downstream needs.
Our preliminary experiments show that LLMs may
be a potential option.
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University.

Limitations

This study serves as a preliminary evaluation and
validation of the new paradigm we propose for
influence campaign detection. Given the lack of
data and constrained by time, we have not been
able to show that the approach also works on an
entirely unseen dataset (though of course we tested
it on unseen documents in our dataset).

* We define influence campaigns in a very gen-
eral sense, but our approach is only tested on
data relating to political influence campaigns.
We need to test our approach on other non-
political influence campaign datasets.

We cannot release the dataset we used to
train and test our pipeline due to the funding
agency’s restrictions. We hope once the cur-
rent program is finalized, the dataset will be
released so that our study can be reproduced.

We did not spend a large amount of time at-
tempting to improve the direct-document ap-
proach. We cannot guarantee that with a differ-
ent set of (non-lexical) features and well-tuned
parameters, a direct document-level classifier
may not outperform our approach.

Ethical Concerns

Working with social media often brings privacy
concerns. The data we are working with has al-
ready been anonymized. For example, Twitter han-
dles have been replaced by random designators.
Furthermore, in our work, we do not use any part
of the information about the author, we only use
the text.
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A Data

Table 5 shows the average number of documents
for each one of the six media forms in our data
and their average document length (including both
train and test set) measured in the number of tokens.
Distribution wise, the related statistics in the test
set is similar.

B Experimental details

B.1 FNN details

We use a simple FNN architecture with three hid-
den layers whose dimensionalities are 90, 60, 30,
respectively. Each layer is a fully connected layer
that consists of two linear transformations with a
tanh activation function in between:

FNN_layer(z) = tanh(xW7 + b1)Ws + by

We apply Adam optimizer with Se-4 learning
rate and le-5 L2 weight decay rate. We randomly
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take out 20% of data from the train set to obtain
a validation set, which is used for the five runs.
We train the model for 500 epochs and deploy the
model with the best F1 on the held out validation
set to the test set for evaluation.

B.2 Linguistic features from Wang (2021)

According to Wang (2021), 2/3 of the 95 features
come from Biber (2006) with 42 of them also avail-
able in Biber (1988).

These 95 features can be broken down into
four categories: (1) structural features, such as
mean word length, type-token ratio; (2) conver-
sational features, such as contraction (e.g., “I am”
— “I’'m”); (3) sentential features, which involve
features related to passive voice, tense, coordina-
tion, and WH structure etc.; (4) lexical features,
including part of speech, noun sub-categories, verb
sub-categories, stance-related expressions, and so
on. For full details, please refer to Wang (2021).

B.3 XGBoost details

We use the default configuration of the xgboost
(v1.7.3) package in Python” for training the XG-
Boost classifiers, except for the “max_depth” pa-
rameter, which we simply make equal to the current
run number (i.e., 1, 2, 3, 4, 5).

B.4 Clustering details

We use the best-performing pretrained SBERT
model “all-mpnet-base-v2” to embed each text
before clustering. For each clustering setup, we
run the same experiments for three times to obtain
small variations in the clustering results.

For KMEANS®, we vary the number of clusters
(i.e., the k) and use the following numbers: 10,
20, 30, 40, 50, 60, 70, 80, 90, 100, 150, 200, 250,
300, 500. This results in 45 (= 15 x 3) different
experiments.

For HDBSCAN’, we vary two paremters. One
is the minimum cluster size, which is part of the
HDBSCAN algorithm. The other is the dimension-
ality of the reduced SBERT embedding by UMAP,
which is not part of the HDBSCAN algorithm, but
essential for HDBSCAN to produce meaningful

*https://xgboost.readthedocs.io/en/stable/
python/python_api.html

5https://www.sbert.net/docs/pretrained_models.
html

6https://scikit—learn.org/stable/modules/
generated/sklearn.cluster.KMeans.html

7https://hdbscan.readthedocs.io/en/latest/
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Figure 2: Aggregation versus no Aggregation with FNN
as the high-influence cluster classifier. Results are aver-
aged over the five runs.

number of clusters. We set the following mini-
mum cluster sizes: 10, 20, 40, 80, 100, 150, 200,
300, 400, 500. The size of reduced dimensional-
ities are 10, 30, or 50. This results in a total of
10 x 3 x 3 = 90 different experiments.

The choices of parameters are not totally random,
since some of them are somehow informed by our
initial experiments. But they are not cherry picked
either, since we simply use a wide range of numbers
to vary the related parameters, without knowing the
final results.

As discussed in the paper, the main purpose
for different clustering experiments is to aggregate
them, either as a means of data augmentation or
enhance model performance on classifying docu-
ments at the final stage of the pipeline.

C Results

Fig 2 shows the performance variation of our mod-
els at different document part levels plus aggrega-
tion, as a function of the threshold 3: the minimum
number of times a document must be associated
with a high-influence cluster in order to qualify
as high-influence document, proportional to the
total number of high-influence clusters available.
The mean performance of these models on clus-
ters from each clustering experiment is shown in
dashed lines, as a baseline comparison.
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