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Abstract

Spam email is one of the main vectors of cy-
berattacks containing scams and spreading mal-
ware. Spam emails can contain malicious and
external links and attachments with hidden ma-
licious code. Hence, cybersecurity experts seek
to detect this type of email to provide earlier
and more detailed warnings for organizations
and users. This work is based on a binary clas-
sification system (with and without malware)
and evaluates models that have achieved high
performance in other natural language applica-
tions, such as fastText, BERT, RoBERTa, Dis-
tilBERT, XLM-RoBERTa, and Large Language
Models such as LLaMA and Mistral. Using the
Spam Email Malware Detection (SEMD-600)
dataset, we compare these models regarding
precision, recall, F1 score, accuracy, and run-
time. DistilBERT emerges as the most suitable
option, achieving a recall of 0.792 and a run-
time of 1.612 ms per email.

1 Introduction

Spam email has been a challenge since the cre-
ation of email services. Spam is known as a syn-
onym for annoying and unwanted emails, which
result in a loss of time and productivity for users.
Moreover, spam is currently one of the most com-
mon sources for incoming scams (Jáñez-Martino
et al., 2023), and also a frequent medium to spread
malicious files like ransomware, viruses, and mal-
ware. Malicious files can take control of the de-
vices for a harmful and undesirable effect on host
machines (Cohen et al., 2018). Criminals often
demand financial rewards from individuals or orga-
nizations to release the infected devices.

Cybersecurity organizations develop anti-spam
filters focusing on fraudulent activities such as
phishing or spoofing (Gallo et al., 2021). How-
ever, little work has been done to detect those spam
emails with highly suspicious indicators that may
contain malware, either through external links or

attached files (Jáñez-Martino et al., 2023). Filter-
ing these emails may enhance the identification
by Computer Security Incident Response Teams
(CSIRT), cybersecurity companies like the Span-
ish National Cybersecurity Institute (INCIBE), or
users, as well as alerting and providing insight for
further investigation.

Additionally, spammers, users who send spam
emails, counteract this type of system through vari-
ous sophisticated strategies like introducing obfus-
cated words. Consequently, there is a back-and-
forth battle between both parties, which causes a
deterioration of datasets and models trained with
them over the years (Jáñez-Martino et al., 2023).
This adversarial dataset shift leads developers to
update the filters with newer data constantly. The
lack of public and annotated data hinders the peri-
odic update of anti-spam systems for some trending
and malicious scams. Nevertheless, the rise of Nat-
ural Language Processing (NLP) models such as
Transformers (Vaswani et al., 2017) or Large Lan-
guage Models (LLMs) (Naveed et al., 2024) allows
the specialization of pre-trained models using a
smaller number of examples. These models may
enhance and accelerate the adaptation of filters to
new trends.

In this context, we propose to evaluate a se-
lection of the most used NLP models to detect
spam emails with suspicious files from traditional
pipelines to the application of Transformers and
LLMs. Following the work of Redondo-Gutierrez
et al. (2022), we classify spam email using only the
textual information, i.e., through a text classifica-
tion approach, as either with or without malware
files. Due to the lack of a publicly available dataset,
we leverage the previous dataset built by Redondo-
Gutierrez et al. (2022) to obtain the performance
results. This small dataset allows us to provide
evidence for our hypothesis. Finally, this work
can offer an initial recommendation about the most
suitable model and its configuration that cyberse-



60

curity companies may use if they would decide to
implement this filter.

The rest of the paper is organized as follows.
Section 2 reviews the background of malware detec-
tion, especially in spam emails. Section 3 explains
the Spam Email Malware Detection (SEMD-600)
dataset and the seven classifiers to be evaluated.
Section 4 presents the evaluation and discussion
of the classifier performance. Section 5 sums up
the contributions of our work and identifies future
work.

2 Background

Malware detection has been studied in the liter-
ature (Mehta et al., 2024) in recent years using
NLP techniques by exploring different learning ma-
chines such as Support Vector Machine (SVM) or
Long Short-Term Memory (LSTM) following a
hybrid approach. Alam (2021) enhanced the tech-
niques to make accessible the potentially malicious
code for NLP techniques, in particular semantic
similarities. These works aimed at detecting mal-
ware in several environments, like Android appli-
cations, by directly analyzing the code. However,
transferring this methodology to spam email can in-
crease the analysis runtime, as spam emails usually
contain multiple potentially malicious resources,
URLs, or attachments.

Although some works in the literature focus on
detecting malware in files, we only focus on de-
tecting spam emails containing such files. Delving
into spam email, Abu Qbeitah and Aldwairi (2018)
dynamically analyzed the automatic anomaly de-
tection and active signature generation based on
the observed behavior of new malware in phish-
ing emails. Cohen et al. (2018) investigated mal-
ware propagation patterns to define features to
spot malicious webmail attachments. While Arivu-
dainambi et al. (2019) focused on surveillance
against malware by developing a robust traffic clas-
sification system, using Principal Component Anal-
ysis (PCA) and Artificial Neural Network (ANN).
Nevertheless, we aim to leverage quick and secure
analysis of the textual information to process the
largest possible number of spam emails.

The work of Redondo-Gutierrez et al. (2022)
laid the foundation for targeted detection of spam
emails with malware content. They sought to ana-
lyze the textual information from the email to avoid
opening the potential malicious resource through-
out a binary text classification. In this way, they

proposed a faster and more secure system to detect
these emails and a custom and novel dataset avail-
able on request (SEMD-600). Despite the novelty
of the work, they only carried out the challenge
through a traditional approach using Term Fre-
quency - Inverse Document Frequency (TF-IDF)
and Bag of Words (BoW) as vectorizers and SVM,
Logistic Regression (LR) and Random Forest as
classifiers. Thus, exploring trends and current alter-
natives can improve the performance of the system,
considering they achieved their best performance
using TF-IDF along with LR.

During the latest years, there has been a rise
in the NLP from Word Embedding based models
such as Word2Vect and FastText, the attention-
based models — Transformers — from BERT
and RoBERTa to LLMs like ChatGPT (Palaniv-
inayagam et al., 2023). The attention-based models
represent the state-of-the-art in most NLP applica-
tions, including text classification. Transformers
achieved high overall performance in text classifi-
cation using pre-trained models as a single pipeline
containing all stages of preprocessing, feature ex-
traction, selection, and classification.

3 Methodology

In this paper, we follow a text classification ap-
proach to classify spam emails based only on their
textual content, focusing specifically on whether
they contain malware or not. Redondo-Gutierrez
et al. (2022) also adopted this perspective in their
work; thereby, we take their work as the baseline
to compare their best model with Transformers and
LLMs and using their custom and only publicly
available dataset in the literature, Spam Email Mal-
ware Detection 600 (SEMD-600) 1.

Redondo-Gutierrez et al. (2022) built SEMD-
600 using VirusTotal reports to find spam emails
with malware. They obtained the resources, i.e.,
spam emails, from the public repository Spam
Archive of Bruce Guenter 2. Authors randomly
selected examples between January 2021 and April
2022, building a dataset comprising 300 spam
emails with malware and 300 without malware,
written in English only.

Due to the rise of attention-based models and
the recent emergence of LLMs, we compare the
best model based on traditional techniques (TF-IDF

1https://gvis.unileon.es/datasets-semd-600/ re-
trieved June 2024

2http://untroubled.org/spam/ retrieved June 2024

https://gvis.unileon.es/datasets-semd-600/
http://untroubled.org/spam/
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with LR) from (Redondo-Gutierrez et al., 2022)
against the most popular current methods in the
task of text classification. By doing this, we are
providing new baseline results for the task of spam
malware detection using only the text of the email.
These encompass a Word Embedding solution —
FastText —, four early attention models based on
BERT architecture (Ameer et al., 2023) — BERT,
RoBERTa, DistilBERT, and XLM-RoBERTa on
their base version — and two well-known LLMs
— LLaMA, built by Meta, and Mistral3 on their 7B
version.

4 Experimentation

4.1 Configuration

We conducted the experiments on a computer with
128 GB of RAM, two Intel Xeon E5-2630v3 pro-
cessors of 2.4 GHz, and two Nvidia Titan Xp. We
used the following Python packages for coding,
training and evaluating the models: simpletrans-
formers4, transformers 5 and fastText 6.

For the BERT, ROBERTa, DistilBERT, XLM-
RoBERTa, and LLMs, we chose 512 tokens as
the maximum number and 0.00001 for the learn-
ing rate while keeping the remaining parameters
at their default values. We fine-tuned on text clas-
sification each model during 10 epochs using 8 as
the training batch. Regarding fastText, we kept
the default parameters, training the model for 200
epochs from scratch.

We calculated the precision, recall, F1-Score, ac-
curacy, and runtime in ms per email of each model.
Due to the small size of the dataset, we followed a
5-fold cross-validation evaluation.

4.2 Results and discussion

We aim to detect as many spam emails with mal-
ware as possible; therefore, we consider recall the
most relevant metric for this problem. Table 1
shows the overall results, where RoBERTa and Dis-
tilBERT achieved the highest performance with a
recall of 0.792. However, DistilBERT also over-
came RoBERTa in terms of precision and, conse-
quently, F1-Score, making it a more suitable option
for this task.

3https://mistral.ai/ retrieved June 2024
4https://simpletransformers.ai/ retrieved June

2024
5https://pypi.org/project/transformers/ re-

trieved June 2024
6https://pypi.org/project/fasttext/ retrieved

June 2024

The model based on TF-IDF and LR of Redondo-
Gutierrez et al. (2022) achieved higher recall than
BERT and XLM-RoBERTa, the largest model. The
complexity of these models and the task may affect
negatively due to the spam features, and simpler
models like DistilBERT can leverage that. In gen-
eral, despite the small number of examples, we
can say that transformers captured the contextual
relationship between words similarly and detected
specific patterns of spam language, while FastText
stands out as the worst option among those exam-
ined. This may be because this model is based on
word embeddings and follows a hierarchical clas-
sification of the words. These properties may not
fully capture the language complexity and features
of spam emails.

Finally, the LLMs obtained lower results. It is
worth noting that their precision is slightly higher
than recall, contrary to the behavior observed in
Transformers. The LLMs may capture better those
emails with fairly malware features, mistaking in
those close to the negative class. This may confirm
that the larger models perform lower for this task.

Model P R F1 Acc
TF-IDF-LR 0.768 0.763 0.763 76.4
FastText 0.730 0.643 0.681 68.7
BERT 0.733 0.734 0.730 71.9
RoBERTa 0.743 0.792 0.766 74.8
DistilBERT 0.774 0.792 0.781 77.0
XLM-RoBERTa 0.718 0.780 0.746 72.4
LLaMA 0.620 0.594 0.606 59.8
Mistral 0.653 0.593 0.621 62.4

Table 1: Evaluation of baseline results (TF-IDF-LR)
from the previous work (Redondo-Gutierrez et al., 2022)
for spam malware detection against the one-word em-
bedding model FastText), four attention models, and
two LLMs in terms of Precision, Recall, F1-Score and
Accuracy.

We also provided a runtime analysis (Fig. 1), as
spam email is a big data challenge, and detection
speed plays an essential role. The results show that
the FastText model and the traditional pipeline (TF-
IDF-LR) achieved the fastest runtime, analyzing an
email in 0.164 ms and 0.278 ms, respectively. Dis-
tilBERT is the fastest attention model with 1.612
ms per email, making it the most recommendable
option. The results confirm that both DistilBERT
and FastText have a significant advantage in terms
of speed.

We avoided including the LLMs runtime in the

https://mistral.ai/
https://simpletransformers.ai/
https://pypi.org/project/transformers/
https://pypi.org/project/fasttext/
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picture due to their longer processing times com-
pared to others. LLaMA and Mistral had a runtime
of 200.12 ms and 88.28 ms per email, respectively.

Figure 1: Evaluation of the models in terms of execution
times. The results are in milliseconds (ms) per email.

5 Conclusions

In this work, we evaluated a set of one-word embed-
ding and six attention-based models (two out of six
are LLMs) against the results obtained by Redondo-
Gutierrez et al. (2022) using traditional techniques
to detect spam emails containing malware. We
followed a binary classification (with or without
malware) and trained our model in the SEMD-600
dataset. This small dataset can help determine the
effectiveness of using a pre-trained model with few
examples.

The results show that DistilBERT achieved the
highest recall and was the third fastest model. Al-
though DistilBERT outperformed the previous best
model, the overall recall was less than 0.800, indi-
cating a wide range of improvements. The perfor-
mance gap between state-of-the-art NLP models
and more traditional models is not as wide as ini-
tially expected, and considering the easy portability
of the traditional models, they prove to be a suitable
option for cybersecurity organizations.

For future work, it would be interesting to eval-
uate different sets of parameters in Transformer
models and extract features and patterns common
in spam emails with malware. In addition, extend-
ing the number of examples in both classes (with
or without malware) of the SEMD-600 dataset can
help to determine if the size of the dataset plays a
crucial role in this task.

Limitations

In this work, we have evaluated one traditional
classifier, one-word embedding, four Transformers,
and two LLMs on the SEMD-600 dataset. The
results show a wide range of improvement since
any model can surpass 0.800 of recall. We can try
to find the most suitable parameter combination per
model because we used the same configuration for
every model. Moreover, we can conduct a feature
analysis to understand patterns of spam emails that
can enhance the performance of the models. Due to
the spam language, we think a preprocessing stage
delves into the obfuscated words and other textual
strategies to mislead classifiers. Finally, there was
no other dataset and we only tested the models on a
small dataset. For future work, we aim to increase
the number of examples.
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