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Abstract

This paper presents a methodology for the cat-
egorisation and attribute quantification of cy-
ber threats. The data was sourced from Com-
mon Weakness Enumeration (CWE) entries,
encompassing 503 hardware and software vul-
nerabilities. For each entry, GPT-3.5 gener-
ated detailed descriptions for 12 key threat at-
tributes. Employing BERTopic for topic mod-
elling, our research focuses on clustering cyber
threats and evaluates the efficacy of various
dimensionality reduction and clustering algo-
rithms, notably finding that UMAP combined
with HDBSCAN, optimised through parameter-
isation, outperforms other configurations. The
study further explores feature importance anal-
ysis by converting topic modelling results into
a classification paradigm, achieving classifica-
tion accuracies between 60% and 80% with
algorithms such as Random Forest, XGBoost,
and Linear SVM. This feature importance anal-
ysis quantifies the significance of each threat
attribute, with SHAP identified as the most ef-
fective method for this calculation.

1 Introduction

In response to the evolving threat landscape, a
range of techniques have been employed to en-
hance the pace and quality of vulnerability dis-
covery and threat analysis. A core activity in
this endeavor is the use of cyber threat modelling
techniques. Cyber threat modelling typically ap-
proaches the problem from the perspective of soft-
ware vulnerabilities (Khan et al., 2017), attacker
profiles (MITRE), or system assets (Caralli et al.,
2007). Asset-based modelling, in particular, offers

several advantages, including the capability to con-
duct automated reasoning over a threat knowledge
base.

There are two specific research gaps which this
research seeks to address. Firstly, there is a lack
of concise sources of threat information with suf-
ficient coverage for asset-based threat modelling.
For a cyber threat modelling process to be valid,
it needs a broad and up-to-date threat information
database. However, for structured asset-based mod-
els, such as those using the Web Ontology Lan-
guage (OWL), the database must also be concise.
An ideal threat database should be generated us-
ing a repeatable and automated process to ensure it
stays up-to-date as the threat landscape changes.

Existing open-source threat databases, like CVE
(MITRE, 2023b), CWE (MITRE, 2024), and
CAPEC (MITRE, 2023a), are typically too large
to be converted into a structured representation for
meaningful analysis. This makes it difficult to en-
sure the validity of the threat model. Researchers
tend to select a subset of threat entries of these
databases, thereby reducing their coverage. Even
if a complete threat knowledge base is modeled, it
quickly becomes outdated as new entries are added.
Either way, there is a need to develop a technique
for repeatably generating a consolidated and up-to-
date threat knowledge base without compromising
coverage.

Secondly, there is no robust quantitative method-
ology for characterising cyber threats from a
given threat knowledge base. Existing tech-
niques, including ontology engineering methodolo-
gies (Fernández-López et al., 1997; Uschold and
Gruninger, 1996), do not offer quantitative meth-
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ods for identifying key threat attributes which are
pertinent to threat modelling. Hence, threat mod-
els are typically, at least to some degree, based on
the subjective experience and intuition of the de-
signer (Shostack, 2014), weakening the academic
justification for selecting specific threat attributes.
Therefore, a new robust technique is needed to au-
tomatically identify threat attributes from a knowl-
edge base for characterising cyber threats.

This research addresses these gaps by demon-
strating a viable method to generate a concise threat
database using a highly repeatable and largely
automated process. It also identifies the key at-
tributes which constitute a cyber threat based on
this database. The technique developed involves
two main steps. First, it uses topic modelling
to cluster primary cyber threat information into
groups of normative threat classes. Second, it per-
forms feature importance analysis to determine the
relative importance of each threat attribute. This
allows us to identify the most important concepts
for creating a generic threat model for asset-based
cyber threat modelling.

2 Background

2.1 Topic modelling

The advent of newer topic models such as
BERTopic (Grootendorst, 2022) and Top2Vec (An-
gelov, 2020) attracted attention in academia, par-
ticularly in comparison to traditional topic mod-
elling techniques like Latent Dirichlet Allocation
(LDA) (Blei et al., 2003) and Non-Negative Matrix
Factorisation (NMF) (Seung and Lee, 1999). For
instance, Egger and Yu (2022) undertook a com-
prehensive performance assessment across LDA,
NMF, Top2Vec, and BERTopic using Twitter posts
as the primary dataset. Their findings revealed
that BERTopic outshined its counterparts across
multiple aspects of topic modelling. Contrarily,
Top2Vec demonstrated limitations, most notably
the overlap of generated topics and the encapsula-
tion of multiple concepts within individual topics,
which compromised its proficiency in distinct topic
identification.

Additional studies corroborated the superiority
of BERTopic over traditional models. In particular,
de Groot et al. (2022), Zankadi et al. (2023), and
Ogunleye et al. (2023) conducted evaluations that
favoured BERTopic against LDA. While the dataset
employed by Groot et. al, was multi-domain in na-
ture, the latter two studies utilised Twitter posts

from specific user groups. Despite the variabil-
ity in datasets, a consensus emerged across these
works: BERTopic consistently outperformed LDA
in generating more coherent and distinct topics.

One of the principal challenges of this study
was the dataset’s unique nature, which set it apart
from those commonly used in existing topic mod-
elling research. Unlike the wider thematic scope of
datasets examined in prior studies, our dataset con-
tained texts that exclusively described cyber threats.
Consequently, the latent themes inherent in these
texts were expected to be significantly narrower.
This limited thematic range presented a formidable
challenge for any topic model tasked with produc-
ing distinct yet coherent topics.

The second challenge stemmed from the struc-
tural complexities of our dataset. In stark contrast
to the datasets employed in previous studies, which
consisted of ’documents’—each being a standalone
text object of variable length, our dataset comprised
multiple distinct texts for each data object. Each of
these texts corresponded to a specific pre-defined
threat attribute, effectively making each data object
a multidimensional textual entity. This contrasted
sharply with traditional textual datasets and resem-
bled more closely a numerical dataset where each
data point possesses values across a range of dis-
tinct variables or features. Given the structural
complexities of the dataset, our approach to data
handling and structural preservation could prove
to be a pivotal factor influencing experimental out-
comes.

Recent research has exhibited a notable interest
in applying topic modelling techniques to the cyber
security domain, albeit with varied objectives and
scopes. Kolini and Janczewski (2017) employed
LDA to analyse governmental documents, aim-
ing to shed light on national cyber security strate-
gies and policies. Another research project led
by Adams et al. (Aug 2018) utilised LDA on Com-
mon Attack Pattern Enumeration and Classification
(CAPEC) data, an alternative to Common Weak-
ness Enumeration (CWE), for the classification
of cyber threats. However, the study principally
used topic modelling as a mechanism for generat-
ing intermediary outputs for subsequent modelling,
rather than focusing on clustering cyber threats
or extracting latent topics from the onset. Kumar
et al. (2022) harnessed LDA to examine academic
databases and cyber security blogs, aiming to eval-
uate the shifting popularity of overarching cyber
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themes in the pre- and post-COVID-19 era. Ad-
ditionally, a study by Suryotrisongko et al. (2022)
utilised advanced methods such as BERTopic and
Top2Vec for keyword extraction from a leaked
dataset pertaining to hacker forums, primarily to
augment cyber threat intelligence gathering.

While these studies demonstrated the versatility
and applicability of topic modelling in the cyber
security domain, they do not directly align with
the primary aim of our research, which is to cluster
established types of cyber threats based on their tex-
tual descriptions. Moreover, a common shortcom-
ing among these studies was the lack of a structured
evaluation of the performance of these topic mod-
els when applied to textual data associated with
cyber security.

2.2 Feature importance analysis in clustering
Clustering-Model-agnostic approaches proposed
by Ellis et al. (2021) and Scholbeck et al. (2022)
deployed permutation techniques, which involved
the shuffling of feature values to gauge their respec-
tive impact on clustering outcomes. While promis-
ing, these approaches posed significant challenges
including demand of considerable computational
resources, requirement of non-trivial selection of
a suitable metric by practitioners, and inadequate
evaluation in recent research.

A distinct methodology was proposed by Ismaili
et al. (2014) and Badih et al. (2019), which in-
volved training a classifier to predict the cluster
allocation based on feature values. Feature im-
portance for clustering was subsequently deduced
from the importance metrics utilised in the classi-
fier. Examples included metrics like mean decrease
impurity in Random Forest (Breiman, 2001) and
XGBoost (Chen and Guestrin, 2016), as well as
weight coefficients in Support Vector Machines
(SVM) (Rakotomamonjy, 2003). This classifier-
based approach offered the dual advantage of im-
plementation feasibility and methodological robust-
ness by leveraging well-established feature impor-
tance methods from classification tasks.

3 Data

3.1 Source list - common weakness
enumeration

Common Weakness Enumeration (CWE)1 is a
community-developed list of software and hard-

1The source CWE list can be downloaded at
https://cwe.mitre.org/data/downloads.html.

ware weakness types. It has been created to serve
as a standardised method of describing and clas-
sifying security-related weaknesses in code and
design. CWE list acts as a baseline collection of
cyber threats.

We selected a total of 503 CWE entries for this
study - all 399 available Software Development en-
tries and all 104 available Hardware Design entries
were included. Research Concepts related entries
were excluded due to its redundancy with the other
two groups and the low relevance with the future
development of cyber threat models.

3.2 Enhanced descriptions using GPT-3.5

GPT, or Generative Pre-trained Transformer, is a
large language model (LLM) developed by Ope-
nAI, and GPT-3.5 is its 3.5th generation version2.
Seeing the potential in GPT-3.5, we decided to
leverage its capabilities to improve the dataset.
We picked 12 key threat attributes: vulnerability,
method, technical impact, security properties af-
fected, severity, likelihood, relevant assets, the at-
tack vector(s), the attacker type(s), the attacker mo-
tive(s), relevant cyber controls/countermeasures,
and detection methods. For every CWE entry, GPT-
3.5 was used to generate text descriptions for these
attributes3. Notwithstanding our study was aided
by GPT, the discussion on its properties and perfor-
mance was out of the scope of this study. Table 1
summarises the average word counts of the primary
dataset.

4 Method - topic modelling

For this task, we employed “BERTopic”, an ad-
vanced approach built on the foundation of BERT
(Bidirectional Encoder Representations from Trans-
formers) (Devlin et al., 2019). BERT is renowned
for its ability to understand the context in which
words are used, making it especially valuable for
datasets such as ours which focused on a spe-
cialised field like cyber security.

Our decision to opt for BERTopic can be at-
tributed to two reasons. First is Contextual Under-
standing: Traditional models like LDA view texts

2https://platform.openai.com/docs/guides/gpt
3The prompt used in the Chat Completions API: "Here

is the description of CWE {ID}: {CWE Description}; Use
what you know about this CWE and the description provided
to describe the following attributes of this threat for me: the
vulnerability, method, technical impact, security properties
affected, severity, likelihood, relevant assets, the attack vec-
tor(s), the attacker type(s), the attacker motive(s), relevant
cyber controls/countermeasures, and detection methods."

https://cwe.mitre.org/data/downloads.html
https://platform.openai.com/docs/guides/gpt
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CWE Entries Type Total
Hardware

Design
Software

Development
Item Count 104 399 503

Average
Word
Count

Attr.1 Vulnerability 23.8 26.3 25.8
Attr.2 Method 24.4 24.6 24.6

Attr.3
Technical
impact

32.3 34.1 33.8

Attr.4
Security
properties

31.5 31.6 31.6

Attr.5 Severity 32.9 33.1 33.1
Attr.6 Likelihood 36.8 35.1 35.5

Attr.7
Relevant
assets

25.7 25.9 25.9

Attr.8
Attack
vector

28.7 28.7 28.7

Attr.9
Attacker
type

28.4 27.8 27.9

Attr.10
Attacker
motive

27.7 27.0 27.1

Attr.11
Counter-
measures

35.3 34.6 34.7

Attr.12
Detection
methods

37.4 35.6 35.9

Table 1: Average word counts of primary dataset.

as simple bags of words, often missing the varied
meanings a word can have in different contexts.
BERT, on the other hand, can discern these dis-
tinctions. For instance, it recognises that the word
“bank” in “I sat on the bank of the river” and “I went
to the bank to withdraw money” conveys differ-
ent meanings. Second is Flexibility in Handling
Texts: The BERT-based model excels in dealing
with shorter texts, whereas many traditional models
fail. Its ability to understand context ensures that
even concise sentences are interpreted correctly,
making it invaluable for datasets with varied text
lengths. Especially, one of the following proposed
approaches required iterations of processing on one
short sentence.

4.1 BERTopic implementation

Our BERTopic implementation was organised in
four primary steps: Embedding, Dimension Re-
duction, Clustering, and Topic Representation. In
the Embedding phase, we used numerical vectors
to transform each text into a unique fingerprint.
Specifically, we employed the default BERT Sen-
tence Embedder (Reimers and Gurevych, 2019)
with the pre-trained model “all-MiniLM-L6-v2”.

The second step, Dimension Reduction, is
important due to the high-dimensionality of the
data. We explored two methods for this: UMAP
(Uniform Manifold Approximation and Projection,
“UMP”) (McInnes et al., 2018) and Principal Com-
ponent Analysis (PCA) (Jolliffe, 2002). UMAP, the
default method in BERTopic, excels at preserving
both local and global structures in the data, making

it suitable for textual data. On the other hand, PCA
aims to capture the maximum variance from the
original data in fewer dimensions but may overlook
local structures.

For Clustering, we investigated two primary
algorithms: HDBSCAN (Hierarchical Density-
Based Spatial Clustering of Applications with
Noise, “HDB”) (McInnes et al., 2017) and K-
Means (“KMS”) (Arthur and Vassilvitskii, Jan
7, 2007). HDBSCAN, the default method in
BERTopic, offers several features like density-
based clustering, identification of clusters with dif-
fering densities, and the ability to spot outliers. It is
also advantageous because it does not require speci-
fying the number of clusters beforehand. K-Means,
a well-established method, features centroid-based
clustering and mandates prior specification of the
number of clusters (K).

The final step, Topic Representation, involves
identifying the main themes or topics for each clus-
ter by locating the keywords or terms, known as
“topic words”. BERTopic utilises c-TF-IDF, a vari-
ation of the well-known TF-IDF algorithm for this
purpose.

Before initiating the BERTopic process, we also
considered two different data pre-handling strate-
gies. The first, dubbed Unified Document Ap-
proach (“UNI”), amalgamates the 12 attributes for
each entry into one comprehensive document. This
aims to simulate the typical data structure used for
topic modelling. The second strategy, Attribute-
Specific Approach (“ATT”), treats each of the
12 attributes separately and combines them only
after individual processing. This preserves the dis-
tinct nature of each attribute and provides a point
of contrast with the Unified Document Approach.
Figure 1 depicts the high-level process of topic
modelling pipeline.

Figure 1: High-level process of topic modelling.
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4.2 Hyperparameter tuning

Our approach was quite comprehensive, involving
the proposal of two textual data pre-handling ap-
proaches, two dimension reduction methods, and
two primary clustering algorithms, together form-
ing eight different model combinations, which we
refer to as meta-models. It is important to note that
our experimentation was not limited to these eight
configurations. While the steps of Embedding and
Topic Representation remained constant, both Di-
mension Reduction and Clustering methods were
accompanied by a myriad of user-specifiable hyper-
parameters, each forming what we call a sub-model
of a meta-model.

Navigating this space posed a multi-dimensional
challenge. In traditional applications like cluster-
ing, the computational resources required tend to
escalate exponentially with the introduction of each
new hyperparameter. In our case, because we were
intertwining dimension reduction and clustering,
the interplay between these methods could not be
ignored. Acknowledging this complexity, our strat-
egy focused on adjusting one or two key parameters
from each method while keeping the rest at their
default settings.

5 Method - feature importance analysis

In the evolving landscape of feature importance
analysis, many recently proposed methods for clus-
tering are model-specific. These tailored tech-
niques impose constraints when applied across dif-
ferent clustering and topic modelling methodolo-
gies. Given this challenge, our approach leveraged
the robust feature importance techniques from the
classification paradigm, which exhibit (clustering)
model-agnostic properties:

Our approach encompassed four key facets.
Firstly, we transformed the clustering outcome as a
Conversion to Classification Task. This entailed
using classification models, or classifiers, to predict
the clustering labels based on BERT embeddings.
The attribute-specific BERT embeddings and clus-
tering labels obtained post-topic modelling served
as our input data and target variables for classifier
training, respectively.

Secondly, during Classifier Training, we
utilised three established classifiers: Random For-
est, XGBoost, and Linear SVM. Each classifier
has its unique mechanism for evaluating feature
importance.

In the third aspect, External Method Integra-

tion, we broadened our analytical scope by adding
external methodologies, specifically SHAP or per-
mutation importance, to each classifier. These
methods provided an independent basis for con-
trasting with the classifiers’ built-in feature impor-
tance techniques.

Lastly, the Aggregation and Normalisation
step was crucial. Given that our importance anal-
ysis hinged on BERT embeddings rather than di-
rectly on the 12 threat attributes, an aggregation
step was essential. This step summarised the im-
portance values attributed to each of the 12 threat
attributes. To ensure a consistent interpretation
across different methods, we normalised these im-
portance values into relative percentages. Figure 2
highlights the high-level process of feature impor-
tance analysis. In contrast to the previous Topic
Modelling task, our Feature Importance analysis
did not employ any Dimension Reduction tech-
niques and hence the results retained their inter-
pretability.

Figure 2: High-level process of feature importance anal-
ysis.

5.1 Classifier training
Classifier training also required hyperparameter
tuning. Similar to what we did in clustering, this
process helped find the best parameterised settings
for the classifier to work most effectively. Initial
tests showed that reducing the dimension of em-
beddings before training the classifier adversely
affected its accuracy. Therefore, we decided to
use the original embeddings without any changes.
This decision allowed us to adjust a broader array
of hyperparameters for each classifier. However,
given our resources, it was not feasible to test every
possible combination of varying hyperparameters.
To manage this, we used a two-step approach us-
ing tools like "RandomizedSearchCV" and "Grid-
SearchCV" from the Scikit-learn (Pedregosa et al.,
2011) package:

• Initial Exploration: We picked 500 random
settings from a list of common hyperparam-
eters for the classifier. The aim was to see
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which setting among these offered the best
accuracy based on cross-validation results.

• Refined Search: After identifying the best
settings from the initial exploration, we then
did a more detailed search. Here, we looked at
settings that were slightly higher or lower (or
combinations of these changes) than the best
ones we identified. Again, the goal was to
find the best setting based on cross-validation
results.

5.2 External feature importance methods

This subsection focuses on the techniques we em-
ployed for external feature importance analysis.
Our primary choice for this purpose was SHAP,
an approach based on cooperative game theory.
We also faced some challenges related to computa-
tional resources, particularly when applying these
methods to different types of models.

5.2.1 SHAP analysis
SHAP, or SHapley Additive exPlanations (Lund-
berg and Lee, 2017), is a game theory-inspired tool
designed to explain machine learning model pre-
dictions. In the machine learning context, SHAP
assigns importance scores to features for each spe-
cific prediction, helping to reveal how each feature
influences the outcome. One of its primary advan-
tages is its strong theoretical foundation, which
derives from cooperative game theory (Štrumbelj
and Kononenko, 2014). This theoretical robustness
ensures that SHAP offers a sound approach to fea-
ture importance. Additionally, SHAP stands out
for its ability to account for complex interactions
between different features, a facet often overlooked
by other methods.

Despite these merits, SHAP is not without its
challenges, the most prominent of which is its
computational intensity. Fortunately, optimised
implementations for tree-based models like Ran-
dom Forest and XGBoost are available in dedicated
libraries. However, when we initially tried apply-
ing SHAP to our Linear SVM models, we found
that the computational resources required exceeded
what was available to us. Consequently, we sought
alternative methods for feature importance analysis
in the context of Linear SVM.
5.2.2 Permutation importance
Permutation importance provides an independent
way of gauging the importance of individual fea-
tures (Fisher et al., 2019). This is accomplished

by evaluating how much a model’s performance
drops when the values of a particular feature are
shuffled around randomly. Essentially, by mixing
up the feature values, we disrupt its connection to
the target variable. This helps us discern how re-
liant the model is on that feature to make accurate
predictions.

To understand a feature’s importance, we com-
pare the model’s baseline performance (without any
permutation) to its performance after the feature
values are shuffled. A significant drop in perfor-
mance indicates a vital feature, while a marginal
decrease suggests that the feature is not pivotal for
the model’s predictive capability.

6 Results and evaluation

6.1 Metrics for clustering and topic modelling

In our investigation, we utilised a dual set of evalu-
ation metrics: general clustering metrics and topic
modelling-specific metrics. The general cluster-
ing metrics employed were the Silhouette Method
(Rousseeuw, 1987) and Calinski-Harabasz (CH)
Index (Caliński and JA, 1974), both of which are
widely acknowledged for gauging clustering effi-
cacy. For topic modelling, we assessed models
based on topic diversity (Dieng et al., 2020) and
coherence scores (Röder et al., 2015).

6.2 Strategic topic model choice

The quest for models that excelled across all met-
rics proved impractical due to the inherent trade-
offs observed among them—especially the typi-
cally inverse relationship between topic diversity
and coherence scores. Although our initial ten-
dency was to prioritise topic modelling metrics,
particularly topic diversity, we found that it was
imperative to have a balanced evaluation using all
metrics. This approach led us to shortlist 10 sub-
models (parameterised versions of meta-models),
with one or two representing each meta-model (Ta-
ble 2).

Before advancing to qualitative evaluation, we
were inclined to emphasise the importance of topic
diversity. Given our specific focus on cyber secu-
rity, a higher topic diversity was more critical as it
ensured that each cluster was distinct from one an-
other, implying clearer contextual categories were
formed for the cyber threat texts. High topic coher-
ence, on the other hand, implied the topic words
in each cluster being consistent to derive a single
latent theme. As most of the topic words across the
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SN Meta-Model Total
clusters Silhouette CH Diversity Coherence

1 ATT+UMP+HDB 55 0.0457 4.2512 0.8145 0.3927
2 ATT+UMP+HDB 52 0.0461 4.3232 0.7827 0.4017
3 UNI+UMP+HDB 55 0.0635 5.4099 0.8455 0.3969
4 UNI+UMP+HDB 57 0.0725 5.4661 0.8211 0.3915
5 ATT+UMP+KMS 19 0.0328 8.3167 0.5833 0.6529
6 ATT+UMP+KMS 19 0.0392 8.406 0.5444 0.6154
7 UNI+UMP+KMS 10 0.0451 15.0817 0.4667 0.7112
8 UNI+UMP+KMS 10 0.044 15.0501 0.4444 0.7434
9 ATT+PCA+KMS 28 0.0391 6.729 0.6556 0.5372

10 UNI+PCA+KMS 7 0.0495 19.356 0.4667 0.7117

Table 2: Summary of finalist sub-models. Silhouette and
CH scores for evaluating clustering performance. Diver-
sity and coherence scores for evaluating topic modelling
performance. The highlighted sub-model 4 is eventually
selected as the final parameterised model.

clusters were expected to revolve around the theme
of cyber security, topic coherence might be less
pivotal compared to topic diversity for our specific
objectives.

Subsequently, Subject Matter Experts (SMEs)
in cyber security opted for sub-model 4 of
(UNI+UMP+HDB), which is of relatively higher
topic diversity score, as the most effective model
for generating distinct and meaningful clusters after
their qualitative evaluation. This concurrence be-
tween expert opinion and our quantitative metrics
further substantiated our evaluation approach.

6.3 Classifier efficacy and refinement
We leveraged our domain expertise to consolidate
the number of clusters to 19 from original 57 with
a coherent set of contextual descriptions for threat
categories post cluster merging.

This reduction in number of clusters not only an-
ticipated an increase in classifier accuracy but also
resolved the issue of under-represented clusters.
Post-merging, every cluster comprised a minimum
of five data points. Consequently, this allowed for
a stratified 70:30 training-test data split and a 2-
fold Cross-Validation (CV) on the training data,
ensuring that each cluster (or class) was adequately
represented in all splits.

Subsequently, three classifiers, namely Random
Forest, XGBoost and Linear SVM were trained
with the training data with CV approach. Two
distinct classification accuracy metrics were con-
sidered: CV score and Test Accuracy. While the
former accuracy score was gauged through cross-
validation on the training data, the latter was as-
sessed using the independent testing data. A sum-
marised performance of the three classifiers, is pre-
sented in Table 3. Empirical results assuredly in-
dicated that the Linear SVM model exhibited su-

perior performance. It was closely followed by
XGBoost, and finally Random Forest.

Classifier CV Score Test Accuracy

Random Forest 0.65 0.62
XGBoost 0.65 0.72
Linear SVM 0.71 0.80

Table 3: Classification accuracy of 3 classifiers.

6.4 Feature importance analysis
After training the classifiers, feature importance
was analysed for 12 distinct threat attributes. For
each of the three classifiers—Random Forest,
XGBoost, and Linear SVM—two methods were
utilised for this analysis: one built-in method in-
herent to each classifier and one external method,
yielding six methods in total. Figure 3 depicts a
box-plot summarising the relative importance of
the 12 attributes across all methods.

Figure 3: Relative importance of 12 threat attributes
across 6 methods.

A reference point of 8.33% was considered, pred-
icated on an even distribution of feature impor-
tance across all attributes. Among the attributes,
Attribute 1 conspicuously led the pack, followed
by Attributes 3, 11, and 12, all of which surpassed
the reference point. Attributes 4 and 2 also held
relative importance, as evidenced by the majority
of box exceeding the reference line. In contrast, At-
tribute 10 was evidently least important, followed
by Attributes 5 and 9.

Nevertheless, the summarisation of feature im-
portance scores across six different methods raises
concerns about the fairness of the comparison. For
instance, the Linear SVM showed a notably narrow
span in the distribution of its relative importance
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Figure 4: Importance rank of 12 threat attributes across
6 methods.

scores (approximately 6% to 10%) compared to
other methods (approximately 4% to 13%), thereby
understating the differences between more and less
important attributes. To address this issue, a com-
parative analysis based on ranks of feature impor-
tance was also performed, with results summarised
in another box-plot (Figure 4).

In this ranked comparison, lower ranks signi-
fied higher importance, and the median rank of 6.5
served as the reference. The general pattern largely
resembled that of the initial relative importance
plot, yet certain outliers became more discernible.
For example, while Attribute 11 predominantly ex-
ceeded the median rank, it also exhibited one in-
stance of ranking last (12th position). Conversely,
Attribute 6, which generally held the 9th rank, had
a singular instance of claiming the top rank. No-
tably, most of the outliers were from either method
pertaining to Linear SVM.

These visual representations, however, only pro-
vide a high-level overview of the relative feature
importance. Our ultimate goal was to quantitatively
assess the importance of each threat attribute. A
simple averaging of importance values across meth-
ods was deemed inadequate due to differing scales
of relative importance among the classifiers. This
was particularly evident with Linear SVM, which
exhibited a narrow range that could introduce bias
into the aggregated results.

As such, an alternative approach could involve
the adoption of a single set of feature importance
scores from just one method. However, challenge
arose in the absence of an objective metric to con-
clusively determining the superior method among

alternatives. We proposed to consider not only the
accuracy of the parent classifiers but also the qual-
itative properties and patterns yielded in the final
results.

Our primary reservations stemmed from the con-
spicuously narrow range of relative importance val-
ues (approximately 6% to 10%) reported by the
Linear SVM. This narrow range might hamper
the effective differentiation of feature importance.
This limitation might be attributable to the inherent
mathematical and algorithmic differences in how
SVM performs classification. Specifically, SVM
relies on analytical techniques to determine the
optimal hyperplanes within the feature space to
segregate data points. Because this is performed
in an analytical fashion, SVM is inclined to utilise
as many data dimensions as feasible, even though
some dimensions (or features) might have a rel-
atively higher influence, thus resulting in minor
variations in feature importance.

On the contrary, tree-based algorithms like Ran-
dom Forest and XGBoost adopt a "winner-takes-
all" strategy in data splitting. In each split, only
one single feature is selected based on its efficacy
in dividing the data. This property of tree-based al-
gorithms renders their feature importance measure-
ments noticeably more effective than those derived
from SVM.

Figure 5: Relative importance of 12 threat attributes by
Random Forest-SHAP and XGBoost-SHAP.

Given these considerations, we recommended
the SHAP method for its rigorous mathematical un-
derpinnings, grounded in cooperative game theory,
and its model-agnostic nature. Furthermore, SHAP
factors in the interactions among features when
computing importance scores. The bar chart in
Figure 5 compares feature importance scores gen-
erated by the SHAP method using Random Forest
and XGBoost classifiers. Given the similarities in
their patterns and the common tree-based algorith-
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mic foundation, an average of the two sets could
be considered. However, should a single set be
chosen, the XGBoost-derived feature importance
would be preferable owing to its superior classifi-
cation accuracy.

While a full analysis of the significance of these
results for cyber threat modelling is outside the
scope of this particular paper, we can identify from
Figure 5 that the most important attributes for char-
acterising cyber threats include the vulnerability,
technical impact and security properties4 associ-
ated with a given cyber threat.

7 Conclusion

This paper presents a robust framework for the
unsupervised classification of cyber threats and
the quantitative analysis of their attributes, har-
nessing cutting-edge data science methods on
textual data generated by GPT-3.5. BERTopic
successfully addressed the principal challenge
of clustering cyber threat texts with specialised
and narrow themes. Our findings revealed
that an optimally parameterised combination of
UMAP and HDBSCAN—BERTopic’s default set-
tings—outperformed other configurations in both
quantitative metrics and expert qualitative evalua-
tions. Of the two text pre-handling strategies we
employed, the one that maintained the original at-
tribute structure proved less effective for improved
topic modelling. We argue, however, that its high
dimensionality may have influenced these results
negatively.

In the next phase of our study, we ventured into
feature importance analysis to characterise cyber
threat attributes quantitatively. We sidestepped
the limitations of immature feature importance
methods for clustering by adopting a classification-
based approach. Utilising classifiers such as
Random Forest, XGBoost, and Linear SVM, we
achieved classification accuracies ranging from
60% to 80%. Among the feature importance tech-
niques evaluated, SHAP stood out for its strong
theoretical foundation and reliable performance.

The cyber threat attributes identified using our
feature importance technique can serve as the ba-
sis for constructing a cyber threat model to au-
tomate the analysis of cyber threats using asset-
based threat modelling techniques. The methodol-
ogy could also be applied to more bespoke knowl-

4Please refer to Table 1 for the mapping between each
threat attribute and the attribute number.

edge domains for identifying threat attributes and
developing threat databases and models in niche
security domains. The concise threat database and
corresponding threat model would be beneficial for
security experts, researchers and policy makers in
tasks such as cyber audits and risk assessments.

Furthermore, the methodologies and insights
from this study hold potential for application in
other sectors that rely on text-rich data for ana-
lytical interpretation, such as healthcare, law, and
social sciences, aiding in extracting meaningful in-
formation and facilitating better decision-making.
Our methodological framework is not only robust
but also modular and adaptable, offering promis-
ing avenues for future research in the fast-evolving
landscape of machine learning and large language
models.

Limitations

Despite the challenges posed by the narrow-themed
nature of the cyber security text dataset, our
BERTopic-based methodology successfully formed
coherent clusters. Subject-matter experts (SMEs)
could summarise threat categories post-cluster
merging, though this required referencing original
CWE descriptions, the CWE hierarchical structure,
and hierarchical clustering distances. This effort to
transform topic words into a human-interpretable
narrative is an universal challenge in topic mod-
elling endeavours.

Like many machine learning methodologies, our
topic modelling framework incorporated elements
of randomness. Specifically, algorithms such as
UMAP, PCA, and K-Means introduce randomness.
Therefore, a potential refinement could involve pa-
rameterising the random seed in hyperparameter
tuning to ensure greater robustness yet maintain
reproducibility.

Likewise, our feature importance analysis
pipeline involved stochastic elements, and they are
not merely confined to the algorithms of classi-
fiers—Random Forest and XGBoost; it extends to
the randomness inherent in the training and test
data split as well as in cross-validation procedures.

Ethics Statement

This research is underpinned by a commitment to
ethical practices in all aspects of data collection,
analysis, and interpretation.
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