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Abstract

The high performance of large language models
(LLM) generating natural language represents
a real threat, since they can be leveraged to gen-
erate any kind of deceptive content. Since there
are still disparities among the language gener-
ated by machines and the human language, we
claim that perplexity may be used as classifi-
cation signal to discern between machine and
human text. We propose a classification model
based on XLM-RoBERTa, and we evaluate it
on the M4 dataset. The results show that the
perplexity score is useful for the identification
of machine generated text, but it is constrained
by the differences among the LLMs used in the
training and test sets.

1 Introduction

Large language models (LLMs) present a large
number of capabilities, ranging from text summa-
rization and information extraction to text para-
phrasing (Wei et al., 2022). One of those abilities
is text generation, which is approaching to the hu-
man written performance (Li et al., 2021; Minaee
et al., 2024). However, they also present some
pitfalls that can lead to privacy and security leaks.
For instance, the tendency to hallucinate of LLMs
may lead to privacy violations by exposing sensi-
tive data (Ji et al., 2023). Likewise, the generative
capacity of LLMs is an extremely positive skill for
many applications, but it may be used to generate
deceptive and malicious content, which can be used
as a source of security leaks (Jawahar et al., 2020;
Peng et al., 2018; Das et al., 2024). Hence, we need
the automatic identification of machine generated
text to warm about it to the readers.

We can consider the language generated by each
person that follows a particular probability distribu-
tion. Although, the small nuances among the use
of language of each person, the spoken and written
language by humans follow a common probability
distribution. Similarly, the language generated by
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LLMs follows a specific probability distribution,
with some disparities between LLMs, but with a
large difference with respect to the human language.
Perplexity is a measure of uncertainty in the value
of a sample from a discrete probability distribution
(Rosenfeld et al., 1996). Accordingly, a low value
of perplexity means a reduced uncertainty score
that the sample is drawn from a probability distri-
bution, otherwise it is likely that the sample does
not belong to the distribution. Hence, perplexity
can be used to discern whether a span of text fol-
lows the probability distribution of the language
usually generated by a LLM or by a human.

In this work, we claim that perplexity can be
used as a classification signal for identifying span
of text generated by machines, with the aim of
warming readers and protecting them from decep-
tive content. We thus propose a classification sys-
tem built upon the XLLM-RoBERTa language model
(Conneau et al., 2019), whose input are the word
embeddings vectors of each input token and the
perplexity score of the input text.

We evaluate the classification model on the M4
dataset (Wang et al., 2024b) used in the task 8
of SemEval (Wang et al., 2024a). Moreover, we
analyze whether there is any influence in the nature
of the LLLM used to calculate the perplexity score
and the one used to generate the evaluation texts.

The results show that the perplexity is a useful
signal to identify machine-generated texts, but it is
limited to a small difference among the probability
distribution of the LLM used to calculate its score
and the one used to generate the text to classify.

This work is organized as follows: next section
highlights the most salient related works. Section
3 justifies the use of perplexity as classification
signal. Our proposal is described in Section 4, and
the experimental framework in Section 5. Then,
we analyze the results in Section 6, and we remark
the main conclusions in Section 7.
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2 Related work

LLMs are able to generate text very similar to what
a human can do. Accordingly, differentiating a
machine-written text from a human one is very
challenging (Crothers et al., 2023). The automatic
detection of these kinds of text is crucial to security
scenarios like phishing, fake news, identity fraud,
and others. Powerful models are open to use by
anyone with the capability to connect to the inter-
net, such as those ones in Hugging Face'. This
facility for the user to be able to generate any type
of text with hardly any resources demonstrates the
importance of obtaining a system that can differen-
tiate when a text is artificially generated.

The need of recognizing machine or artificial in-
telligence (AI) generated text comes from the first
uses of GROVER (Zellers et al., 2019) for the gen-
eration of propaganda. Since that moment several
models and methodologies have been published to
detect this automatic generated text, because hu-
mans struggle at it (Dugan et al., 2023).

We mainly find two approaches to face up the
challenge of detecting Al generated text. On the
one hand, the proposals based on used of linguistic
features, as for instance TF-IDF (Frohling and Zu-
biaga, 2021) or the use of fluency features as the
Flesch score (Crothers et al., 2022). On the other
hand, the works ground in the use of language mod-
els. For instance, in (Rodriguez et al., 2022), the au-
thors fine-tuned a ROBERTa model to detect GPT-2
generated texts. Likewise, in (Kushnareva et al.,
2021) is shown that features derived from BERT
outperform linguistic and other features stemmed
from other neural models.

The literature of machine generated text detec-
tors is wide (Crothers et al., 2023; Valiaiev, 2024),
but as far as we know, perplexity has not been used
yet as feature to guide the identification of machine
generated text. In this paper, we claim to use per-
plexity as a classification signal, and it shows to
give a strong performance as we show in the subse-
quent sections.

3 Perplexity as feature

Perplexity is a metric from information theory that
indicates how well a probability distribution or
model predicts a given sample. Its usefulness re-
sides in facilitating the comparison of various prob-
ability models (Jelinek et al., 1977). A low value
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of perplexity means that a sample may be derived
from the probability distribution, since there is a
low value of uncertainly, otherwise the perplexity
value is large.

Perplexity is usually lower in texts generated by
Al and their texts rather express feelings and use
unusual words. Crothers et al. (2023) show a dif-
ference in performance between perplexity-based
and machine learning-based classification, the lat-
ter being better than perplexity-based classification.
Consequently, the use of both parameters, text, and
perplexity, in training a classifier may be interest-
ing to study in this task, demonstrating that the use
of perplexity in texts generated by the LLM itself
results in highly accurate results.

The perplexity of human-generated text tends to
be higher than that of machine-generated text ac-
cording to (Mitrovic¢ et al., 2023), because the per-
plexity is calculated according to a specific LLM,
which generates language that follows a different
probability distribution than the human language.
Hence, we calculate the perplexity score of the
dataset text that we will use for training and evalu-
ation of the system (see section 5.1). To calculate
the perplexity score we used the Language Model
Perplexity (LM-PPL) python library.> The LM-
PPL computes an ordinary perplexity for recurrent
LMs such as GPT3 (Brown et al., 2020). We calcu-
late the perplexity score of each instance using the
GPT2 language model (Radford et al., 2019). Table
1 shows the perplexity score of human language
and the text generated by several LLMs. As the
table shows, there is a large disparity among the
perplexity score of human language and the lan-
guage automatically generated. Therefore, we can
use perplexity as an additional feature to classify
machine generated text.

The perplexity PP of a discrete probability dis-
tribution p is a widely used concept in information
theory, where H(p) is the entropy of the distribution,
and x ranges over the events.

PP(p) = 2H®) = op@)log2p(z) — 155 (1)

4 Machine-detection system

We have developed a fine-tuning classification
model based on XLM-RoBERTa for differentiating
text authorship. This Machine-detection (MD) sys-
tem uses the text and the perplexity associated with

Zhttps://pypi.org/project/mppl/



Generator Model Mean Perplexity
Human 34.1865
ChatGPT 12.1334
Cohere 11.3244
Davinci 22.6191
Bloomz 30.1235
Dolly 18.9728

Table 1: Comparison of perplexity means of different
models including the human-written text.

each text as input parameters. The perplexity value
has been calculated using LM-PPL with the GPT2
model as a reference.

To fuse the two feature sets, we use the Mul-
timodal Toolkit library, which offers several fu-
sion methods. In this case, we have selected a spe-
cific approach that involves multi-layer perceptron
(MLP) partitioning for categorical and numerical
features. Subsequently, the output of the trans-
former is concatenated with processed numerical
and categorical features before reaching the final
classifier. Once it reaches the classification head,
the system is trained. To optimize this training,
we performed a hyperparameter optimization (see
Section 5.2). We depict the system in figure 1.

5 Experimental framework

We have developed a training system including data
from all LLMs as a baseline for our experimental
framework. One training has been conducted using
perplexity and the other without it. We have also
assessed the performance of our proposal when the
training and test texts have been generated using
the same LLLM, and we compare them when that
difference is not done. This proves that the use of
perplexity improves the performance of the system
when the model is trained and evaluated using the
machine-generated text by the same LLM.

These two baselines allow us to compare them
with our proposed system, demonstrating that the
use of perplexity improves the hit rate in identify-
ing the authorship of the text when training and
predicting the generated text with the same linguis-
tic model.

Baseline one - fine-tuning The system without
perplexity value is a fine-tuning using the XI.M-
RoBERTa-Large, trained with a balanced dataset
where the machine-generated text used is com-
prised of all the texts of the LLMs.

Baseline two - fine-tuning and perplexity This
baseline is similar to the previous system but with
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the addition of perplexity. The same dataset is
used in this system. This system is the same as
we propose, the only difference is the training data
used.

5.1 Dataset

The M4 dataset (Wang et al., 2024b) consists of
71,027 instances assigned to training, 3,000 in-
stances for development, and 18,000 instances des-
ignated for final predictive testing. All data in this
dataset are in English. Each instance is character-
ized by its textual content and the specific model for
its generation. Non-machine-generated instances
are indicated by the label human. Possible gener-
ating models include ChatGPT, Cohere, Davinci,
Bloomz and Dolly, each representing 16.6% of the
dataset. This distribution results in an unbalanced
binary task classification since more than 80% of
the instances consist of machine-generated text.

An additional dataset providing human-
generated text from the SemEval 2024 competition
was integrated to ensure a balanced representation
within the dataset, tailored to this specific clas-
sification task. For the dataset used to train our
proposal, the machine detection (MD) System,
the dataset was split, each comprising exclusively
instances generated by one of the five LLMs
contained in the dataset and human texts.

The training datasets to create the models capa-
ble of differentiating between text and machine of
a specific LLM is composed only of text generated
by that LLM and human text so that the dataset is
balanced. This process has been done five times,
once for each LLM in the dataset.

5.2 Model detection training

For systems involving fine-tuning, we used Optuna
(Akiba et al., 2019), a hyperparameter optimiza-
tion software framework. The fine-tuning process
consisted of investigating these values, with all sys-
tems using the same optimization parameters. To
perform these searches, we used a development set
consisting of the 3000 instances described above.
During the final model training phase, we merged
this development set with the training set to in-
crease the quality of the training.

To ensure the reproducibility of the experiments
we present the values explored for optimization.
The hyperparameter values for Epochs are [8,16],
Learning Rate [Se-6, 5e-5], Weight Decay [le-12,
le-1] and Adam Epsilon [1e-10, 1e-6].
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Figure 1: Structure of the Machine-detection System using perplexity and text for its development.

System Precision Recall F1
Baseline One 0.9507 0.7309 0.7903
Baseline Two 0.8670 0.8624 0.8619
MD System - ChatGPT 0.9272 0.9148 0.9142
MD System - Cohere 0.8725 0.8717 0.8714
MD System - Davinci 0.9361 0.7581 0.7432
MD System - Bloomz 0.9996 0.9996 0.9996

MD System - Dolly 0.8015 0.671 0.6310

Table 2: Final results of the experiments.

With Epochs 8, Learning Rate 1.64E-05, Weight
Decay 9.41E-08 and Adam Epsilon 5.51E-07 being
the final values of the optimised hyperparameters
for all experiments.

6 Results and discussion

As shown in table 2 The macro-F1 score shows a
decrease compared to that of MD System in most
cases. In particular, the recognition of textual au-
thority improves significantly when the system is
trained and predicted with machine-generated text
from the same LLM system.

The disparity between Baseline One and Two
lies in the macro-F1 score demonstrating the im-
provement of the system when perplexity is added
to the training. While Baseline One exhibits su-
perior precision in generating machine text, Base-
line Two demonstrates a broader efficacy. Notably,
Baseline Two excels in discerning between human
and machine-generated text owing to its balanced
consideration of the macro-F1 score for both cate-
gories.

The results of Bloomz have obtained a macro-F1
score of more than 0.90, almost perfect. In contrast,
the Dolly shows lower results than Baseline One
and Two. The analysis reveals no significant corre-
lation between the average perplexity of a model.
The Bloomz has an average perplexity similar to
that of a text written by a human being, but its
results are much higher.

Using the methodologies defined in this study,
evidence emerges for the effectiveness of using per-
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plexity in conjunction with textual features to clas-
sify authority. On the other hand, in cases where
there is certainty about the uniformity of the LLM
model across machine-generated text, the effective-
ness of such classification depends on the models
used and the methodologies employed to calculate
the perplexity score.

Our hypothesis holds in most cases. With the
systems that have been trained with the CharGPT,
Cohere, and Bloomz models we obtain a macro-f1
superior to Baseline Two, being remarkable im-
provement where the same LLLM models are used
to train and evaluate the experiments. Even, in sys-
tems such as the one used by Davinci where the
macro-f1 is lower than Baseline Two, we can see
an improvement in accuracy.

7 Conclusions

The results obtained have shown that the perfor-
mance obtained has been improved for most of the
LLM models that have been worked with. This
shows that as long as the same LLLM generates the
machine-generated data the proposed system us-
ing perplexity and text can with a high probability
of success differentiate between whether a text is
machine-generated or human-generated.

It is also worth noting the difference in the results
between the baselines exposed. This also proves
that the additional information on the perplexity
of each text is useful information for the authority
recognition of the generated text, even if it has been
trained by different LLMs.

Following the positive results obtained in MD
System, our next objective will be to classify texts
independently of their origin. For this purpose, we
will apply the same methodology with considerable
modifications. Such modifications may include
the integration of a new model to calculate text
perplexity or the use of several models to generate
a vector of perplexities.
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