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Abstract

Automatic Lyrics Transcription (ALT) aims
to transcribe sung words from music record-
ings and is closely related to Automatic Speech
Recognition (ASR). Although not specifically
designed for lyrics transcription, the state-
of-the-art ASR model Whisper has recently
proven effective for ALT and various related
tasks in music information retrieval (MIR).
This paper investigates Whisper’s performance
on Western classical music, using the “Schubert
Winterreise Dataset.” In particular, we found
that the average Word Error Rate (WER) with
the unmodified Whisper model is 0.56 for this
dataset, while the performance varies greatly
across songs and versions. In contrast, spoken
versions of the song lyrics, which we recorded,
are transcribed with a WER of 0.14. Further
systematic experiments with source separation
and time-scale modification techniques indicate
that Whisper’s accuracy in lyrics transcription
is less affected by the musical accompaniment
and more by the singing style.

1 Introduction

Lyrics, the words of a song, are vital to vocal mu-
sic. They contain important information for lis-
teners and bridge the gap between music and lan-
guage. Automatic Lyrics Transcription (ALT) ex-
tracts these words, often from a mix of instruments
and vocals (Tsai et al., 2018). Automatic Speech
Recognition (ASR) performs a similar task for nor-
mal speech (Malik et al., 2021). While both involve
processing the human voice, speech, and singing
differ in pitch fluctuations, pronunciation, speed,
time variations, and vocabulary (Humphrey et al.,
2019). Musical accompaniment can further com-
plicate ALT, as it superimposes the singing voice,
often with high temporal and spectral correlations
(Gupta et al., 2020). Due to these differences, ASR
and ALT have long been considered separate tasks
(Kruspe, 2024).

Recent ASR advances rely on large, diverse
datasets and often use weakly-supervised or self-
supervised training (Baevski et al., 2020; Peng
et al., 2024). One state-of-the-art model, Whis-
per, is trained on a total of 5 million hours of
data (Radford et al., 2023). Trained on such ex-
tensive data, Whisper shows promising capabilities
for ALT as well. It can either be used without
modifications (Cífka et al., 2023), in combination
with a Large Language Model (LLM) for transcript
post-processing (Zhuo et al., 2023) or be fine-tuned
on specific music genres (Wang et al., 2023). Un-
derstanding large pre-trained models is crucial, as
these models can be useful for tasks with limited
data like ALT, in particular for underrepresented
languages or genres (Latif et al., 2023; Wang et al.,
2024).

This paper aims to better understand Whisper’s
ALT performance and the challenges of transcrib-
ing singing compared to speech. Different from the
other works mentioned above, we focus on Western
classical music. In particular, we use the “Schubert
Winterreise Dataset” (SWD) (Weiß et al., 2021)
as a case study, which comprises nine complete
recordings of the 24-song cycle “Winterreise” by
Franz Schubert. The Winterreise is composed for
solo voice with piano accompaniment, based on
German poems from the early 19th century.

Our contributions are twofold: an in-detail anal-
ysis of Whisper’s ALT performance on the SWD,
and a comparison of speech and singing transcrip-
tion through experiments with spoken versions of
the lyrics, source separation, and time-scale modi-
fication.

2 Experimental Setup

2.1 Whisper

The multilingual ASR model Whisper, introduced
by Radford et al. (2023), is based on a transformer
architecture and available in various sizes. In this



work, we use the largest and latest pre-trained ver-
sion, large-v3 1. For simplicity, we refer to this
model as Whisper. It has been trained on 4 mil-
lion hours of unlabeled data and 1 million hours
of weakly-supervised data, both not publicly avail-
able. Despite being tailored for ASR, there are
indications that music is included to some extent
in the training data (Zhuo et al., 2023). Although
there has been work on improving Whisper for ALT
(Zhuo et al., 2023; Wang et al., 2023, 2024), we use
the model in its original state to better understand
its behavior and potentially evaluate differences
between speech and singing.

2.2 Evaluation Dataset

The SWD (Weiß et al., 2021), contains nine com-
mercial recordings of all 24 songs of the Winter-
reise. These versions feature different male singers,
pianos, acoustic conditions, and audio quality. The
total number of words per version in the lyrics is
2644. In the following, we denote the songs using
their respective number ranging from SWD-01 to
SWD-24. Following the dataset paper, we denote
the versions with a two-letter identifier alongside
the recording year, e.g., AL98. For more details on
the versions, see Weiß et al. (2021). Since Whis-
per’s training data is not public, we cannot ensure
that there is no overlap with the publicly available
SWD. We use this dataset because we consider the
classical singing style together with the accompani-
ment to be a challenging scenario for an ASR sys-
tem. Additionally, the SWD enables cross-version
analysis by offering multiple performances of each
piece.

2.3 Evaluation Metrics

The most commonly used metric to measure the
accuracy of ASR and ALT is the Word Error Rate
(WER) (Malik et al., 2021). Given a reference text
and a transcript, it is defined as

WER =
D + I + S

R
, (1)

where D is the number of deletions, I the num-
ber of insertions, S the number of substitutions,
and R the number of words in the reference text.
The WER can exceed 1 when a transcript has more
words than its reference. While our focus lies on
the WER, we additionally report the Character Er-
ror Rate (CER) for a more fine-grained analysis.

1Available at https://github.com/openai/whisper/

It is defined similarly to the WER but on a char-
acter level, rather than a word level. To ensure
consistency, we standardize both the reference and
transcript texts by removing all punctuation and
capitalization before calculating the metrics. Con-
sidering the stochastic decoding in the Whisper
model, we average the metrics over five indepen-
dent trials to ensure result stability, as done in Cífka
et al. (2023). We will briefly discuss the impacts of
this in Section 3.

3 Lyrics Transcription Results

In this section, we evaluate the transcription perfor-
mance of Whisper for singing with accompaniment.
Figure 1 shows the WER of the Whisper transcrip-
tion of SWD for each song and each version, along
with the respective averages. The overall mean
WER is µ = 0.56 but we can see considerable dif-
ferences, both across songs and versions with an
overall standard deviation of σ = 0.234.

3.1 Results across Versions

We first investigate the differences between ver-
sions. The average WER varies from µFI66 = 0.49
to µAL98 = 0.64, an absolute difference of up to
0.15 for the same songs and lyrics. The standard
deviation is σversion = 0.044. Notably, the oldest
recording HU33 (with the worst audio quality) has
a mean WER of µHU33 = 0.54, just below the
average, indicating Whisper’s robustness against
poor audio quality (Radford et al., 2023). No ver-
sion consistently gives better or worse results. For
example, FI66 has the lowest average WER but
shows the highest WER of 0.46 for SWD-02 and the
lowest WER of 0.24 for SWD-05.

3.2 Results across Songs

Next, we examine WER variations across songs.
The mean WER (across versions) ranges from
µSWD-02 = 0.29 to µSWD-21 = 0.98, an absolute
difference of 0.69. The standard deviation of
per-song averages is σsong = 0.148, larger than
σversion = 0.044 mentioned above.

For deeper insight, we examine songs SWD-02
and SWD-21. Musically, SWD-02 features a fast
tempo with subtle piano accompaniment, mainly
supporting the voice. Figure 2 shows the lyrics
of the first two stanzas of SWD-02 alongside the
corresponding transcript. Many errors are substitu-
tions, e.g., “Wetterfahne” becomes “Wetterfalle”.
Whisper also struggles with compound words, e.g.,
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Figure 1: WER of each song and version in SWD, sorted by averages over songs and versions. For better visibility,
the numbers are given in 100·WER.

“Liebchens Haus” is written as “Liebchenshaus”,
and “nimmer” is split into “nie mehr”, semantically
equivalent in German.
SWD-21 has the highest average WER, with

seven out of nine versions showing a WER of 1.0
or higher. In these instances, Whisper often fails
to produce meaningful transcriptions. The song
has a slow tempo with long piano-only sections.
Transcripts frequently contain irrelevant text, such
as music descriptors (“Piano Music”) or unrelated
phrases (“Thank you for listening”), an issue al-
ready previously documented (Cífka et al., 2023;
Zhuo et al., 2023).

Figure 2: Comparison between the first two stanzas
of SWD-02 (reference text on the left) and a Whisper-
generated transcript (on the right), with errors high-
lighted in red. The WER of this excerpt is 0.33.

3.3 Discussion

The average WER of 0.56 on the SWD is con-
siderably higher compared to speech benchmark
datasets for long-form transcription, which are in
the range of 0.04 to 0.2 (Radford et al., 2023).
Cífka et al. (2023) utilized Whisper for ALT with
a variety of modern genres, including rock and
pop music, and reported a WER of 0.36, which is
still significantly lower than our results. This sug-
gests that the music in the SWD presents a more
challenging task compared to rock and pop music.
Although it is difficult to reason about errors of
black box systems like Whisper, we hypothesize
that some errors, e.g., seen in Figure 2, can be at-
tributed to the poetic style and old language.

Whisper’s stochastic decoding introduces noise,
leading to some uncertainty in our results. Averag-
ing over five trials, the average standard deviation is
0.13, with a confidence of 0.06 for the mean WER
of a single track. We argue that this is sufficiently
small to maintain the validity of our observations.

4 Comparative Analysis of Speech and
Singing Transcription

In the previous section, we have seen that the ALT
performance of Whisper for the classical music
dataset SWD is low compared to speech bench-
marks. In this section, we further explore this
difference, by investigating possible factors that
may deteriorate the transcription performance from
speech to classical singing.

4.1 Influence of Musical Accompaniment

One major difference between ASR and ALT
is the musical accompaniment, which acts as a
correlated “background noise” when transcribing
singing. The varying accompaniment could po-
tentially account for WER differences between
ALT and ASR datasets, as well as differences be-
tween the songs in the SWD. To test this hypothe-
sis, we employ Musical Source Separation (MSS)
to extract vocal tracks of the SWD, which we de-
note with V-MSS. For source separation, we use the
commercial system provided by the company Au-
dioShake, further denoted by V-MSSAS, as well as
the open-source model hybrid Demucs introduced
in Défossez (2021), denoted by V-MSSHDMC. In Ta-
ble 1 we report the respective WERs and CERs.
The MSS pre-processing does not improve the re-
sults significantly, which aligns with previous find-
ings by Cífka et al. (2023). This indicates that the
musical accompaniment is not the primary source
of errors. However, small artifacts introduced by
the MSS algorithms could be detrimental to the
transcription performance and more work on clean
multi-track data could give more insight into this



MIX V-MSSAS V-MSSHDMC V-SP

WER [%] 56.1 54.1 55.6 14.6
CER [%] 44.3 42.4 43.9 9.4

Table 1: WER and CER for the three signal types: un-
processed polyphonic input (MIX), vocals extracted with
MSS (V-MSS) with further indication of the used MSS
system, and the spoken version of the lyrics (V-SP).

aspect. The robustness against musical accompani-
ment might not hold for models other than Whisper,
since previous work has shown that jointly training
an MSS system with a lyrics transcriber model can
be beneficial (Gao et al., 2023).

4.2 Sung vs. Spoken Lyrics

There is a plethora of work, comparing the acoustic
differences between speech and singing, e.g., List
(1963); Patel et al. (2006); Gao et al. (2018); Van-
den Bosch der Nederlanden et al. (2023). We want
to directly compare these two domains in terms
of Whisper’s respective transcription accuracy. To
this end, we recorded spoken versions of the song
lyrics for the SWD, which we denote with V-SP.
Our recordings feature two speakers, male and fe-
male, both native German speakers.

Table 1 shows the WER and CER for the spo-
ken lyrics (V-SP). The WER for V-SP is 0.146 and
the CER is 0.094 and therefore considerably lower,
compared to the original SWD. Therefore we can
rule out the distinct vocabulary of the SWD as the
single source of errors. Since MSS pre-processing
did not improve the results, we hypothesize that
singing itself, and particularly the classical singing
style in the SWD, poses a challenge for Whisper.
One distinct difference between speech and singing
is the duration of individual phonemes (Kruspe,
2024). To investigate the influence of this, we ap-
ply time-scale modification to the spoken lyrics
V-SP, using the libtsm Python package2, based on
Driedger and Müller (2014). Note that this intro-
duces artifacts, which grow more noticeable with
stronger modification, however, the pitch is not
changed. Each time-scale modified signal is char-
acterized by a single time stretch factor, where a
value smaller than 1 denotes a higher speed com-
pared to the original signal. Figure 3 shows the
average WER across various time stretch factors.

The transcription performance decreases for very
high or low time-stretch factors but remains fairly
robust to small changes. This suggests that strong

2https://github.com/meinardmueller/libtsm
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Figure 3: Average WER for time-stretched speech sig-
nals across various time stretch factors. The orange
color denotes the unaltered speech.

deviations from normal speech are problematic
for Whisper, which seems reasonable given its
speech-focused training. Quantifying phoneme
duration deviations from normal speech depends
on the music genre and language, but stretching
factors of 3 are common for vowels (Duan et al.,
2013; de Medeiros and Cabral, 2018). Our time-
stretching experiment may explain why the SWD
is challenging for Whisper. Further experiments,
analyzing correlations between errors and stretched
phonemes could help adapt ASR models to singing.

5 Conclusion and Future Work

Our study investigates Whisper’s ALT performance
on Western classical music using the SWD as a
case study. We find a higher WER for the SWD
compared to speech or other singing datasets, with
significant fluctuations across songs and versions.
Vocabulary has a minor impact, as spoken lyrics
WER is comparable to other speech benchmarks.
MSS-based vocal extraction has a negligible influ-
ence on the WER, indicating musical accompani-
ment is also not the primary issue. Preliminary
experiments show that Whisper is robust against
small speed variations but sensitive to larger varia-
tions in talking speed compared to normal speech.

We hope our study serves as a starting point
for analyzing how characteristics of speech and
singing influence ASR model performance. Our
evaluation methodology, though applied to Whis-
per, is relevant beyond a single model. Applying
this approach to other ASR models, such as Peng
et al. (2024), could enhance understanding of their
behavior. This perspective positions our work as a
case study for evaluating large audio models and
highlights the potential of the music domain for
thorough analysis of pre-trained models.
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