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Abstract

Accurate song success prediction is vital for the
music industry, guiding promotion and label de-
cisions. Early, accurate predictions are thus cru-
cial for informed business actions. We investi-
gated the predictive power of lyrics embedding
features, alone and in combination with other
stylometric features and various Spotify meta-
data (audio, platform, playlists, reactions). We
compiled a dataset of 12,428 Spotify tracks and
targeted popularity 15 days post-release. For
the embeddings, we used a Large Language
Model and compared different configurations.
We found that integrating embeddings with
other lyrics and audio features improved early-
phase predictions, underscoring the importance
of a comprehensive approach to success predic-
tion.

1 Introduction

Predicting music release success is crucial for the
music industry and influences artists’ signings and
careers. Strategies are planned before release and
adjusted based on success expectations (Steininger
and Gatzemeier, 2019). Post-release efforts could
target demographics that may not have initially
responded. As depicted in Figure 1, a song reaches
peak audience within two weeks of release, going
from novelty to stabilized exposure.
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Figure 1: Daily average Spotify popularity scores since
song release, with the daily mean within ±1 standard
deviation. Vertical lines: day 3 (“reactions” features,
left) and day 15 (prediction target, right).

A song’s lifecycle include production, release
planning and implementation, and post-release re-
actions. The further in the lifecycle, the more infor-
mation can gather to improve a song’s success pre-
diction. Audio and lyric data are the primary infor-
mation available from the early stages. While much
research in Music Information Retrieval (MIR) has
focused on utilizing audio data to extract predictive
features (Zangerle et al., 2019), less attention has
been given to leveraging lyrics (Arora and Rani,
2024; Singhi and Brown, 2014).

We investigate the predictive power of lyrics fea-
tures in the context of song success prediction. We
first compile a dataset of 12,428 Spotify tracks and
set the popularity at day 15 as the prediction target,
which is based on recency and relative quantity of
plays (Spotify, 2023) thus a good proxy of actual
streams. We split our data into training, validation,
and test sets in chronological order. To the best of
our knowledge, no previous work has framed mu-
sic success in this way. Second, we combine Large
Language Models (LLMs) lyrics embeddings with
stylometric features, and integrate them with other
features to train regression models. Third, we per-
form an evaluation to compare the efficacy of using
lyrics features alone versus integrating them with
other features across the phases of the song’s life-
cycle. LLM embeddings improve the contribution
of lyrics features already after the song production
phase. We make our code openly available1.

2 Related Work

Hit Song Science aims to predict whether a song
can attain a “hit” status based on song features
extracted by MIR techniques (Dhanaraj and Lo-
gan, 2005; Pachet, 2012). This has sparked de-
bates about its efficacy (Pachet and Roy, 2008;
Ni et al., 2011), yet subsequent work have tack-

1https://github.com/SonyCSLParis/
foremusic-nlp
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Group Availability # Features

Audio Post-production 14 acousticness, danceability, duration ms, energy, instrumentalness, liveness, loud-
ness, speechiness, tempo, valence, album type (album, single or compilation),
explicit (true or false), genre class, music style

Platform Release planning 8 number of countries where song is available at release, days of delay between
release and appearance on playlists, release month, release year, release week,
release weekday, artist popularity at release, artist followers at release

Playlists Shortly before release 5 followers from largest listing playlist, song position in largest listing playlist,
sum over days of followers from largest listing playlist, sum of followers over
all listing playlists, number of listing playlists at release

Reactions Post-release 4 track popularity at day 0, 1, 2, 3 from release

Table 1: Features from Spotify metadata, grouped by domain and ordered by availability time.

led the challenge of music popularity prediction
by framing it as a classification task of “hit” or
“miss” based on: rankings in music charts like
Billboard (Singhi and Brown, 2014); listing in
playlists (Araujo et al., 2020); or categorisation
of levels of popularity (Sharma et al., 2022; Yee
and Raheem, 2022).

Music success prediction has also been tackled
as a regression problem, based on the Spotify pop-
ularity scores (Spotify, 2023) from 0 to 100. XG-
Boost (Chen et al., 2015) has been praised for its ef-
ficacy (Xing, 2023). Other methods included lyrics
features (Martín-Gutiérrez et al., 2020), genre-
based and cluster-based approaches (Agarwal et al.,
2023), and Vector Autoregressive model (Mach-
mudin et al., 2023). We refer to Arora and Rani
(2024) for a comparative analysis.

Lastly, we highlight the work of Berjamin et al.
(2024) in which features are grouped in song in-
trinsic (e.g., from audio), song extrinsic (e.g., about
the release context) and crowdsourced opinions. In
turn, we group features by their availability over
time. Our research emphasizes the utility of LLM
embeddings from lyrics, by evaluating them along-
side stylometric features (Zangerle et al., 2018). To
the best of our knowledge, we are the first ones to
use lyrics embeddings to predict music popularity
within a chronological regression framework.

3 Data Collection and Preprocessing

We monitored two sets of Spotify playlists: the first,
relevant for the French market, of 299 playlists
from 22-07-2019 to 17-09-2022; the second, rel-
evant to the UK market, of 235 playlists from 24-
11-2020 to 03-02-2023. We kept track of the songs
that were released and listed during this time, to-
talling 24,266 tracks. We stored the metadata made
available through Spotify’s API. We kept evolving
data (like song popularity, artist’s followers, posi-
tions in playlists, etc.) recording their dynamics
daily. For the lyrics, we queried the title and artist’s

name through the Genius API (Miller, 2024).
We focused on success prediction for new re-

leases, which is more relevant to the music indus-
try. By tracking song’s popularity daily, we set the
regression target for success as the popularity on
the 15th day after release, uniformly for every song.
Figure 1 shows that, by that day, novelty has faded
and popularity stops growing. Tracks with no value
for the popularity target (due to faulty or late col-
lection) were removed. After manually inspecting
randomly sampled data, lyrics were automatically
preprocessed by: cleaning recurrent artifacts in the
text; removing tracks with no English lyrics. For
language extraction, a transformer model for 51
language classification was used (Conneau, 2019).
12,428 tracks remained after preprocessing.

4 Approach

Feature extraction. Table 1 shows the features
we extracted from Spotify, grouped by domain
specificity and ordered by their availability in the
song’s lifecycle: Audio features cover sound and
intrinsic song properties; Platform features include
platform’s metadata about the context of publica-
tion; Playlists features are a summary statistics
of the monitored playlists in which the song was
listed; Reactions features are the level of song pop-
ularity in Spotify as in the four days after release.
We record features at release date, and use those
as a proxy for the information that is available be-
fore release. This concerns only time-varying fea-
tures, such as playlist and artist followers, which
are rather stable and therefore negligibly impacted.

Table 2 summarises the stylometric lyrics fea-
tures we re-used from Zangerle et al. (2018)
and Martín-Gutiérrez et al. (2020). For the
embedding features, we used sentence embed-
dings (Reimers and Gurevych, 2019a) designed
to improve the sentences semantic representations.
We selected the tokenizer and the model all-mpnet-
base-v2 (Reimers and Gurevych, 2019b; Hugging-



Type # Features

Lexical 14 token count, unique token ratios, avg. to-
ken length, repeated token ratio, hapax
dis-/tris-/legomenon, unique tokens/line,
avg. tokens/line, line counts, punctua-
tion and digit ratios, stop words ratio,
stop words/line

Linguistic 1 lemma ratio
Semantic 4 VADER scores (4)
Syntactic 3 pronoun frequency, past tense ratio

Table 2: Stylometric lyrics features used. We used
whitespace for token separation.

face, 2024) that was fine-tuned on the MPNet ar-
chitecture (Song et al., 2020) and that stood out
as one of the top-performing sentence embedding
models (Sbert, 2024). The resulting embeddings
have 768 dimensions, which we sought to reduce to
a size comparable to the number of other features
used in the prediction of popularity. To do so, we
either included a dimensionality reduction step or
applied the UMAP method (McInnes et al., 2018).

We explored (i) fine-tuning the embeddings for
popularity prediction by adding a regression layer
on top of the original language model to directly
optimize for predicting popularity scores; (ii) fine-
tuning the LLM through unsupervised Masked Lan-
guage Modeling (MLM), thus continuing to train
the model to refine its contextual understanding.

We identified six strategies for lyrics embed-
dings: 1) b, embeddings from the pre-trained
all-mpnet-base-v2 model; 2) b-reg, b + fine-
tuning for regression; 3) b-red-reg b + di-
mensionality reduction + fine-tuning for regres-
sion; 4) ft, embeddings from the fine-tuned
all-mpnet-base-v2 model; 5) ft-reg, ft + fine-
tuning for regression); 6) ft-red-reg, ft + dimen-
sionality reduction + fine-tuning for regression.

Regression Model. We used LightGBM
(LGBM), a tree-based model built on gradient
boosting (Ke et al., 2017). The model was trained
with 5-fold cross-validation (Pedregosa et al.,
2011), with parameters: learning_rate = 0.001,
n_estimators = 10, 000, and hyperparameter
grids: max_depth ∈ 6,−1, num_leaves ∈
40, 60, colsample_bytree ∈ 0.5, 0.7, 1. Feature
importance is measured by the frequency of a
feature’s use in LGBM’s decision splits.

5 Experimental Set-Up

We first select the embedding strategy that best pre-
dicts popularity, then measure the contributions of
each group of features to the popularity prediction.

We divided the data into train, validation and test

sets, in a 80/10/10 split based on time of release.
Songs in the training set were released before those
in validation, which were released before those in
the test, to reflect a realistic scenario. After prepro-
cessing, the train, validation and test sets contained
9, 812, 1, 391 and 1, 225 songs respectively.

We used both the training and validation sets to
fine-tune the LLM with MLM, as this method is un-
supervised. For the regression task, we fine-tuned
the embeddings using the training set and evaluated
them on the validation set. We reduced the embed-
dings to dimensions 5, 10 or 20, using either Eu-
clidean or cosine distance for UMAP. We assessed
ten different embeddings for each of the three sizes:
b, b-reg, ft, ft-reg with UMAP l2 or UMAP
cosine (4 · 2 models); b-red-reg and ft-red-reg
(2 models). 30 embeddings were compared on the
training and validation sets joint together.

For comparability with sizes from other fea-
ture groups (see Table 1), we focused on the 10-
dimensional embeddings. The best-performing was
used to assess how well lyrics features predict pop-
ularity when used alone and jointly in the four
different stages of the song life. We compared
the performance of the LGBM model on the test
set, using Spotify features with and without lyrics
features (stylometric alone, embedding alone, sty-
lometric+embedding). We also compared on the
lyrics features only. 19 LGBM models were trained.
We used Mean Absolute Error (MAE), Root Mean
Squared Error (RMSE), and the coefficient of de-
termination (R2) to assess the LGBM models.

6 Experimental Results

6.1 Embedding selection

Embedding dimension 5 10 20

Embedding UMAP MAE RMSE R2 MAE RMSE R2 MAE RMSE R2

b Euc. 9.61 12.2 0.27 9.39 11.92 0.3 9.23 11.75 0.32
b Cos. 9.7 12.31 0.25 9.34 11.86 0.31 9.15 11.63 0.33
ft Euc. 9.4 11.99 0.29 9.15 11.62 0.34 9.02 11.5 0.35
ft Cos. 9.42 12.01 0.29 9.19 11.71 0.33 8.95 11.42 0.36
b-reg Euc. 8.97 11.5 0.35 8.83 11.28 0.37 8.63 11.04 0.4
b-reg Cos. 8.97 11.49 0.35 8.82 11.3 0.37 8.66 11.07 0.4
ft-reg Euc. 8.75 11.22 0.38 8.56 10.98 0.41 8.35 10.72 0.44
ft-reg Cos. 8.69 11.16 0.39 8.57 10.99 0.41 8.34 10.7 0.44
b-red-reg None 9.04 11.52 0.35 8.82 11.22 0.38 7.85 10.17 0.49
ft-red-reg None 9.46 12.01 0.29 9.51 12.07 0.28 10.14 12.8 0.19

Table 3: Scores from LGBM models for popularity
regression, cross-validated on joint train and validation
sets. Euc.: Euclidean, Cos.: Cosine.

Table 3 presents the scores of the LGBM models,
cross-validated on the training and validation sets.
There is a minor difference between the Euclidean
and the cosine distances for the UMAP dimension-



Spotify features None Audio +Platform +Playlists +Reactions

Lyrics features MAE RMSE R2 MAE RMSE R2 MAE RMSE R2 MAE RMSE R2 MAE RMSE R2

None 10.77 13.53 0.3 6.23 8.13 0.75 5.27 7.02 0.81 3.57 5.82 0.87
Stylometric 11.03 13.75 0.24 9.48 12.04 0.42 5.87 7.69 0.76 5.03 6.75 0.82 4.17 7.74 0.76
Embedding 10.56 13.23 0.25 9.27 11.76 0.41 5.8 7.59 0.75 5.03 6.7 0.81 4.11 7.77 0.74
Stylometric+Embedding 10.3 13.02 0.28 9.12 11.57 0.43 5.77 7.54 0.76 4.99 6.66 0.81 4.13 7.78 0.74

Table 4: Results on the test set from combination of different features. Spotify features are added cumulatively
from left to right, reflecting the incremental disclosure of information through the song’s lifecycle. Combining
stylometric with embedding features yield moderate but consistent boost in performances in the earlier stages.

ality reduction. Fine-tuning the LLM with MLM
improves performances, except when the layer for
dimensionality reduction is added before the regres-
sion. The best performing strategies are ft-reg
for dimensions 5 and 10, and base-red-reg for
dimension 20. To make the lyrics features compa-
rable to other features (cf. Section 5), we selected
the best embedding strategy with dimension 10:
ft-reg + UMAP with Euclidean distance.

Figure 2 shows that the importance ranks of em-
bedding and stylometric features are evenly dis-
tributed, indicating that both feature sets provide
complementary information.
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Figure 2: Feature importance of stylometric (red) and
embedding (blue) features, measured by the number of
times the feature is used from the LGBM model.

6.2 Lyrics with Incremental Information
Table 4 shows the scores of the LGBM mod-
els trained with incremental information, with
and without lyrics features. Predictions improve
as more Spotify features are included. Perfor-
mance boosts added by lyrics are important for
audio only, moderate for audio+platform and au-
dio+platform+playlists. Lyrics become detrimental
when reactions are included. The individual contri-
bution of stylometric features and lyrics embedding
is comparable, with the former scoring marginally,
but consistently, better that the former.

Table 4 suggests that adding lyrics features im-
proves the performance of music popularity pre-
diction in the earlier stages of the song life, when
only lyrics and audio features are available. When
more features become available, the added value
of the lyrics features becomes less visible or even
detrimental. We contend this effect is caused by
the regression model, for which only a random sub-
sample of features are used to train each decision
tree. Thus, reaction features, which are strongly
predictive but few in number, become less likely
to be sampled for the training of each tree as more
features are included.

7 Conclusion

We incorporated lyrics features into regression
models to predict the popularity of a song at day
15. We experimented with various models with sty-
lometric and embedding-based features, selected
the best ones on the training and validation sets,
and evaluated how the prediction improved if we
included lyrics features at different stages of the
song life. We find that lyrics embeddings are use-
ful for song popularity prediction at early stages,
complementing with other features.

Future work may benefit by the rapid advances
of LLMs. Multilingual models could be used to
process lyrics from languages other than English.
We also plan to extend the features to include text
aesthetics (Kao and Jurafsky, 2012) and social me-
dia communications. There is a lack of data about
marketing campaigns, despite their centrality in the
business, and it would be valuable to quantify the
predictive power derived from those interventions.

Spotify popularity was set as a proxy for mu-
sic success, yet this metric does not offer the same
resolution as actual streams, which have a richer dy-
namic. Other aspects could also be targeted beyond
popularity, such as relative success or potential au-
dience, providing new insights on the Science of
Success (Wang et al., 2023).
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