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Abstract

Skill Extraction involves identifying skills and
qualifications mentioned in documents such as
job postings and resumes. The task is com-
monly tackled by training supervised models
using a sequence labeling approach with BIO
tags. However, the reliance on manually an-
notated data limits the generalizability of such
approaches. Moreover, the common BIO set-
ting limits the ability of the models to capture
complex skill patterns and handle ambiguous
mentions. In this paper, we explore the use
of in-context learning to overcome these chal-
lenges, on a benchmark of 6 uniformized skill
extraction datasets. Our approach leverages the
few-shot learning capabilities of large language
models (LLMs) to identify and extract skills
from sentences. We show that LLMs, despite
not being on par with traditional supervised
models in terms of performance, can better han-
dle syntactically complex skill mentions in skill
extraction tasks.!

1 Introduction

Skill Extraction (SE) is a challenging task in the
job market domain that involves identifying and ex-
tracting specific skills mentioned in job postings, re-
sumes, and other job-related documents. SE plays
a crucial role in various job market applications,
such as matching job seekers with relevant job op-
portunities or analyzing trends in the job market.
Prior approaches to SE rely on rule-based methods
or keyword-matching techniques (Khaouja et al.,
2021; Ternikov, 2022). More recent methods,
which are considered state-of-the-art, propose to
fine-tune language models to solve the task (Zhang
et al., 2022a, 2023). However, they heavily rely
on manually annotated data, which is prohibitively
expensive to collect, especially in this application
that requires human resource domain experts.
'Code is available at https://github.com/epfl-nlp/

SCESC-LLM-skill-extraction and data at https://
huggingface.co/datasets/jjzha
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In this paper, we investigate the use of large
language models (LLMs) for SE in the job mar-
ket domain. LLMs have been trained on massive
amounts of text data and have shown great poten-
tial in capturing the underlying patterns and seman-
tics of language. The SE task can be linked with
the more generic entity recognition task in natural
language processing (NLP). Named Entity Recog-
nition (NER) is a widely studied task in NLP that
involves identifying and classifying named entities
in text. The typical approach to the NER problem
is to formulate it as a sequence labeling task that
assigns each token to a predefined entity-related
label. Recent methods have attempted to tackle this
task using LLMs, with limited success (e.g., Wang
et al., 2023a; Ma et al., 2023).

First, we propose a review of the datasets
for SE. We uniformize them and release them
as a benchmark for future research in the field.
It includes six publicly available datasets cover-
ing 4 languages (English, French, German and
Danish) and various domains and skills cate-
gories: SAYFULLINA (Sayfullina et al., 2018),
SKILLSPAN (Zhang et al., 2022a), GREEN (Green
et al., 2022), GNEHM (Gnehm et al., 2022a), KOM-
PETENCER (Zhang et al., 2022b) and F1J0 (Beau-
chemin et al., 2022).

We test the ability of LLMs to solve the tasks
on these six datasets using various prompting tech-
niques. We compare two types of task formula-
tions, highlighting their impact on various aspects
of the model’s behavior. Through diagnosing the
performance of LLMs, we identify a taxonomy of
errors, quantifying their frequency and supporting
it with descriptive statistics on the datasets and the
model’s predictions, comprising multiple skill men-
tions that are conjoined together. For example, a
job posting might require “ability to develop report-
ing software and statistical softwares". In this case,
the phrase “develop reporting software and statisti-
cal softwares" represents a conjoined skill, where
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multiple skills are combined together. However, the
current BIO annotation scheme does not capture
such complex skill mentions effectively, leading
to difficulties in accurately extracting each skill.
Following this, in our error analysis, we highlight
LLM behavior that is seen as detrimental using
common NER evaluation and annotation schemes,
but may be more adapted to real-world settings.

2 Related Work
2.1 Skill Extraction

Recently, there has been an increase of interest
in the task of SE. The general dynamic nature of
labor markets has led to an increase in tasks related
to job descriptions (JD), including SE (Kiviméki
et al., 2013; Zhao et al., 2015; Sayfullina et al.,
2018; Bhola et al., 2020; Gugnani and Misra, 2020;
Fareri et al., 2021; Konstantinidis et al., 2022; Ao
etal., 2023; Zhang et al., 2023). Some works define
a more granular label space such as Zhang et al.
(2022a). Here, they distinguish between skill and
knowledge components. In Sayfullina et al. (2018),
they only extract soft skills. Then, in Green et al.
(2022), they tag for both hard and soft skills. For
other languages, in Gnehm et al. (2022b), they
classify for only ICT-based skills in German. Last,
for Beauchemin et al. (2022), they tag for only soft
skills in French.

All these works employ methods such as
sequence labeling (Sayfullina et al., 2018;
Smith et al., 2019; Chernova, 2020; Zhang
et al., 2022a,c), multi-label classification on the
document-level (Bhola et al., 2020), and graph-
based methods (Shi et al., 2020; Goyal et al.,
2023). Recent methodologies include domain-
specific models where LMs are continuously pre-
trained on unlabeled JD (Zhang et al., 2022a;
Gnehm et al., 2022b). However, to the best of our
knowledge, no work has applied LLMs to the task
of SE in the job market domain. We use several
datasets from previous work in Section 3.

2.2 Entity Recognition using LL.Ms

With the recent advances in large-scale pre-training,
LLMs were able to capture rich contextual informa-
tion and achieve impressive performance in various
downstream tasks (OpenAl, 2023; Touvron et al.,
2023). However, their performance in NER is still
significantly below supervised baselines (Ma et al.,
2023; Wang et al., 2023a). This is partly because,
as a sequence labeling benchmark, NER requires
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a structured output from models. Meanwhile, the
autoregressive nature of LLMs does not guarantee
a uniform output representation. Jimenez Gutierrez
et al. (2022) conducted a comprehensive study on
entities and relation extraction using LLMs in the
biomedical domain and concluded that contempo-
rary techniques could not enable GPT-3 with in-
context learning to surpass BERT-sized fine-tuned
LMs. Ma et al. (2023) and Wang et al. (2023a)
reach similar conclusions in the general domain.
Wang et al. (2023b) proposed a method to surround
entities with special tokens, bridging the gap be-
tween sequence labeling and generative tasks and
achieving comparable results compared to state-of-
the-art pre-trained models. In more recent works,
PromptNER (Ashok and Lipton, 2023) provides the
entity definition to the model, asking it to output a
list of potential entities along with the reasoning on
the compatibility of each entity with the provided
definition. Meanwhile, UniversalNER (Zhou et al.,
2023) instruction-tunes smaller scale open-source
models for entity extraction tasks.

3 Datasets for Skill Extraction

We gather and uniformize six datasets with the
B-I-O annotation scheme, where each word in a
sentence is associated with one tag. The “B” tag
indicates that the associated word marks the Begin-
ning of a span; “I” indicates a word Inside a span,
and “O” marks words Outside a span. Each dataset
is extracted from job ads from various domains
and languages, and some are augmented with fine-
grained annotations. Despite the disparity of the
train-dev-test split proportion, we kept the original
splits from the authors of each dataset to ensure
comparability with previously published results.

For each dataset, we describe how they were
created, and their content. Table 1 provides infor-
mation on their size, language, domain and labels.
Table 2 presents descriptive statistics of the six
datasets, such as average sentence length and num-
ber of skills.

F1JO (Beauchemin et al., 2022) 2 A French
job ad dataset annotating skill types using a se-
quence labeling approach. The skill groups are
based on the AQESSS public skills repositories
and proprietary skill sets provided by their collab-
orators. These skill types are divided into four
categories: “Thoughts”, “Results”, “Relational”,
and “Personal”.

2https://huggingface.co/datasets/jjzha/fijo
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Name Train Dev  Test Language  Domain Labels
GREEN 8,669 964 335 English ~ Multiple Qualific., Domain, Occupation, Exp., Skills
SKILLSPAN 4,800 3,174 3,569 English ~ Multiple Skills, Knowledge
SAYFULLINA 3,705 1,855 1,851 English ~ Multiple Soft Skills
GNEHM 19,889 2,332 2,557 German ICT ICT
Fuo 399 49 49 French Insurance Thoughts, Results, Relational, Personal
KOMPETENCER 778 346 262 Danish ~ Multiple Skills, Knowledge

Table 1: Datasets Overview: number of sentences in each split, language, the domain of the job ads, and which

type of labels are originally present in the dataset.

Name Avg. Sentence Length  Avg. # of Skills % Sentence w/o Skills  Avg. Skills Span Length  Tot. Unique Skills
GREEN 22.94 2.0 30.45 2.68 610
SKILLSPAN 11.99 0.3 83.64 3.56 986
SAYFULLINA 14.35 1.0 0.1 1.75 581
GNEHM 10.77 0.3 82.82 1.32 675
Fuo 31.70 24 16.0 9.7 123
KOMPETENCER 13.16 0.4 83.2 3.79 103

Table 2: Test Split Datasets Statistics: Average sentence length (number of words), average number of labeled
skills per sentence, percentage of sentences in the dataset without any skill, average number of words in a skill span,

and total number of unique skills in the test set.

GNEHM (Gnehm et al., 2022a) 3 This is a Swiss-
German job ad dataset focusing on Information
and Communications Technology (ICT)-related se-
quence labeling. It includes ICT tasks, technology
stack, responsibilities, and so forth. This dataset
is a combination of two other Swiss datasets, the
Swiss Job Market Monitor and an online job ad
dataset (Gnehm and Clematide, 2020; Buchmann
et al., 2022).

GREEN (Green et al., 2022) “ This English
dataset is a token-level sequence labeling task con-
taining five types of tags: Skills, Qualifications,
Domain, Experience, and Occupation labels. The
JDs present in the dataset are from the United King-
dom. The industries represented in the data are
from various fields, such as IT, finance, healthcare,
and sales.

SAYFULLINA (Sayfullina et al., 2018) > This
dataset, in English, focuses on soft skill predic-
tion. Soft skills are personal qualities such as “team

working”, “being dynamic”, and “independent”.

SKILLSPAN (Zhang et al., 2022a) © This job
posting dataset includes annotations for skills and
knowledge, derived from the ESCO taxonomy. In

3https://huggingface.co/datasets/jjzha/gnehm

4https://huggingface.co/datasets/jjzha/green

5https://huggingface.co/datasets/jjzha/
sayfullina

6https://huggingface.co/datasets/jjzha/
skillspan
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a nutshell, knowledge are things that you can learn,
and skills show how you apply this knowledge. The
skills can be relatively long. The data is in English
and contains JDs from Stackoverflow and a source
that contains various other positions.

KOMPETENCER (Zhang et al., 2022b) 7 This
dataset includes JDs in Danish. The annotation
scheme is the same as SKILLSPAN.

4 Method

In this work, we formulate the task of skills extrac-
tion as a LLMs generation task, leveraging LLMs’
emergent in-context learning ability. The LLM
is provided instructions, a set of demonstrations,
and a sample to annotate. The instructions define
the expected output format precisely. This format
is crucial for NER tasks, as the rigid structure of
the annotations and metrics poses a challenge in
evaluating the generative output. In the following
section, we describe our approaches and strategies
to design prompt formats.

4.1 Prompting Strategies

We investigate two prompting strategies:
EXTRACTION-STYLE and NER-STYLE, illustrated
in Figure 1.

EXTRACTION-STYLE The spans extracted from
the sentences are directly generated as a list, as

7https://huggingface.co/datasets/jjzha/
kompetencer
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shown in Figure 1. The output format is generated
from the BIO-tag annotations by extracting the
skills and concatenating them with a separator (in
this case, a “\n” token).

NER-STYLE Following (Wang et al., 2023a), we
formulate the output format by rewriting the origi-
nal sentence and adding special tokens around each
entity. This leads to a more constrained output
format, leaving less space for hallucination. In
practice, we wrap every skill from the original sen-
tence with special token "@ @ " and "##", as shown
in Figure 1.

Dataset-Specific Prompt In the absence of su-
pervision from a large train set, the model has no
way of knowing what exactly are the entities it is
asked to extract. We create dataset-specific prompts
to guide it, highlighting key information about the
input sentence (domain, language) and the targeted
entities (type of skills). We follow a specific tem-
plate:

You are given a sentence from a job
description in <LANGUAGE>, in the
<DOMAIN> domain. Extract all the
<SKILL TYPE> that are required from
the candidate, <PROMPT-SPECIFIC
OUTPUT>.

\

For example, for the GNEHM dataset with
EXTRACTION-STYLE prompt, we have:
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You are given a sentence from a job
advertisement in German. Extract
all the IT/Technology skills and
competencies that are required from
the candidate as a list.

4.2 Demonstration Selections

LLMs are sensitive to the different combinations of
in-context examples (Liu et al., 2022; Wang et al.,
2023c). We experiment with two strategies to select
demonstrations.

Semi-random Demonstrations We randomly se-
lect k£ examples from the train set. Due to the
noisiness of the data, we manually inspect the ex-
amples, excluding low-quality ones. This process
is time-consuming for high values of k; however,
in our setting, having a high number of demon-
strations (k > 5) doesn’t improve the extraction
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A&lruction \
‘You are given a sentence from a job

description. Replicate the sentence and
highlight all the skills and competencies
that are required from the candidate, by
surrounding them with tags '@ @' and
"#i#. If there are no such element in the
sentence, replicate the sentence
identically.

ﬂslruclion
‘You are given a sentence from a job

description. Extract all the skills and
competencies that are required from the
candidate as a list, with one skill per line.

If no skill is found in the sentence, return
"None”.

A suitable candidate will be willing to
learn and an excellent team player.

A suitable candidate will be willing to
learn and an excellent team player.

A suitable candidate will be @ @willing to
learn## and an excellent @ @team
playerit#.

===k demonstrations —

team player'nwilling to learn

---- k demonstrations —

you will become part of an energetic and
dynamic company, determine to further dynamic company, determine to further

develop and grow the drive. develop and grow the drive.
QLMS generation)} / QLMS generation} /

Figure 1: Prompting Approaches. EXTRACTION-
STYLE (left): The model extracts skills and presents
them as a list, joined by a separator token; NER-STYLE
(right): The LLM rewrites the original sentence, with
all skill mentions wrapped by special tokens “@ @ and

you will become part of an energetic and

performance (see Figure 3 in Appendix).

kNN-retrieval demonstrations To leverage
demonstrations that are closely related to each sam-
ple, we use a kNN-retrieval approach. We em-
bed each sentence using in-domain, monolingual
masked language models (MLM), and retrieve the
top k closest sentences in the train set using cosine
similarity.

Mix of Positives and Negatives We define a neg-
ative demonstration as a sample from the training
subset that does not contain any skill, and a positive
one otherwise.

We create a mix of positive and negative demon-
strations with a 1:1 ratio. When performing £NN-
retrieval, we retrieve the nearest neighbors sepa-
rately in the pools of positive and negative exam-
ples. Throughout our experiments, we denote k-
shot a prompt with k£ positives and k£ negatives
demonstrations.

4.3 Post-processing

Depending on the prompting strategies, we imple-
ment post-processing pipelines to extract the enti-
ties from the LLLM’s outputs. Indeed, since LLMs
are trained for text generation instead of sequence
labeling, they struggle with replicating spans of the
input sequence as required for NER.

Even with in-context examples, LLMs fail to
generate the required output correctly. In particular,
on top of failing to respect the format (e.g., adding
the right tags around entities for the NER-STYLE



PROMPTING), it often fails to correctly replicate
the spans of the input sentence. Indeed, since the
model generates the most probable sequence, it
usually attempts to correct the errors found in the
input sentence, such as spacing around punctuation
or typos. Thus, in the process, it modifies the ini-
tial spans and prevents them from being accurately
matched with the original input sentence, hindering
the evaluation.

To address this issue, we propose a rule-based
post-processing step that handles mismatched
punctuation and minor edits made to the span
by the model. We manually look at a sample
of mismatches between LLM generations and
original sentences and identify a set of common
mismatches (see examples in Appendix C for
categories and examples). We automatically
detect if the model generation falls in one of
these cases, and correct it using heuristics (e.g.
added/removed spaces, punctuation insertion or
deletion). Otherwise, we implement a feedback
loop to prompt it to correct its answer. We
feedback on the original prompt as well as the
model’s answer, describe the mistake it makes, and
request another generation with the instructions
below.

EXTRACTION-STYLE:

You have correctly extracted these

skills: <CORRECTLY EXTRACTED
SKILL>. The following skills you
extracted are either absent or

not written the same way as in
the original sentence: <INCORRECTLY
EXTRACTED SKILL>. Modify these
skills to make sure to exactly
replicate these skills from the
input sentence with their original
spellings and grammars, discard any
of them if needed. Remember to
keep the skills that you correctly
extracted. Provide them with one
skill per line.

NER-STYLE:
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You didn’t correctly replicate the
given sentence. Make sure the
sentence stays the same, even if
there are no skills to highlight,
including punctuation, spacing, and
grammar mistakes. Don’t add any
extra words or punctuation to the

sentence except for the ## and
@@ tags. Don’t add nor remove
any space. Remember to keep the

valid highlighted skills with tags
’@@’ and ’##’: <CORRECTLY EXTRACTED
SKILL>

If one feedback loop is not enough, we repeat
the process of providing feedback and requesting
another generation up to 3 times. If the desired for-
mat is not achieved after 3 retries, we consider that
the model failed to extract any entity. We perform
an extensive analysis of failure cases in Section 5.3.

S Experiments

5.1 Experimental Framework

Models We use GPT-3.5-turbo® for all of our
experiments, which has an input context of 4096
tokens. We set the temperature to O to enforce de-
terministic generation from the model. We also
experiment with GPT-4 to set an upper-bound ex-
pectation for the performance. Due to budget con-
straints, we evaluate GPT-4 on a subset of samples.

To retrieve demonstrations, we use monolingual
pre-trained models adapted to each dataset lan-
guage. If possible, we use models fine-tuned on
domain-specific datasets: JobBERT® for English,
DaJobBERT!? for Danish, jobBERT-de!! for Ger-
man, and CamemBERT!? for French. The latter is
the only one which is not specifically fine-tuned on
jobs postings.

Baselines As baselines, we use the supervised
results from Zhang et al. (2023) which are cur-
rently state-of-the-art. The model is ESCOXLM-R,
an XLM-Ry,rge-based encoder model (Conneau et al.,

8gpt-3.5-turbo-instruct
9https://huggingface.co/jjzha/
jobbert-base-cased
Yhttps://huggingface.co/jjzha/
dajobbert-base-uncased
llhttps://huggingface.co/agne/jobBERT-de
Zhttps://huggingface.co/camembert-base
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2020), further pre-trained using the ESCO taxon-
omy (le Vrang et al., 2014) by employing a com-
bination two training objectives: Masked language
modeling and a three-way classification of whether
concepts in ESCO are in connection with each
other, to adapt the model to the job market do-
main. The supervised results are from fine-tuning
the model on the training set of each dataset sepa-
rately.

Evaluation Metrics The metrics are Precision
(P), Recall (R) and span-F1 (F1). We compute
STRICT metrics using seqeval.'> We implement
a RELAX skill-level metric, in which we consid-
ered an extracted entity as correct even if it only
partially overlaps with the gold span from the an-
notation. The RELAX metric aims to evaluate the
ability of LLMs to localize the skills within the
given sentence.

5.2 Experimental Results

Table 3 compare the two prompting styles with
various demonstration retrieval settings: zero-shot,
5-shots (a mix of 5 randomly retrieved negative
demonstrations'# and 5 random positive demonstra-
tions), and 5-shots+kNN (top 5 nearest neighbors
retrieved from the set of negative examples, and top
5 positive examples). All examples are retrieved
from the train set of the datasets. The choice of
10 demonstrations stems from an ablation study
reported in Figure 3 in Appendix. In the zero-shot
setting, we always use the dataset-specific prompts
to guide the model toward the desired type of en-
tities to extract. The full table with precision and
recall can be found in appendix (Table 7).

There is a large drop in performance across most
datasets compared to fine-tuning models, for both
the EXTRACT and NER-STYLE approaches. Aside
from F1JO, in which GPT-3.5 with in-context learn-
ing achieves a comparable performance, in all other
datasets the decrease margin is significant, with up
to 50% decreases in F1 metrics.

The datasets with the largest performance drop
are GNEHM and SAYFULLINA. We hypothe-
size that pre-trained models achieve better perfor-
mances when the length of span entities is rather
short (Table 2). The RELAX metric shows much
higher performance (up to 20% higher average
F1 score). In particular the recall is considerably

13https ://github.com/chakki-works/seqeval
“Except for SAYFULLINA, where there are only 4 negative
training samples.
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higher, showing that LLMs are able to localize the
skills within a sentence, but fail to capture the ex-
act sequence. Concisely, we have the following
findings:

Few-shot demonstrations are critical to model
performance, with an average improvement of
20.0% for EXTRACT-STYLE and 28% for NER-
STYLE in F1 when providing 5-shot demonstra-
tions. Indeed, given the strict structure required
by NER, it is essential to show the model exam-
ples of the specific output format, especially for
NER-STYLE format.

EXTRACT-STYLE outperforms NER-STYLE
prompting on average, especially with the RE-
LAX evaluation scheme, in contrast to the findings
of Wang et al. (2023b).

kNN-retrieval outperforms random selection
of demonstrations across all benchmarks except
SKILLSPAN. On average, switching from ran-
dom to kNN demonstrations slightly improves
the precision but greatly improves the recall (4%
increases for both EXTRACT-STYLE and NER-
STYLE). Dataset-specific prompts improve the
performance on average, particularly on datasets
highly specialized toward a specific domain (insur-
ance for F1JO, IT for GNEHM) or skill type (soft
skills only for SAYFULLINA).

5.3 Error analysis

Failure cases related to instruction-following er-
rors Despite our post-processing pipeline, the
LLM output often drifts from the desired format.
Table 4 shows the number of failure cases from dif-
ferent prompting strategies; a failure case happens
when the LLM fails to output the desired format
after 3 feedback loops. Zero-shot inference ex-
hibits the largest number of failures across almost
all experiments by a large margin, as the instruc-
tions are not detailed enough to cover all potential
output format divergences by the LLM. Providing
demonstrations drastically reduces the number of
failure cases. However, using kNN-retrieval does
not necessarily reduce it further, even increasing
the failure rate for NER-STYLE.

Impact of various dataset features Figure 2
shows how several sample features affect the extrac-
tion performances of the LLM, for both prompting
strategies. The number of skills per sentence
does not greatly affect extraction capabilities, for
both EXTRACTION-STYLE and NER-STYLE. The
Skill span length (from 1 to 10 words) affects the
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KOMPE- SKILL- SAYFUL-
F1Jjo GNEHM TENCER GREEN SPAN LINA AVG
STRICT F1 F1 F1 F1 F1 F1 P R F1
SUPERVISED 42.0 88.4 49.8 51.2 62.6 92.2 - - 64.4
EXTRACT-STYLE
zero-shot+specific 0.0 21.0 159 4.4 6.5 11.6 19.8 7.15 99
5-shot 28.7 27.5 21.6 24.2 25.0 29.3 233 355 26.1
+kNN 34.3 29.0 22.4 29.0 20.9 33.3 244 394 28.1
+kNN+specific 35.7 40.5 20.9 284 20.3 39.0 26.6 41.1 30.8
NER-STYLE
zero-shot+specific 3.0 7.4 1.6 0.7 2.3 0.4 6.53 1.8 257
5-shot 33.3 33.1 20.4 28.7 17.8 27.0 23.8 355 26.7
+kNN 36.7 32.3 15.3 32.0 15.5 32.3 233 393 274
+kNN+specific 44.2 40.9 16.1 31.8 13.7 36.6 264 409 305
GPT-4*
EXTRACT-STYLE 38.0 58.7 25.3 30.6 27.8 40.5 333 441 36.8
NER-STYLE 48.0 67.8 24.6 21.9 25.7 38.4 358 427 377
RELAX F1 F1 F1 F1 F1 F1 P R F1
EXTRACT-STYLE
5-shot 70.0 35.0 46.3 70.1 45.7 48.9 48.5 679 527
+kNN 80.3 35.6 45.9 74.0 46.2 50.6 49.1 737 554
+kNN+specific 78.8 47.8 44.8 73.6 45.4 57.7 511 751 58.0
NER-STYLE
5-shot 57.4 28.9 37.0 64.1 32.6 47.6 41.8 599 446
+kNN 82.0 37.9 332 64.7 29.9 48.2 428 685 493
+kNN+specific 80.3 48.2 44.8 66.0 27.6 51.4 46.5 693 53.1

Table 3: Results of Experiments, measured using Precision (P), Recall (R) and span-F1 (F1) metrics. *GPT-4
results are based on a subset of < 350 samples for each dataset.

Strategies EXTRACT-STYLE NER-STYLE
zero-shot+specific 26.5162 12.8629
5-shot 3.4623 2.2982
+kNN 1.8105 3.1458
+kNN+specific 1.6867 1.9816

Table 4: Average percentage of samples for which the
LLM failed to extract entities after 3 re-tries. Results
are averaged across all datasets. The zero-shot setting
gave the highest number of failures.

performance: entities with short span length, typ-
ically 1-2 words, are more likely to be correctly
extracted. F1 performance degrades as the span
gets longer. Finally, the sentence length heavily
affects NER-STYLE performance, which is consid-
erably lower for short sentences (1-2 words) and
gradually improves with longer ones. Meanwhile,
EXTRACT-STYLE keeps a relatively stable perfor-
mance across different sentence lengths.

General Behavior Table 5 showcases the flaws
in the skills extraction task performed by GPT-
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Prompt Span Length  # Skills
NER 210 +0.33
EXTRACT -1.46 +0.31

Table 5: Difference between skills extracted by GPT-
3.5 and gold annotations, for each prompting strategy.
Interpretation: GPT-3.5 extracts on average 0.3 more
skills than the gold annotation. We use kKNN-5-shots
with dataset-specific prompts. Full results per dataset
can be found in Table 11 in Appendix.

3.5. Compared to the ground truth annotations,
the LLM extracts shorter spans (on average over
all datasets, 2.1 fewer words for NER prompting)
and more skills (on average over all datasets, 0.33
more skills per sample for both prompting strate-
gies). To diagnose the reasons for this discrepancy,
we analyze a sample of errors.

5.4 Error taxonomy

We manually analyze 60 examples where LLMs
made the wrong predictions, both with EXTRACT-



12489)

8-15

—ea— Extract-style NER-style —e— Extract-style

39

2430)

(4194)

Dawoze) | 1 -aa54)-| 1-2

100-999

NER-style —e— Extract-style NER-style

(a) Number of skills (b) Skills span length (c) Sentence length

Figure 2: Analysis Statistics. The F1 scores vary across different criteria. (left) Extraction performances across
different numbers of skills in the sentence (excluding negative samples). (middle) Extraction performances for each
bucket of lengths of skills span. (right) Extraction performances for different ranges of the sentences’ length. We
used the number of tokens as the measure of length. For simplicity, this error analysis was performed on the set of

all datasets.

STYLE or NER-STYLE. The examples are ran-
domly extracted with 10 from each dataset.
Based on the analysis, we clustered the types
of errors/misalignments between predictions and
ground truths into different categories, listed below.
Note that one sample can belong to several cate-
gories. We provide examples of each category in
Appendix D (Table 10):

1. Skill definition mis-alignment. Misalign-
ments between the definition of skills used by
human annotators in the ground truth data, and
what is considered a skill by the LLM. The
errors are often career-related terminologies
that are not exactly skills or competencies, but
are still extracted by the LLM. This category
accounted for up to ~36% of the examined
examples. We hypothesize that this category
requires more demonstrations and more de-
tailed instructions, potentially including defi-
nitions of skill types. The supervised model
suffers much less from this flaw.

2. Wrong extraction. At times, the LLM also
extracts spans that are completely unrelated
to skills, competencies, or other career-related
terminologies. 20% of samples fall into this
category.

3. Conjoined skills. Here, we describe cases
where a common span encompasses two skills.
As an example, a job posting might require
the "ability to develop reporting software and
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statistical software". The phrase "develop re-
porting software and statistical software" is
a conjoined skill, where two skills (develop
reporting software, and develop statistical soft-
ware) are combined into a unique verb phrase.
~14% of errors are attributed to this category.
We approximate the true number of conjoined
skills in the annotations for each dataset, using
syntactic parsing. According to our measure,
16 to 22% of spans in 4 out of 6 datasets are
conjoined skills. This observed behavior is in
line with the metrics computed in Table 5 on
differences between the LLM predictions and
the ground truth annotations. Interestingly,
we note that the prevailing BIO annotation
scheme can not distinguish such skill men-
tions by construction, merging them into a
unique span and yielding errors as well.

. Extended span. ~12% of the errors were in-

stances where the LLM extracted longer spans
than the ground truth, either by concatenating
distinct skill mentions, or, more frequently,
taking additional words around the gold skill
mention.

. Incorrect annotations. 8% of the errors were

due to poor gold annotations. The annotated
entity, while perhaps related to job markets, is
irrelevant to skills, given the context.

. Other. Other unidentified minor cases, such

as LLM generations that do not conform to the
expected format (~10%). A common cause is



Dataset % Conjoined skill
GREEN 21.87
SKILLSPAN 22.39
FIJO 17.79
SAYFULLINA 4.27
KOMPETENCER 16.67
GNEHM 0.02

Table 6: Proportion of entities that are conjoined skills in
each dataset, obtained by performing syntactic parsing
on the sentence.

the grammatical correctness of the input sen-
tence, to which LLMs are extremely sensitive.
In cases where the original sentence has an er-
ror, the LLM is attempting to correct it while
solving the task. Consequently, when per-
forming the evaluation, the generation from
the model cannot be exactly matched with the
original sentence.

6 Conclusion

In this paper, we benchmark and uniformize exist-
ing datasets for SE in job postings. We conduct
in-depth experiments and error analysis to evalu-
ate the ability of LLMs to solve the task, notably
implementing two prompting strategies to adapt
LLMs for the task and a dedicated feedback loop.
In line with concurrent work (Han et al., 2023),
LLMs achieve limited performance for skill ex-
traction relative to supervised methods. Moreover,
we highlight the limitations of the current SE task
formulation and evaluation, focusing on the adapta-
tion of the NER sequence labeling task, to the token
generation task with which LLLMs are pre-trained.

In particular, we list the causes of the most
frequent errors in SE with GPT-3.5. In the ab-
sence of training data, LLMs struggle to under-
stand what skills are and often extract irrelevant
information. Additionally, GPT-3.5 tends to split
conjoined skills into two, leading to less accurate
but more granular skill extractions. In a real-world
setting, in particular when SE is used as a prelimi-
nary step for skill classification in a taxonomy (e.g.
ESCO, le Vrang et al., 2014), this behavior would
be highly beneficial.

7 Limitations

Several limitations to this study should be consid-
ered.
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Language. Despite our attempt to include as many
datasets as possible, we are still limited in terms of
language, as we include only four relatively high-
resource languages: English, German, French, and
Danish. This limits the generalizability of our find-
ings to other languages, both in terms of the per-
formance of LLMs and broader conclusions on the
SE task.

Closed-source Models. Our analysis is done exclu-
sively using closed-source models, gpt-3.5-turbo
and gpt-4. We have little information on the data,
architecture, and training processes of these mod-
els, which heavily limits our ability to interpret and
justify their performance. Similarly, these models
are updated regularly, limiting the reproducibility
of these results.

Biases. Pre-trained language models suffer from
the bias present in their training data and reflect it
in their predictions. While state-of-the-art super-
vised models for SE are also pre-trained models
(e.g. ESCOXLM-R (Zhang et al., 2023), fine-tuned
from XLM-R), fine-tuning them on a high-quality,
bias-controlled dataset for SE can mitigate the in-
herent bias present in the pre-training data (Wang
and Russakovsky, 2023). Controlling the bias this
way in LLMs such as GPT-3.5, when used in an
in-context learning setting, is not an option and
remains a challenging problem (Gallegos et al.,
2023). Biased models, when implemented in the
job market domain, can have serious downstream
consequences on the hiring process of candidates,
particularly with respect to under-represented com-
munities.
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A Additional Analysis

Main Results In addition to the F1 score, we also
provide detailed results including the precision and
recall for each prompting strategy, for both STRICT
and RELAX metrics. Results are in Table 7.
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Figure 3: F1 performances of EXTRACT-STYLE and
NER-STYLE on the full dataset of F1jo, KOMPE-
TENCER, GREEN, and subset of 350 samples from
GNEHM, SKILLSPAN, and SAYFULLINA. We recorded
the experiments using & = {0, 1,2, 3,5,10, 15} shots.
Demonstrations are retrieved randomly.

Impact of the number of demonstrations We
conducted experiments to examine the impacts of
the number of demonstrations k on the extraction
results. Experiments are done on the full test set
of F1Jo, KOMPETENCER, GREEN, and a subset
of 350 test samples for the other datasets to avoid
an overhead in experimental cost. The result are
recorded in Figure 4. Surprisingly, unlike the re-
garded knowledge that more demonstrations lead
to better predictive capabilities, we only observed
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Figure 4: Percentage of samples in which LLM failed
to extract entities after 3 re-tries. The zero-shot setting
gave the most number of failures.

incremental performances for the first few demon-
strations. After k = 3, we found that adding
demonstrations did not guarantee better extraction
results. Even for smaller k, certain datasets such
as GNEHM also exhibited irregular performance
patterns. We also found that increases are more
stable for NER-STYLE approach, partially due to
the highly structured and specific output format it
requires.

Note that in our experiments, & = ¢ means that
there are ¢ positive and ¢ negative examples in the
demonstrations.

Failure cases Further breakdown of failure cases
for each dataset can be found in Figure 4. In gen-
eral, we found that the failure rates highly vary
between datasets.

Impact of negative demonstrations Table 8
compares providing 10 positive examples as
demonstrations with mixing 5 positive and 5 neg-
ative demonstrations. Experiments are done in a
subset of < 350 test samples with 5 shots.

For EXTRACT-STYLE prompting, providing
positive-only demonstrations improves the F1 score
for all datasets. Besides, positive-only context does
not affect the frequency to which LLM predicts an
example as negative (have None entities). On the
other hand, the results vary for NER-STYLE. No-
tably, for this strategy, using positive-only demon-
strations significantly abstains LLM from making
negative predictions, with an average decrease of
None samples of 44.9% and 29.1% for 3-shot and
5-shot, respectively. By allowing None predic-
tions, a mixture of positives and negatives increases
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Fujo GNEHM KOMPETENCER GREEN SKILLSPAN SAYFULLINA AvG

STRICT P R F1 P R F1 P R F1 P R F1 P R F1 P R F1 F1

SUPERVISED - - 420 - - 884 - - 498 - - 512 - - 626 - - 922 644

EXTRACT-STYLE

zero-shot+specific - 0.0 00 00 60.8 127 21.0 167 152 159 179 25 44 94 49 65 240 76 11.6 99

5-shot 29.8 27.6 287 183 551 275 148 40.0 21.6 263 225 242 18.6 382 25.0 292 295 293 26.1
+kNN 353 333 343 190 61.8 29.0 162 362 224 29.0 29.0 29.0 150 34.6 209 27.8 41.6 333 282
+kNN+specific 364 350 357 296 643 405 154 324 209 28.0 287 284 144 346 203 314 514 39.0 308

NER-STYLE

zero-shot+specific 222 16 30 127 52 74 22 12 16 29 04 07 25 21 23 06 03 04 26

5-shot 356 31.3 333 238 543 33.1 148 325 204 306 27.0 287 11.8 363 17.8 235 31.5 27.0 267
+kNN 36.0 374 367 216 63.8 323 103 30.0 153 31.0 33.0 32.0 104 302 155 263 41.7 323 274
+kNN+specific 437 447 442 299 648 409 112 292 16.1 30.8 328 31.8 9.1 266 13.7 298 473 36.6 306

GPT-4*

EXTRACT-STYLE 40.7 358 38.0 524 667 587 197 352 253 31.1 300 306 208 418 278 319 554 405 368

NER-STYLE 509 455 480 69.0 66.7 67.8 194 333 246 242 20.0 219 204 345 257 29.0 564 384 377

RELAX P R F1 P R F1 P R F1 P R F1 P R F1 P R F1 F1

EXTRACT-STYLE

5-shot 72.8 67,5 70.0 234 70.1 350 31.7 857 463 761 650 70.1 340 698 457 487 49.1 489 52.7
+kNN 82.8 78.0 803 232 757 356 332 743 459 740 740 74.0 33.1 76.8 462 422 633 50.6 554
+kNN+specific  80.5 772 788 349 759 478 33.0 69.5 448 728 744 73.6 32.1 774 454 465 76.0 57.7 58.0

NER-STYLE

5-shot 614 539 574 280 639 289 269 59.0 37.0 684 603 64.1 21.6 66.6 32.6 41.5 557 47.6 44.6
+kNN 80.5 83.7 82.0 254 748 379 223 650 332 627 66.8 647 20.1 585 299 393 623 482 493
+kNN+specific 794 813 803 352 763 482 33.0 69.6 448 64.0 68.1 66.0 18.6 539 27.6 420 66.6 514 53.1

Table 7: Results of Experiments. The metrics are Precision (P), Recall (R) and span-F1 (F1). *For GPT-4, the
results are based on a subset of < 350 samples for each dataset.

DATASET EXTRACT-STYLE NER-STYLE
Flio Positive 282/6/2 28.0/3/8
Mix 31.2/6/4 29.1/5/7
KOMPETENCER Positive 229/129/2 18.2/103/4
Mix 20.1/131/1 17.8/133/12
GNEHM Positive 43.4/219/11 4487174/ 11
Mix 42.2/210/6 54.4/215/17
GREEN Positive 34.3/69/21 35.0/17/10
Mix 26.0/62/17 289747117
SKILLSPAN Positive 31.0/212/3 17.9/125/5
Mix 20.8/245/7 20.3/183/10
SAYFULLINA Positive 522/1/72 38.8/0/36
Mix 38.5/1/87 30.3/0/51
AVG Positive 353 30.5
Mix 31.3 30.3

Table 8: Experiments using positive-only demonstra-
tions vs. a mixture of positive-negative. We report F1
/ TN / FN, with TN / FN being the number of true
and false negative predictions LLM made (cases where
LLM predicted there were no entities).

the TN performances for NER-STYLE, while only
slightly increasing the number of FN. This phe-
nomenon, perhaps, is due to the fact the instruction
from EXTRACT-STYLE is obvious and straightfor-
ward, from which the LLM can infer the ability
to label None directly. Therefore, providing LLM
with more positive examples solidifies the seman-
tic understanding of the skills extraction task the
LLM is solving. Meanwhile, NER-STYLE is very
specific in its output and therefore the LLM tends

to over-generalize the positive-only NER-format
sentences it learns from the in-context demonstra-
tions. Besides, mix demonstrations also results in
comparable number of None predictions for both
EXTRACT-STYLE and NER-STYLE, thus we uti-
lized this approach for our experiments.

B Specific Prompts used for each dataset

The instructions we use for prompting LLMs for
each dataset are in Table 9.

C Mismatches types and examples

We provide some examples of common mismatches
from skipping/extra spaces and punctuation inser-
tion, as well as examples where the mismatches are
based on the pre-trained knowledge of LLMs that
can not be modified even with explicit feedback
prompt guidance.

Successful sample with minor edits. Minor sen-
tence construction (with regards to punctuations,
spaces, and simple grammar errors) that was ad-
dressed and fixed by LLMs. Here are a few exam-
ples.

Spaces and punctuations:

Original: Test Consultant / Automation Test
Analyst will ideally be confident with Selenium
and good experience of web based testing , HTML
and JavaScript .
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You are an expert human resource manager in the insurance industry in France. You need to analyse

You are given a sentence from an insurance job description in French. Extract all the skills and
competencies that are required from the candidate as list, with one skill per line. If no skill is found

You are given a sentence from an insurance job description in French. Highlight all the skills and
competencies that are required from the candidate, by surrounding them with tags @ @’ and *##’.
If there are no such element in the sentence, replicate the sentence identically.

You are an expert human resource manager. You need to analyse skills required in job offers.
You are given a sentence from a job description in Danish. Extract all the skills, knowledges, and
competencies that are required from the candidate as list, with one skill per line. If no skill is found

You are given a sentence from a job description in Danish. Highlight all the skills, knowledges, and
competencies that are required from the candidate, by surrounding them with tags *@ @’ and "##’.
If there are no such element in the sentence, replicate the sentence identically.

You are an expert human resource manager in information and communication technology (ICT)

from Germany. You need to analyse skills required in German job offers.
You are given a sentence from a job advertisement in German. Extract all the IT/Technology skills
and competencies that are required from the candidate as list, with one skill per line. If no skill is

You are given an extract from a job advertisement in German. Highlight all the IT/Technology
skills and competencies that are required from the candidate, by surrounding them with tags ’@ @’
and ## . If there are no such element in the sentence, replicate the sentence identically.

You are an expert human resource manager. You need to analyse skills required in job offers.

You are given a sentence from a job descriptionin various fields like IT, finance, healthcare, and
sales. Extract all the skills and competencies that are required from the candidate as list, with one
skill per line. If no skill is found in the sentence, return "None"

You are given a sentence from a job description in various fields like IT, finance, healthcare, and
sales. Highlight all the skills and competencies that are required from the candidate, by surrounding
them with tags *@ @’ and ’##’. If there are no such element in the sentence, replicate the sentence

You are an expert human resource manager. You need to analyse skills required in job offers.
You are given a sentence from a job posting. Extract all the skills, knowledges, and competencies
that are required from the candidate as list, with one skill per line. If no skill is found in the

You are given a sentence from a job posting. Highlight all the skills, knowledges, and competencies
that are required from the candidate, by surrounding them with tags *@ @’ and "##’. If there are no
such element in the sentence, replicate the sentence identically.

You are an expert human resource manager. You need to detect and analyse soft skills required in

You are given a sentence from a job advertisement. Extract all the soft skills and competencies that
are required from the candidate as list, with one skill per line. If no skill is found in the sentence,

You are given a sentence from a job advertisement. Highlight all the soft skills and competencies
that are required from the candidate, by surrounding them with tags *@ @’ and "##’. If there are no
such element in the sentence, replicate the sentence identically.

DATASET PROMPT
SYSTEM
Fujo skills required in job offers.
EXTRACT-STYLE
in the sentence, return "None".
NER-STYLE
SYSTEM
KOMPETENCER EXTRACT-STYLE
in the sentence, return "None".
NER-STYLE
SYSTEM
GNEHM
EXTRACT-STYLE
found in the sentence, return "None".
NER-STYLE
SYSTEM
GREEN EXTRACT-STYLE
NER-STYLE
identically.
SYSTEM
SKILLSPAN EXTRACT-STYLE
sentence, return "None".
NER-STYLE
SYSTEM
SAYFULLINA job offers.
EXTRACT-STYLE
return "None"
NER-STYLE
Table 9: Full data-specific prompts for each dataset.
Generation: @ @Test Consultant/Automa-

@ @Linux architecture## is required by an expand-

tion Test Analyst## will ideally be confident
with @ @Selenium## and good experience of
@@web based testing##, @@HTML## and
@ @JavaScript#i#.

Fixable grammar and vocabulary mistakes:

Original: Sevenoaks , Kent Support Engineer
with strong knowledge of Windows and Linux ar-
chitecture is required by an expanding company
based in Sevenoaks to support clients throughout
London and Kent .

Generation: @ @Support Engineer@ @ with
@ @strong knowledge## of @ @Windows## and
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ing company based in Sevenoaks to support clients
throughout London and Kent .

Fixed: Sevenoaks , Kent Support Engineer
with strong knowledge of @ @Windows## and
@ @Linux architecture## is required by an expand-
ing company based in Sevenoaks to support clients
throughout London and Kent .

Failed sample due to common grammar knowl-
edge. LLMs failed to output the exact original
sentence because they tend to "over fix" commonly
known grammar mistakes. For example, LLMs can-
not adhere to the original sentence in the following



input, which lacks "To" in "To be considered", even
after 3 rounds of feedback loops.

Original: be considered for the General Man-
ager post you will have at least 2years management
experience within the health and fitness industry
ideally as a General Manager .

Generation: To be considered for the @ @Gen-
eral Manager## post you will have at least 2years
management experience within the @ @health and
fitness industry## ideally as a @ @General Man-
ager# .

D Qualitative Analysis

We provide examples from datasets GREEN,
SKILLSPAN, SAYFULLINA, and F1J0O that we be-
lieve are more representative of the 60 examples
we examined for qualitative analysis in Table 10.
We note that this study is highly subjective and
does not conform to any specific definition of error
categories.
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Error Type

Dataset Name

Sentence

Labels

EXTRACT-STYLE

NER-STYLE

Skill definition mis- SAYFULLINA  creative and confident when it come to meeting meeting deadlines creative, confident creative and confident when it come to meeting

alignment deadlines this could be the deadlines this could be the

Skill definition mis- SKILLSPAN Design and build front-end / BI layer of our Design and build front- Design and build front- Design and build front-end / BI layer of our

alignment data and analytics solutions - Power Bl reports  end / BI layer end / BI layer of our dataand analytics solutions - Power BI reports
DAX queries Azure Analysis Services models data and analytics solu- DAX queries Azure Analysis Services models

tions, Power BI reports,
DAX queries, Azure Anal-
ysis Services models

Skill definition mis- SAYFULLINA  focus , well organize with excellent communi- organizational skills focus, organizational focus , well organize with excellent @ @com-

alignment cation and organizational skills skills munication## and @ @organizational## skills

Conjoined skill SKILLSPAN Optimize and manage existing reward and ben- Optimize and manage ex- optimize reward and ben- @ @Optimize and manage existing reward
efits programmes and processes to support the isting reward and bene- efits programmes, man- and benefits programmes and processes##
business priorities and ensure local compli- fits programmes and pro- age reward and benefits to @ @support the business priorities## and
ance. cesses, support the busi- processes, support busi- @ @ensure local compliance## .

ness priorities, ensure lo- ness priorities, ensure lo-
cal compliance cal compliance

Conjoined skill GREEN leading manufacturing business who supply delivery, develop best Supply Chain Manager, leading manufacturing business who supply
luxury products to the Retail and Leisure in- practice Supply Chain operations, production, luxury products to the Retail and Leisure in-
dustries are looking to recruit a talented Supply ~ procedures, warehousing, warchousing,  delivery, dustries are looking to recruit a talented Sup-
Chain Manager to manage operations , produc- manage operations, report- reporting, develop best ply Chain Manager to @ @manage opera-
tion , warehousing , delivery , reporting and to  ing, production practice Supply Chain tions## , @ @production## , @ @warehous-
develop best practice Supply Chain procedures procedures ing## , @ @delivery## , @ @reporting## and
within the organisation . to @ @develop best practice Supply Chain pro-

cedures## within the organisation .

Extended Span GREEN Frank International is the leading Microsoft Microsoft Dynamics, Dy- Microsoft Dynamics Frank International is the leading @ @Mi-
Dynamics recruitment firm in the UK , ad- namics CRM recruitment, Dynamics crosoft Dynamics recruitment firm## in the
vertising more Dynamics CRM jobs than any CRM jobs UK , advertising more @ @Dynamics CRM
other agency . jobs# than any other agency .

Extended Span GREEN to degree level ideally in business strong rela- relationship builder strong relationship builder, to degree level ideally in business @ @strong
tionship builder organise and analytical polish organise, analytical relationship builder## organise and analytical

polish

Wrong annotations ~ GREEN will still be part of an office team with all the  be part of an office team None will still be part of an office team with all the
community and collective achievement that @ @community## and @ @collective achieve-
goes with that . This ment## that goes with that . This

Wrong annotations SAYFULLINA any offer be subject to rigorous reference , rigorous rigorous reference, credit any offer be subject to rigorous @ @ref-
criminal and credit check check erence## , @@criminal## and @ @credit

check##

‘Wrong extraction SKILLSPAN You will be a part of a small team of 4 people cooperate with our <LO- You will be a part of a small team of 4 people
in the division who closely cooperate with our CATION> <LOCATION> in the division who closely cooperate with our
<LOCATION> <LOCATION> office in the office @ @<LOCATION> <LOCATION> office##
development process . in the development process .

‘Wrong extraction SAYFULLINA  be willing to travel solo internationally infre- willing to travel None be willing to travel solo internationally infre-

quently have

quently @ @have##

Table 10: Qualitative examples failed extractions for each category. LLM sometimes cannot conform to the strict
NER-output requirements, even though its extraction makes sense.

Prompt Dataset Span Length Difference Number of Skills Difference
GREEN 2.15 -0.03
SKILLSPAN 2.32 -0.49
NER FIJO -2.25 -0.06
SAYFULLINA 3.54 -0.56
KOMPETENCER 3.12 -0.49
GNEHM 3.72 -0.36
NER avg 2.10 -0.33
green 1.28 -0.04
SKILLSPAN 1.31 -0.43
EXTRACT FIJO -2.81 0.10
SAYFULLINA 3.32 -0.64
KOMPETENCER 2.03 -0.44
GNEHM 3.64 -0.41
EXTRACT avg 1.46 -0.31

Table 11: Difference between skills extracted by GPT-3.5 and gold annotations, for each dataset and prompting
strategy. We use kNN-5-shots with dataset-specific prompts.
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