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Abstract

This paper explores the automated extraction
of job titles from unstructured historical job
advertisements, using a corpus of digitized
German-language newspapers from 1850-1950.
The study addresses the challenges of work-
ing with unstructured, OCR-processed histor-
ical data, contrasting with contemporary ap-
proaches that often use structured, digitally-
born datasets. We compare four extraction
methods: a dictionary-based approach, a rule-
based approach, a named entity recognition
(NER) mode, and a text-generation method.
The NER approach, trained on manually anno-
tated data, achieved the highest F1 score (0.944
using transformers model trained on GPU,
0.884 model trained on CPU), demonstrating
its flexibility and ability to correctly identify
job titles. The text-generation approach per-
forms similarly (0.920). However, the rule-
based (0.69) and dictionary-based (0.632) meth-
ods reach relatively high F1 Scores as well,
while offering the advantage of not requiring
extensive labeling of training data. The results
highlight the complexities of extracting mean-
ingful job titles from historical texts, with im-
plications for further research into labor market
trends and occupational history.

1 Introduction

Historical job advertisements provide unique in-
formation about the history and development of
the labor market. Analyzing the positions offered
and sought over time offers insights into tempo-
ral and regional differences and development, as
well as into social aspects, such as gender-specific
job offers. The first step in such an analysis is
the extraction of job titles. However, when using
historical data from digitized newspapers, rather
than digitally-born structured data, the automatic
extraction of job titles proves to be a non-trivial
task.

In the JobAds Project (FWF P35783), we study

historical job advertisements from digitized news-
papers from the ANNO corpus (Österreichische
Nationalbibliothek, 2021). The advertisements
are predominantly in German, and our defined
time span is 1850-1950. The newspaper pages
were initially obtained in the form of images and
transformed into textual data by conducting the
processes of page segmentation, optical character
recognition (OCR), and automatic post-correction
based on manually transcribed ground truth. Af-
terwards, the job advertisements were extracted. A
result of such a pipeline is a corpus containing tens
of thousands machine-readable yet unstructured
job advertisements.

Contemporary research often works with mod-
ern, digitally-born data, and usually benefits from
their structure, such as HTML tags, to identify
position titles. Modern research in the context
of job advertisements addresses challenges such
as extracting or grouping requirements in the job
ads, e.g. (Gnehm et al., 2022; Ternikov, 2022;
Grüger & Dr. Schneider, 2019; Wowczko, 2015;
Litecky et al., 2010), automated matching process
between the position requirements and the skills of
a candidate written in their CV, e.g. (Fernández-
Reyes & Shinde, 2019; Sayfullina et al., 2018;
S. Chala et al., 2017; Guo et al., 2016; J. Mali-
nowski et al., 2006), job advertisements classifi-
cation/categorization, e.g. (Gnehm & Clematide,
2020; Boselli et al., 2018; Malherbe et al., 2015;
Amato et al., 2015), and job title classification, e.g.
(Colace et al., 2019; Boselli et al., 2017; Zhu et al.,
2017); with some works covering more than one
research focus. In contrast, we face the challenge
of working with unmarked text, and need to find an
automated way to extract this information.

In this paper, we present a comparison of four ap-
proaches to identification of position titles in histor-
ical job advertisements. On the one hand, we con-
sider dictionary-based and rule-based approaches,
which do not require a time-consuming creation of
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an annotated training dataset. On the other hand,
we use a machine-learning (ML) approach, specif-
ically named entity recognition (NER) and text-
generation models training. This requires manually
annotated training data, but yields better results and
can recognize position titles beyond those seen in
the training data. Please note that in this paper, we
aim to extract position titles appearing inside the
advertisement, in contrast to some of the aforemen-
tioned research works which aimed to classify jobs
into the occupation categories.

The following section summarizes existing re-
search related to job title identification and infor-
mation retrieval from unstructured text. Section 3
describes our dataset and the process of job titles
annotation. Section 4 presents in detail various ap-
proaches we used to identify the job titles and the
evaluation methodology, while section 5 presents
and discusses the results. Section 6 concludes this
paper.

2 Related Work

While most of the modern research benefits from
the structure of ads to extract job titles, as exempli-
fied above, some research addresses the challenge
of their extraction nevertheless. One reason for this
can be the noisy information included within the
job title tags, such as the name of the company, or
the need to work with ads from newspapers that
were obtained in the form of the image.

Rahhal et al. (2023) develop a methodology for
matching a job ad with its standardized occupa-
tion in French language. Although the job title
is included within a dedicated HTML tag, the au-
thors further process it because other words, such
as ‘looking for’, are sometimes included. They re-
move these extraneous words based on a manually
created to-delete list to obtain cleaned job titles.

Bandara et al. (2021) work with unstructured
text, as they scrape job ads in the form of images
from job web portals and newspapers. They ap-
ply an OCR process to convert them into machine-
readable text. Aiming to create a structured dataset,
they extract information such as the position name,
skills, company name, and contact information.
They use a rule-based approach, matching regex
patterns or phrases. However, the accuracy of job ti-
tle identification is only 56% (Bandara et al., 2021,
p. 148). The authors do not explicitly state which
specific regex patterns were used for job titles ex-
traction.

Neculoiu et al. (2016) focus on job title normal-
ization, where job titles are normalized according
to a predefined set of occupations. Researchers
dealing with this question also need to extract job
titles; however, they often rely on external tax-
onomies, structured text, or manual labeling. In
(Neculoiu et al., 2016, p. 152), “the job titles were
manually and semiautomatically collected from re-
sumes and vacancy postings.”

Not having found a suitable approach in the exist-
ing literature, we focus on other ways to extract job
titles from the advertisements. Information extrac-
tion (IE) is the process of automatically extracting
entities, objects, and their roles from text, often
within a specific domain or topic (Hobbs & Riloff,
2010), with named entity recognition (NER) being
one of the common technologies used (Tjong Kim
Sang & De Meulder, 2003; Collins & Singer, 2002;
Cucerzan & Yarowsky, 2001). While the standard
entities in NER models are typically proper names,
locations, or dates, custom NER models can be
trained to recognize new entities. Therefore, we
can consider job titles entities, and having created
appropriate training data, use the same approach to
extract job titles from the unstructured text.

The emergence of large language models
(LLMs) has also opened up the possibility to ap-
proach NER as a text generation or translation task
(Keraghel et al., 2024). While this approach has,
to the best of our knowledge, not been evaluated
on historical data, it has seen promising results in a
variety of fields, e.g., (Tavan & Najafi, 2022; Wang
et al., 2023), and we shall include this method in
our evaluation.

While no work specifically addresses position
extraction from historical data, several works deal
with historical data and NER. Grover et al. (2008)
addressed recognition of person and place names
within a digitized corpus of British parliamentary
proceedings from 1685–1691 and 1814–1817 using
a rule-based approach. Working with the output of
an OCR software, they reach total f-scores from
70.35 to 76.94 on individual datasets (Grover et
al., 2008, p. 1346). The main challenge were the
OCR mistakes, namely the noise, misrecognition
of characters and issues with separating the text
from the marginal notes.

Won et al. (2018) focus on toponyms in two
collections of historical letters, one collection in
early-modern English, another in modern English.
As obstacles they mention e.g. “language changes
over time, spelling variations, OCR errors, sources
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written in multiple languages, and general ambi-
guity in language use” (Won et al., 2018, p. 2).
The authors do not train new models but evaluate
the performance of existing modern tools for the
task of location extraction, including two different
types of pre-processing and experimenting with
re-writing early-modern English text into modern
English. They evaluate five different NER systems
and an ensemble method which works based on a
voting system among the individual NER models.
All experiments reached a best minimum F1 score
of about 70 (Won et al., 2018, p. 8).

Labusch et al. (2019) trained a pre-trained BERT
model for a NER task in contemporary and histori-
cal German corpora, containing entities of location,
organisation and person. Working with historical
corpora is hindered through the less standardized
languages and errors in the OCR. Combining unsu-
pervised pre-training on historical German corpus
with supervised pre-training using contemporary
German NER ground-truth, they achieve the high-
est F1 score of 84.6 on historical data for 5-fold
cross validation.

3 Dataset

Using digitized historical newspapers from the
ANNO corpus, we manually annotated, OCRed
and corrected several thousands job advertisements
spanning the period 1850-1950 from 14 different
newspapers. Within a subset of these job ads, we
annotated position names using the doccano soft-
ware (Nakayama et al., 2018), yielding 1,486 job
advertisements as training data and 637 as testing
data. The split into training and testing dataset was
random.

Ads that did not explicitly mention a position
or contained errors, such as inconsistent spacing,
were mostly not included within the datasets for
the evaluation task (Tab. 1), however, after the
training and evaluation during a human control
we discovered a small number of ads containing
errors that were included in the dataset by mistake.
Additionally, we standardized the text by replacing
the long s with the letter s in all ads. The training
data was used to train the NER and text-generation
models and also served as a basis for creating part-
of-speech (POS) and syntax rules, as well as for
adding entries to the dictionary, both established
through human observations. The testing data was
consistently used for evaluation purposes.

Although all duplicate ads were removed and the

training and testing datasets are mutually exclusive,
we cannot exclude the possibility that very similar
ads appear in both datasets, given the homogeneity
of ads and their structure defined by their genre.
Each advertisement could contain more than one
position offered/sought for.

4 Methods

Based on preliminary results, four approaches were
selected and compared: a dictionary-based ap-
proach, a rule-based approach, a NER and a text
generation approach.

4.1 Dictionary-based Approach
The dictionary-based approach searches for posi-
tion titles based on the database of historical oc-
cupations HISCO1 (Leeuwen et al., 2002). The
HISCO (historical international classification of oc-
cupations) database is based on the coding of 1,000
most frequent male and female occupational titles
in datasets from Belgium, Britain, Canada, France,
Germany, the Netherlands, Norway and Sweden.
It contains titles included in parish and civil regis-
tration documents (International Institute of Social
History, 2023). The dictionary of German occupa-
tions contains 1297 job titles and was subsequently
further enriched based on our observations by collo-
cations (e.g. Mädchen für alles [girl servant, lit.girl
for everything], Stütze der Hausfrau [housewife’s
help]) and positions related to apprenticeship (e.g.
Lehrmädchen [apprentice f.], Praktikant [intern]),
which we also aim to identify. Every exact match
of the collocations was identified as a position.

To overcome difficulties of different spelling
variants (Commis and Kommis [assistance]), we
lemmatized every entry in the dictionary as well
as each token in the advertisement using the
DTA::CAB web-service (Jurish, 2012)2 which
serves for an ‘error-tolerant linguistic analysis for
historical German text’. If a lemmatized token
matched a position from the dictionary, regardless
of the upper/lowercase, the entire word contain-
ing this string was identified as a position. Even
when this approach introduces some false posi-
tives (e.g., identifying Architektur [architecture]
because it contains Architekt [architect]), it helps
to identify true positives that are not in the dictio-
nary (e.g., Steinbrechermeister [stone crusher mas-

1https://iisg.amsterdam/en/data/data-websites/history-of-
work [15.6.2024]

2https://www.deutschestextarchiv.de/demo/cab/
[26.8.2024]

https://iisg.amsterdam/en/data/data-websites/history-of-work
https://iisg.amsterdam/en/data/data-websites/history-of-work
https://www.deutschestextarchiv.de/demo/cab/
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Advertisement text Part of the
corpus

Annotated entities

Kinderliebendes Mädchen zu 2 Kindern und Mithilfe dringend
gesucht. Zuschriften unter „Kinderliebend 2148“ an Rasteiger,
Joanneumring 6. 1559
[Child-loving girl urgently wanted to 2 children and assistance.
Send letters under ‘Kinderliebend 2148’ to Rasteiger, Joanneum-
ring 6. 1559]

No (no posi-
tion title)

-

Suche eine tüchtige Wirt schafterin. 35—40 J. spätere Ehe nicht
ausgeschlossen. Un ter „Ehrlich 2270“ Neue Zeit
[Looking for a hard-working housekeeper. 35-40 yrs. later mar-
riage not excluded. Under Sincere 2270’ Neue Zeit]

No (wrong
spacing)

-

Ein Commis in einer Eienhandlung wird acceptirt. 2936
[An assistance will be accepted in an ironmonger. 2936]

Yes Commis

Maschinenschlosser resp. Automatenschlosser wird gesucht.
Vorzustellen Ing. Gasser-Steiner Graz Strauchergasse 16.
[Machine locksmith or automatic locksmith is wanted. To be
introduced at Ing. Gasser-Steiner Graz Strauchergasse 16.]

Yes Maschinenschlosser,
Automaten-
schlosser

Table 1: Example of annotated position names in job advertisement and of advertisements excluded from our
dataset.

ter], Tapezierergehilfen [paperhanger’s assistant],
Weißnäherin [seamstress]), often because they are
composed of more words that specify the position.
The number of positions identified is equal to the
number of matches.

4.2 Rule-based Approach

The rule-based approach benefits from the strong
linguistic structure of job ads. First, the same collo-
cations are searched for as in the dictionary-based
approach (e.g., Mädchen für alles [girl servant, lit.
girl for everything], Stütze der Hausfrau [house-
wife’s help]). If a match is found, the collocations
are identified as positions. If no match is found, the
word ‘ als ’ [as] (or ‘Als ‘ [As]) is searched with
whitespaces as stated. If this word is found, the
first noun after it is identified as a position, e.g.:

Suche Stelle als Hausgehilfin in Bäckerei od.
Gastwirtschaft. [Looking for a job as a maid in
a bakery or restaurant.]

If this search is unsuccessful, the search contin-
ues for the word ‘stelle’ [position]. Note that in
German, stelle beginning with lowercase can only
be found in the middle of a word. If this is found,
the string containing it is considered a position,
e.g.:

Alleinstehende Frau mit kl. einjähr. Buberl bittet

um Hausmeisterstelle. [Single woman with a small
one-year-old boy asks for a caretaker position.]

If none of these conditions is met, the ad is
searched for the first noun which is subject, root,
or conjunct in the sentence. These syntactic roles
were chosen based on observations in training data,
including the observed miss-classifications caused
probably by concise and archaic language. This
noun is predicted as a position. If it is followed by
‘und’ [and] or ’oder’ [or] and the word after this
conjunction is a noun, this second noun is consid-
ered another position.

The advantage of this approach is its indepen-
dence from an external dictionary, spelling varia-
tions and words that do not appear in the dictio-
nary. The main drawback is handling advertise-
ments that offer more than one position, as it is
hard to define rules that include multiple true pos-
itives without introducing false positives. In the
testing data, 514 instances contain one single po-
sition, while 123 of them contain more than one
position. For the POS tagging and dependency
parsing, the SpaCy library (Honnibal & Montani,
2017) with the ‘de_core_news_lg’ model was used.

4.3 Named Entity Recognition Approach

The NER approach treats the positions in the adver-
tisements as named entities and attempts to iden-
tify them accordingly. As positions are not among
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the standard entities, a custom model needs to be
trained.

We trained two different models, one with the To-
ken2Vec architecture, and one with a transformer-
based architecture. The spacy.Tok2Vec.v2 model
contains two steps: it creates context-independent
word vector representation, and it encodes context
into the embeddings, using architecture like a CNN,
BiLSTM or transformer (SpaCy, n.d.). In compari-
son, the spacy-transformers.TransformerModel.v3
uses transformer models from the HuggingFace
transformers library to create more advanced,
context-aware embeddings, leading to better perfor-
mance in tasks like NER (SpaCy, n.d.). Training on
GPU allows for faster training times, particularly
for transformer-based models, which involve com-
plex matrix operations (Kelleher, 2019, pp. 92–94),
and they reach generally higher performance than
training on CPU.

For the training, we used default SpaCy settings.
In both cases, the language is set to ‘German’, and
the optimization is set to efficiency. In the first
case, we set the hardware to CPU, while in the
second case, we select GPU. For further details on
the training parameters, we point readers to SpaCy
official documentation3.

In both cases, the NER model was trained on
the training dataset and evaluated on the testing
dataset, as specified in the Dataset section. The
advantage of this approach is some ability to gen-
eralize; however, the disadvantage is the need for
manual training data creation, which can be time-
consuming, and may limit model’s effectiveness if
the training data is not selected appropriately.

4.4 Text Generation Approach
Whereas the NER approach identifies and extracts
entities within text, the text generation approach
creates new text that directly facilitates the identifi-
cation of relevant entities. In the chosen approach
a given text, e.g. “Machine locksmith or automatic
locksmith is wanted.” is rewritten into “<Machine
locksmith> <automatic locksmith>”. If no posi-
tion is found within a given text, it is rewritten into
“none”.

We used a hmByT5 model4 as our base model
due to two major reasons. The first one being that
the hmByT5 models are all trained on multilin-
gual historical data, which overlaps with the time

3https://spacy.io/usage/training [29.7.2024]
4https://huggingface.co/hmbyt5-preliminary/byt5-small-

historic-multilingual-span20-flax [25.8.2024]

period of our dataset. The second one being that
ByT5 encoded text byte-wise instead of the word
or subword level. Therefore, the model requires no
internal vocabulary and is more adaptable to words
that were not included in the base model training.

Because a significant number of job ads exceeds
the maximum encoding length of the chosen model,
all ads concerned were split into segments of up to
120 bytes for training and evaluation. Afterwards
the model was trained for 15 epochs and the epoch
with the highest sacreBLEU score was chosen as
the final model. Due to splitting up ads into smaller
segments, the model is evaluated in two different
ways (Tab. 2). First, based on the prediction for
each segment. Since not all segments contain po-
sitions, properly predicting “none” as a result is
included when calculating evaluation metrics. The
second evaluation re-merges the predictions from
all segments into the original ads and evaluates only
the predicted positions without including “none”
predictions, as this is most comparable to the NER
approach.

4.5 Evaluation
The evaluation involves a pre-processing step, in
which we aim to standardize both the annotated
positions, and the predicted ones, to avoid penaliz-
ing a model for e.g., including white spaces. First,
we delete the word ‘stelle’ [position] if it is in-
cluded, e.g. Hausmeisterstelle [caretaker position]
becomes Hausmeister [caretaker]. Afterwards,
both annotated and predicted positions are lemma-
tized using the DTA::CAB web-service (for details,
see section 4.1).

In the next step, the two lists of annotated and
predicted positions are compared for each adver-
tisement. Certain tolerance is included by allowing
Levenshtein distance (Levenshtein, 1965) of 0.1
between the two strings in order not to penalize
the generative approach if it makes minor mistakes,
such as generating (position> instead of <position>.
The number of True Positives, False Positives and
False Negatives is identified as follows:

• True Positives (TP): The model correctly pre-
dicts a position that is present in the list of
annotated positions.

• False Positives (FP): The model predicts a po-
sition that is not present in the list of annotated
positions.

• False Negatives (FN): The model misses a

https://spacy.io/usage/training
https://huggingface.co/hmbyt5-preliminary/byt5-small-historic-multilingual-span20-flax
https://huggingface.co/hmbyt5-preliminary/byt5-small-historic-multilingual-span20-flax
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Advertisement segment Model out-
put

Aggregation of en-
tire output

Aelterer Herr, Beamter i. P. gesund und rüstig, alleinstehend sucht
Posten in Schloß, Kloster
[Older gentleman, civil servant, healthy and sprightly, single seeks
position in castle, monastery]

<Beamter> <Beamter>,
<Ausseher>,
<Pförtner>, <Haus-
gehilfe>

als Ausseher, Pförtner, Hausgehilfe zu Gartenarbeiten auch
auswärts. Gute Zuschrifen
[as external, doorman, housekeeper for gardening work also
away from home. Good applications]

<Ausseher>,
<Pförtner>,
<Hausge-
hilfe>

<Beamter>,
<Ausseher>,
<Pförtner>, <Haus-
gehilfe>

unter: "Vertrauenswürdig und verlässlich Nr 85368" an das Welt-
Blatt. Wien, I. Schulerstraße.
[under: "Trustworthy and reliable no. 85368W to the Welt-Blatt.
Vienna, I. Schulerstrasse.]

none <Beamter>,
<Ausseher>,
<Pförtner>, <Haus-
gehilfe>

Table 2: Example of segmented job advertisement along with text generation model output and aggregation of
position names found for the whole add without including "none" predictions. Evaluation is performed directly on
the outputs as well as the aggregated predictions.

position that is present in the list of annotated
positions.

Using this information, we calculate F1 Score,
Recall, and Precision (Powers, 2011), where the
metrics are calculated as follows:

• F1 Score: 2 * (Precision * Recall) / (Precision
+ Recall)

• Recall: TP / (TP + FN)

• Precision: TP / (TP + FP)

This evaluation is identical for all four ap-
proaches, making their scores comparable.

5 Results and Discussion

Table 3 presents the results using F1 Score, Recall,
and Precision for the above described methods on
the testing dataset.

The NER approach (Fig. 1) reached the high-
est F1 score of 0.944 using the transformer archi-
tecture, resp. 0.884 when trained on CPU on the
testing dataset, indicating that this method is more
flexible than the rule-based and dictionary-based.
However, a significant drawback of this approach
is its reliance on a manually created training set.

The generative approach shows comparable per-
formance with an F1 score of 0.920 when evaluated
based on segments and 0.902 when evaluated on
the aggregated results for entire ads. Since the only
difference between the two evaluation approaches
is the exclusion of "none" predictions when aggre-
gating, the decrease from the segment based score

Figure 1: Example of positions identified by the NER
model. [Good-looking, solid 12599 cashier waitress
and hard-working cook are wanted immediately. City
park restaurant, Saaz.]

to the ad based score indicates that the model is
slightly better suited to determine that no positions
are mentioned in a line of text instead of extract-
ing all mentioned positions. A preliminary check
of prediction mistakes has, however, shown that
some false positives occur from identifying ambigu-
ous words such as Mann [man], Mädchen [girl] or
Französinnen [French women], which are also used
to advertise positions but were not labeled in our
dataset as well as words with misplaced spacing,
such as Wirt schafterin [ho usekeeper], which was
also not included as a labeled position. This be-
havior indicates potentially interesting and useful
generalization ability.

The rule-based approach appears to be well-
suited for this task, given the strong linguistic struc-
ture of job advertisements. It is also immune to
certain spelling variations or typographic mistakes,
as long as they do not include spacing errors, or
do not hinder the correct POS classification. The
problematic aspect of this approach is when more
than one position is advertised within an ad, lead-
ing to either incomplete detection of all positions
or the introduction of false positives in other ads.
Another technical obstacle is the misclassification



81

Method F1 score Recall Precision
Dictionary-based approach 0.632 0.646 0.617
Rule-based approach 0.690 0.613 0.789
NER approach (CPU) 0.884 0.866 0.903
NER approach (GPU) 0.944 0.932 0.956
Text Generation approach (segment) 0.920 0.918 0.922
Text Generation approach (whole ad) 0.902 0.894 0.909

Table 3: Results for different approaches for predicting position names on the testing dataset.

of parts-of-speech or dependencies due to archaic
and elliptic language used within historical job ad-
vertisements, while the modern tools are generally
designed for modern data and contemporary lan-
guage. They may also not handle advertisements
containing a large number of abbreviations, which
is often the case because every line in a newspaper
was costly.

The dictionary-based approach reached the low-
est F1 score. While lemmatizing/standardizing of
the tokens mainly solves the issue of spelling vari-
ants, it is time-consuming to lemmatize the en-
tire text of the advertisement. However, this ap-
proach without lemmatization reaches lower score
as usually only one form is present in the dictio-
nary, while the text contains several variants (e.g.,
Commis and Kommis [assistance], Kontoristin and
Comptoiristin [clerk f.]). Additionally, some pro-
fessions are simply not present in the dictionary,
especially those that were less common or highly
specialized. This approach also fails when typo-
graphic errors are present in the text (Kö chin with
line-breaker in the original text instead of Köchin
[cook f.]). Moreover, all mentioned positions are
identified, even if they appear as part of a name of
a street, or if they are not the primary focus of the
advertisement but just mentioned within it, e.g.:

Kinderarzthilfe. mit zweijähriger Praxis, sucht
Stelle bei Arzt oder in einem Laboratorium. [Pe-
diatric assistant with two years of experience is
looking for a position with a doctor or in a labora-
tory.]

Our dataset contained advertisements in their
ideal form, i.e., manually corrected with only oc-
casional typographic errors. In reality, the thou-
sands of ads can only be post-corrected automat-
ically rather than manually, and more errors will
thus be present in the data. This will mostly affect
the dictionary-based approach, which needs exact
matches with correct spelling, and partially the rule-

based approach, which is in theory immune to the
spelling variations but fails to correctly identify the
POS and syntax dependencies if too many errors
occur.

The last consideration is the ambiguous nature
of what a job title in historical job advertisements
is. Many ads contain words like Mann [man], Mäd-
chen [girl] without specifying a clear job title, al-
though it is implicitly understood that e.g., the girl
is wanted to help in the household. Another exam-
ple is Französinnen [French women], mentioned
alongside other job titles for women, where it is
implied that they are sought to teach the French
language or to provide companionship while con-
versing in French (Fig. 2). These advertisements
were not included in our dataset for this evalua-
tion task, however, they appear commonly in the
corpus.

Figure 2: [Regina Kohn, Placement Office, Her-
rengasse 4, 1st floor, recommends and places
competent educators, class teachers, kinder-
garten teachers, French women, companions,
housekeepers, and maids.] Source: Prager Tag-
blatt, 23.8.1896, p. 30, https://anno.onb.ac.at/cgi-
content/anno?aid=ptb&datum=18960823&seite=30

Further research could help to address these lim-
itations by focusing on the semantic context of the
advertisements, perhaps using techniques like aver-
age embeddings to represent the average meaning
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of the whole advertisement. This approach could
help overcome the challenges posed by the ambigu-
ous and context-dependent nature of job titles in
historical advertisements. Also, the potential of
text-generation methods shall be further investi-
gated.

6 Conclusion

Historical job advertisements offer many opportuni-
ties to study the transformation of the labor market.
The first step in analyzing these ads is the extraction
of job titles, which allows for the exploration of
positions offered and sought, their frequency anal-
ysis, and temporal and regional variations. In this
study, we compared four approaches for job title ex-
traction: a dictionary-based approach, a rule-based
approach, a NER approach, and a text-generation
approach. The NER approach achieved the high-
est F1 score of 0.944 when a transformer-based
model was trained on GPU, resp. 0.884 when a
model was trained on CPU, as we treated position
names as entities and trained a model specifically
for their identification. The generative model fol-
lows closely with a F1 score of 0.920 and offers
potential viability for identifying ambiguous posi-
tions. The rule-based (0.69) and dictionary-based
(0.632) approaches had lower F1 Scores but offered
the advantage of not requiring the time-consuming
creation of a training dataset.

While extracting position names is a crucial first
step, two important considerations remain:

1. Not all job advertisements explicitly state the
position being offered or sought.

2. As noted in (Wowczko, 2015, p. 36), “job
titles can oftentimes be ambiguous and fail
to reflect the true nature of the work”. This
is particularly true for generic titles such as
Arbeiterin [worker f.], Bedienerin [servant
f.], Praktikant [intern], Lehrling [apprentice],
which do not express sufficient information
about the work involved.

Given these challenges, our future research will
focus on grouping job advertisements by sector
and exploring methods to predict job titles based
on the job description, as demonstrated by (Huynh
et al., 2019). This approach could help address the
ambiguity and lack of specificity often found in
historical job titles.

Limitations

One limitation encountered during our work was
a lack of definition of what a job title is. While
in most ads, the titles are explicit, there is a not-
negligible number of ads containing just words like
Mädchen [girl] or Mann [man]. The lack of defini-
tion caused minor inconsistencies among annota-
tors which may slightly skew the results. It is also
important to note, that the two machine learning
approaches, namely NER and text generation, are
not trained on the same task. The NER approach
is trained on token classification and predicts the
exact location of a job position. Whereas the text
generation approach rewrites the original text to
only consist of job positions. While this differ-
ence is not of major significance for our specific
task, this can be relevant to consider for potential
use cases. Another limitation is found during the
lemmatization step. Only a very limited number of
resources for lemmatization of historical german
texts are currently available and are mostly rule
based. As such, job positions may not be prop-
erly normalized for evaluation, when they are not
covered by the utilized set of rules.
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