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Abstract

Characters and their interactions are central
to the fabric of narratives, playing a crucial
role in developing readers’ social cognition.
In this paper, we introduce a novel annota-
tion framework that distinguishes between five
types of character interactions, including bi-
lateral and unilateral classifications. Leverag-
ing the crowd-sourcing framework of citizen
science, we collect a large dataset of manual
annotations (N=13,395). Using this data, we
explore how genre and audience factors influ-
ence social network structures in a sample of
contemporary books. Our findings demonstrate
that fictional narratives tend to favor more em-
bodied interactions and exhibit denser and less
modular social networks. Our work not only
enhances the understanding of narrative social
networks but also showcases the potential of
integrating citizen science with NLP method-
ologies for large-scale narrative analysis.

1 Introduction

Characters and their interactions are a fundamental
feature of storytelling. As a prominent dimension
of cognitive literary theory has argued, fictional
characters provide readers with the opportunity to
identify with other imaginary human beings and
model social relationships (Zunshine, 2006; Mar
et al., 2006, 2009, 2010; Palmer, 2004). According
to this theory, the interactions among characters
and the resulting social networks provide an impor-
tant training ground for the development of social
cognition (a.k.a. Theory of Mind) (Kidd et al.,
2016).

Well over a decade ago, a robust body of work
began to emerge in NLP to address the extraction
of social networks from narrative texts (Elson et al.,
2010; Lee and Yeung, 2012; Agarwal et al., 2013,
2014). That work established important method-
ological foundations for the study of literary so-
cial networks, which were understood to be a key

component of research in the Digital Humanities
(Moretti, 2011).

Nevertheless, this work was faced with two sig-
nificant challenges: 1) automated methods never
exhibited robust levels of accuracy to be applicable
to real-world cases; 2) the costliness of deriving
high-quality training data made it difficult to build
more accurate models.

In this paper, we aim to address these challenges
to further the study of narrative social networks by
focusing on the following methodological contri-
butions:

1. Establishing a novel annotation framework
that includes five distinct interaction types, includ-
ing a second level classification of bilateral versus
unilateral types (i.e. whether one of the characters
involved is aware of the interaction).

2. Illustrating the value citizen science can have
for research in NLP by releasing and validating a
large-scale dataset of manual annotations of char-
acter interactions (N=13,395).

3. Training, validating, and publicly sharing a
performant, open-weight small language model or
SLM (Phi3-7B) for the task of interaction labeling
(F1 =0.70).

4. Testing the effects that different genres and
audience types have on social network structure
within a sample of contemporary books (N=390).
Here we demonstrate a proof-of-concept analysis
of the ways in which social networks in stories
are shaped by genre and audience factors such as
fictionality, cultural context, prestige, and expected
reader age.

We conclude with a discussion of areas for future
work.

2 Prior Work

Some of the earliest theoretical work concerning
the value of social networks for literature was un-
dertaken by Moretti (2011) and Woloch (2009).
Woloch (2009)’s theory of character-space has
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been particularly influential. This theory high-
lights the skewed distribution of attention around a
primary character, referred to as ‘the one and the
many’ structure by Woloch. This work established
an important theoretical framework for studying
character relations in addition to individual charac-
ters (Propp, 1968; Frow, 2014).

Early methodological work on the extraction of
character networks was undertaken by several re-
searchers (Sudhahar and Cristianini, 2013; Agar-
wal et al., 2014; Trovati and Brady, 2014; Nijila
and Kala, 2018). Much of this work focused on
the use of sentence-level co-occurrence or subject-
verb-object triplets as the foundation of building
character interactions. Labatut and Bost (2019)
provide an extensive survey of methods of social
network extraction applied to cultural texts (i.e.
stories and screenplays), ranging from interaction
identification to network analysis methods.

In terms of applications, Mac Carron and Kenna
(2012) analyzed character networks within three
European epics (The Illiad, Beowulf, Tain Bo Cuil-
lange) to understand their relation to contemporary
real-world social networks. Volker and Smeets
(2020) compared fictional networks in Dutch lit-
erature with real-world networks with respect to
racial groups. And Ardanuy and Sporleder (2014)
and Agarwal et al. (2021) used social networks as
a mechanism to detect book genres.

Dialogue networks have also been studied as
a subset of literary social networks (Elson et al.,
2010; Waumans et al., 2015), with a similar prin-
cipal applied to the study of drama (Algee-Hewitt,
2017; Lee and Lee, 2017; Fischer and Skorinkin).
Finally, substantial work has focused on the de-
tection of relationship types (instead of individ-
ual interactions), such as kinship ties (Iyyer et al.,
2016; Chaturvedi et al., 2016; Massey et al., 2015;
Makazhanov et al., 2014) and conflict groups
(Smeets et al., 2021).

3 Methods

3.1 Defining Character Interactions

We define a character interaction as occurring when
a character / group of characters engage in an
action that involves another character / group of
characters within the story world of a narrative.
This definition allows for the inclusion of a single
character or group at the level of the agent or pa-
tient (object). And following the work of Agarwal
and Rambow (2010), it also supports a base-level

distinction between “bilateral” and “unilateral” in-
teractions, i.e. when both characters are aware
of the interaction or only one of the characters is
aware. While an interaction requires two charac-
ters / groups to be an interaction, it does not require
cognizance of the action by the patient.
Accordingly, we identify five possible types of
interactions: communicating, thinking about, ob-
serving, touching (physical contact), and associat-
ing (which we use as a catch-all). Only observing
and thinking about can be unilateral. Table 1 pro-
vides example sentences of the different interaction

types.

3.2 Using Citizen Science for Manual
Annotation

“Citizen science” is a term used to describe the
general public engagement in scientific research ac-
tivities (Consortium et al., 2013). Citizen science
projects have annotated over 250 million pieces of
data over the past two decades, ranging from the
identification of galaxies, bird species, to the loca-
tion of marine-based trash. Research shows that
data produced by citizen science projects can be
of high quality and correlate strongly with expert
opinion when best-practices are employed (Kos-
mala et al., 2016; Wiggins and He, 2016). It also
provides a cost-efficient means of data collection
(Sauermann and Franzoni, 2015).

Several citizen science projects have emerged in
the humanities in recent years (Ridge, 2016; Terras,
2015; Dobreva and Azzopardi, 2014), although the
quantity of projects is still small compared to the
natural sciences which represent an estimated 80%
of all projects (Hecker et al., 2018). To date, most
citizen science initiatives in the humanities have
focused on document transcription. Our project,
called Citizen Readers, uses the popular platform
Zooniverse.org and focuses on text annotation com-
mon to the NLP community, which has traditionally
been undertaken through fee-based crowd-sourcing
platforms. Our project thus seeks to illustrate the
opportunities that await both the humanities and
NLP through the use of volunteer citizen scientists.

Figure 1 provides an illustration of our task
structure. Participants were presented with two-
sentence passages, where the first sentence serves
as the context and the second sentence includes
two highlighted characters for interaction classi-
fication. Passages were randomly sampled from
the CONLIT dataset of contemporary books (Piper,
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Type Sentence
Associating When Admiral Bloch left the Dauntless, he placed me in command of the fleet.
Communicating Then I saw them waving at me from the far end of the restaurant.

Observing-Uni

She peers out at the sniper, but the angle is enough to hide her from his sight.

Observing-Bi

Ange looked over at me, then sprung up and headed my way.

Thinking

She thinks about Ned in his brown Doc Martens.

Touching

Dr. Fell gently brought Ethel Pusster to her feet.

Table 1: Example sentences of our various interaction types. Boldface represents the highlighted characters.

2022), which contains twelve different genres of
fiction and non-fiction books, and characters were
automatically detected using bookNLP (Bamman,
2021).

Participants were then asked a series of condi-
tional questions: 1. Are the highlighted characters
interacting in the story? If yes: 2. Is the interaction
unilateral or bilateral? Given their answer: 3. What
kind of interaction is it? for which the relevant
classes were presented.

In addition to the task itself, Zooniverse pro-
vides an area for a custom tutorial, a field-guide
with more in-depth descriptions, an about page to
inform participants about the goals and intentions
of the project, and a talk area where moderators can
respond to participant questions. For this project
we employed four student moderators who were
indispensable in responding to the volume of ques-
tions.

A total of 1,915 citizen scientists participated in
our project completing 73,648 unique annotations.
The project took three months to complete. Out of
the initial 19,006 passages posted to the platform,
15,641 were annotated by three or more annotators.
The total number of passages where we observed
a majority consensus on the label was 13,395. We
found that 1,189 participants (or 62%) annotated
five or more passages, and only 249 annotated a sin-
gle passage. We also observe the Pareto principle
at work, with 20% of our participants completing
72% of our annotations.

In order to assess the quality of annotations by
citizen scientists, we hired three trained students to
annotate a small subset of passages (N=261). We
then compared agreement scores for three cases:
inter-student annotations, inter-citizen scientist an-
notations, and student-citizen scientist annotations.
We calculate Fleiss’s Kappa scores for two condi-
tions: all annotations and only those with majority
votes. As we can see in Table 2, student annotators
exhibit slightly higher agreement for all annota-

tions but when conditioning on those with major-
ity agreement the scores converge. We also show
very high levels of agreement between student and
citizen-scientist majority annotations, suggesting
the high quality of our final annotations.

Condition student | citizen scientist | student-citizen
All annotations 0.48 0.41 0.49
Majority votes 0.50 0.51 0.79

Table 2: Comparison of agreement scores using Fleiss’s
Kappa between students and citizen scientists.

We present the distribution of interaction types
in our 13,395 majority-labeled passages in Fig.
2. The most common label is “no interaction,”
followed by “communicating” and “associating.”
While the other three types are far rarer, we will see
in later sections their significance. We release our
data set, known as the “Citizen Readers for Char-
acter Interactions” dataset (CR4Interact), which is
available in our project’s long-term repository.'

3.3 Finetuning an SLM for Interaction
Detection

3.3.1 Training and Test Data

We then use our labeled data to fine-tune and test
the performance of a small-language model (SLM)
for the task of interaction type detection. For train-
ing and testing purposes, we extracted an equal
amount of data from each class and a confidence
score to partition the data, understood as the av-
erage agreement percentage per passage. We use
passages with the highest confidence to build the
test dataset, moderate confidence for the valida-
tion dataset, and the remaining data for the training
dataset, as shown in Table 3. This approach guaran-
tees the most accurate evaluation results possible,
although it introduces some difficulties for the SLM
because it will be trained on the lowest quality data.

"https://doi.org/10.5683/SP3/QMIARS
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Figure 1: Image of our annotation task on Zooniverse.
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Figure 2: Label distribution in the annotated data.

3.3.2 Model Selection

To select the optimal combination of models and
prompting strategies, we compare Phi-3-Mini-
4K-Instruct, Phi-3-Small-8K-Instruct, Mistral-7B-
Instruct-v0.3, Llama-3-8B-Instruct with GPT-40
(version 2024-05-13). We use the different prompt-
ing strategies listed in Table 4 and fully described
in the appendix A and use a small balanced sub-
set of our test data consisting of 10 passages per
category for initial testing.

Among the open-source models, the detailed
prompt on the Phi-3 (7B) achieves the highest ac-
curacy of 0.73, as shown in Table 4. Phi-3 (7B) and
GPT-4 are the only models that surpass 0.70 accu-

0 QE
o
Class Training | Validation | Test
Associating 2032 225 225
No 4085 225 225
Thinking 443 225 225
Communicating 3223 225 225
Observing 721 225 225
Touching 437 225 225
Total Amount 10941 1350 1350

Table 3: Class distribution and total amounts for the
training, validation, and test datasets.

racy, and we anticipate an additional performance
improvement after the finetuning stage. Note these
performance numbers are based on only a small
subsample of our test data.

Model Base | Detailed | One-shot | Many-shot
Phi-3 (3.8B) | 0.30 0.62 0.48 0.30 (8-shot)
Phi-3 (7B) 0.55 0.73 0.56 0.55 (8-shot)
Mistral (7B) | 0.43 0.58 0.22 0.17 (8-shot)
Llama-3 (8B) | 0.52 0.47 0.58 0.45 (5-shot)
GPT4 0.65 0.70 0.73 0.72 (10-shot)
Tuned Phi-3 | 0.68 0.80 0.78 0.77 (8-shot)

Table 4: Performance comparison across different mod-
els and prompt strategies using the initial small, down-
sampled test dataset. Tuned Phi-3 (7B)’s performance
is included for reference.

3.3.3 Our model: Phi-3-interact

We use a single A100 PCIE 80GB to finetune the
Phi-3 (7B) on the training dataset and monitor the
loss on the validation dataset. We set the learning
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rate to 2.5e-5 and utilize the paged_adamw_8bit
optimizer to reduce memory usage and accelerate
tuning speed.’

After finetuning on the 10K training data, the
model’s accuracy increases from 0.58 to 0.71 on the
validation dataset. Subsequently, tuning the model
on the smaller, but higher-quality 1K validation
dataset further improves accuracy to 0.80 on the
small test dataset (as shown in Table 4) and from
0.727 to0 0.735 using the full test dataset, surpassing
GPT-4’s 0.70 accuracy on the same data.

Table 5 indicates that both models struggle to dis-
tinguish the “No interaction” class, which is most
often confused with the “Associating” class. Other-
wise, categories range from a low of 0.70 accuracy
(Thinking) to a high of 0.96 (Touching). A closer
examination of the classification errors reveals that
both models tend to assign positive interactions
for hypothetical scenarios such as “If I could talk
with her,” which annotators were instructed not to
consider as interactions because they do not actu-
ally take place in the storyworld. Our finetuned
model, Phi-3-interact, demonstrates significantly
higher precision in the “No interaction” category
compared to GPT-4, indicating that Phi-3-interact
is more reliable for predicting the absence of inter-
action.

Class Precision | Recall | F1 | Acc
Associating 0.75 0.56 | 0.64 | 0.56
0.59 0.75 | 0.66 | 0.75

Communication 0.75 0.89 | 0.81 | 0.89
0.64 0.85 | 0.73 | 0.85

No 0.89 0.21 | 0.34 | 0.21
0.54 0.20 | 0.29 | 0.20

Observing 0.82 0.94 | 0.88 | 0.94
0.89 0.79 | 0.84 | 0.79

. 0.60 0.85 | 0.70 | 0.85

Thinking 0.61 0.71 | 0.65 | 0.71
Touching 0.76 0.96 | 0.85 | 0.96
0.92 0.90 | 0.91 | 0.90

Mean 0.76 0.74 | 0.70 | 0.74
0.70 0.70 | 0.68 | 0.70

Table 5: Performance metrics using our fine-tuned
model (Phi-3-interact, upper row) and GPT-4 (lower
row) on the full test dataset.

3.4 Constructing social networks from our
data

In order to analyze social networks at the book
level, we first sub-sample the CONLIT dataset

“https://huggingface.co/ChunB 1/Phi-3-interact

down to 390 books to represent the genre and au-
dience categories described more fully in Section
4 and shown in Table 6. We use bookNLP (Bam-
man, 2021) to perform sentence tokenization, entity
recognition (NER tag “PER”), and co-reference
resolution on the book level data. From there we
extract all possible candidate pairs of characters for
every sentence in each book for a total of 3,928,602
possible interactions. We then use our fine-tuned
Phi-3 model to label all interactions.

To construct the nodes of our networks, we use
the master character IDs provided by bookNLP
that are derived from the co-reference resolution
step. This gives us a list of unique characters per
book. We then construct weighted edge lists for
each book, where an edge represents the sum of
all interactions between two characters. We then
construct network graphs for each book for all inter-
action types and one aggregate network per book.

Finally, given our edge lists we then extract the
following set of network statistics for each book
according to two conditions: all characters and
only characters whose degree (number of relation-
ships) is five or greater, in order to focus on more
significant characters.

Protagonist Centrality. The degree of the most
connected character, normalized by dividing by the
total number of edges. Equivalent to the percentage
of all relationships consumed by the most central
character.

Density. The ratio of the number of actual edges
in a graph to the potential number of edges. Ranges
from O to 1.

Transitivity. The global transitivity of the graph
also known as the clustering coefficient. This mea-
sures the ratio of the number of closed triplets (or
triangles) to the total number of triplets (both open
and closed) in the network.

Average Shortest Path. The average length of
the shortest path between all pairs of nodes in the
network.

Modularity. Measures the strength of division
of a network into communities, quantifying the
degree to which nodes within the same community
are more densely connected to each other than to
nodes in different communities. Higher modularity
values indicate stronger sub-community structure.
Here we use the Fast and Greedy algorithm.
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4 Analysis

In this section, we aim to illustrate the potential
utility of our data for the large-scale study of cul-
tures of storytelling. We measure the effects of the
following four stylistic and audience categories on
the distribution of character interaction types and
the resulting book-level social networks:

Fictionality. Here we test for the effects that
fiction has on social interactions. For interactions
we look at all adult genres. For social networks,
we sample books from the Prizewinners and Best-
sellers categories for fiction and Biography for non-
fiction.

World. We test for the effects that books pub-
lished in non-Western cultures have on social inter-
actions. Specifically we look at books published
in English in India, South Africa, and Nigeria that
were reviewed in major literary reviews in their re-
spective regions and compare them to our Western
Prizewinner category.

Prestige. Prior work has identified strong stylis-
tic differences between best-selling fiction and fic-
tion written to appeal to literary elites on prize com-
mittees (Piper and Portelance, 2016). Here we test
whether these findings extend to social interactions
and their resulting networks.

Youth. For this category we compare middle-
school fiction with adult fiction as represented by
Prizewinners and Bestsellers. We expect to observe
strong effects that are designed to make narratives
more accessible to younger readers.

4.1 Book type effects on character
interactions

In order to study the effects of our book categories
on interaction types, we utilize count data to com-
pute the log odds ratios through Fisher’s Exact Test,
focusing on the rate of each interaction type rela-
tive to the overall interaction rate for each category.
Our findings indicate that fiction uniquely exhibits
statistically significant effects (Fig. 3).
Specifically, non-fiction surpasses expectations
in rates of communication and association, whereas
fiction emphasizes observation and physical con-
tact. These results corroborate existing theories
that highlight the importance of embodied behavior
in fictional narratives (Caracciolo and Kukkonen,
2021; Piper, 2024). Interestingly, there is no mean-
ingful difference in the rate of unilateral versus
bilateral actions in either corpus. Fiction does not
indicate a preference for unilateral interactions as

might be hypothesized by the strong emphasis on
social cognition theories of reading fiction (Zun-
shine, 2006).

Touching 1 —
Thinking 1 —
Observing 1 ——
None 1 ——
Communicating ——
Associating ——
-05 00 05

Figure 3: Log odds of interaction type appearing in
fiction compared to non-fiction.

4.2 Book type effects on social networks

The first notable fact about our book-level social
networks is the long tail of degree distribution (i.e.
the number of relationships per character). For both
fiction and non-fiction more than 86% of characters
per book have fewer than five relationships in their
respective social networks, suggesting a long tail of
minor characters and a small, central core of main
characters (Woloch, 2009).

Table 6 shows the results of our regression anal-
ysis for the aggregate social network structures in
our sampled books by category. For our analysis,
we require five or greater connections for inclusion
in the network given the long tail of very minor
characters (though we note that the overall results
do not change in any meaningful way if we include
all characters).

Our analysis reveals that fictional narratives ex-
hibit significantly increased density and transitivity,
coupled with lower modularity, average shortest
path, and time to completion. To quantify the ef-
fect sizes, we converted these findings into Cohen’s
d values. This translation demonstrates substantial
effects, with values ranging from d=1.3 for den-
sity to d=-2.2 for modularity, indicating large to
very large effects. We also find that non-fictional
narratives take 50% longer to complete their social
networks when compared to fictional narratives.

These results indicate how strongly fictional nar-
ratives tend to create denser, more connected net-
works than biographical narratives. Although bi-
ographies condition explicitly on a single life, they
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exhibit on average more modular narrative struc-
tures (strongly connected components that are less
connected overall). Fiction by contrast maintains a
denser overall relational network, one in which the
introduction of significant new characters is com-
pleted much earlier than in biographical narratives.

Category Fictionality = World Prestige  Youth
Density + (FFF) + (FFE)
Centrality . + (%)
Transitivity + (FHF) + ()
Completion - () .
Modularity - () NG)
Shortest Path - (k) - ()

Table 6: Results of the regression analysis. +/- refer to
positive or negative effects and the number of asterisks
refer to p-value magnitude (* < 0.01, ** < 0.001, *** <
0.0001). A period denotes no meaningful effect.

These results lend further support to prior
work suggesting a “small world effect” of fic-
tional narratives. Prior work has shown that fic-
tional characters cover smaller geographic dis-
tances (Matthew Wilkens, forthcoming) and that
fictional narratives exhibit considerably lower over-
all informational surprise, favoring narrative ‘ex-
ploitation’ (covering familiar characters and sit-
uations) over narrative ‘exploration’ (introducing
new characters, themes, and situations) (Piper et al.,
2023). Here we can add the denser social network
structures as a further index of this small world
effect of fictional narratives.

Within fiction, we observe no meaningful effects
for either social prestige (books receiving literary
prizes) or books published in non-Western cultures.
Youth books on the other hand exhibit very clear
signals of simplified social networks with lower
modularity, shorter paths, more centralized pro-
tagonists and greater relationship density. Youth
books in other words tend to amplify the effects of
fictionality.

Our results suggest two important points: the
first is that the expected values we are observing
with respect to major distinctions like fiction/non-
fiction and adult/youth indicate that our social net-
works are capturing important information about
the underlying social structures of the sampled
books. While we do not yet have a way to val-
idate the accuracy of the constructed social net-
works from local character interactions these re-
sults give us confidence that broadly speaking we
are capturing meaningful differences in narrative
construction. That said, the more subtle differences

we observe between different cultural contexts or
levels of social prestige may yet be due to measure-
ment error. Future work will want to investigate
this more fully.

One further question we investigated was
whether interaction-type sub-networks differ sig-
nificantly from the larger networks in which they
are imbedded. Do observational or communicative
or other types of interactions lead to structurally
different properties that might initiate new theories
about the relationship between social interactions
and social networks within narratives?

To measure structural equivalence between so-
cial networks, we utilized cosine similarity as our
primary metric. Structural equivalence tradition-
ally involves assessing the commonality of neigh-
bors between pairs of vertices; however, a simple
count of common neighbors does not account for
variations in vertex degrees or the broader distri-
bution of common neighbors among other vertex
pairs. Cosine similarity addresses these limitations
by considering the degree of the vertices and their
neighbors.

In our method, we treat the rows/columns of the
adjacency matrix as vectors. The cosine similarity
between two vertices i and j is calculated as the
cosine of the angle between their corresponding
vectors. Mathematically, the cosine similarity of
vertices i and j is defined as the number of common
neighbors divided by the geometric mean of their
degrees. This measure produces a value ranging
from O to 1, where 1 indicates that the two vertices
share exactly the same neighbors, and O indicates
no common neighbors. For vertices with a zero de-
gree, we conventionally set their cosine similarity
to 0.

When doing so, interestingly we find no mean-
ingful distinctions between the structural similarity
of different types of sub-graphs when compared
to the main graphs to which they belonged (Fig.
4). While the rate of different interaction types dif-
fered strongly between fictional and non-fictional
narratives, for example, the underlying network
structures to which they contribute do not.

5 Conclusion

Understanding narratives at large scale is a core
concern of the Digital Humanities (Underwood,
2019; Piper, 2018). The social interactions of char-
acters (Zunshine, 2006) and the resulting social
networks (Moretti, 2011; Woloch, 2009) have long
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Figure 4: Comparison of structural similarity of sub-
graphs to main graphs by type. The dotted line repre-
sents the global mean.

been theorized as important dimensions of human
storytelling. In this paper we have endeavored to
illustrate the potential that citizen science has as a
means of generating data for training and testing
language models towards the goal of understanding
the social lives of characters.

With respect to Citizen Science as a mechanism
of crowd-sourced text annotation, we find anno-
tation quality on par with trained student annota-
tors. As prior work has suggested, Citizen Science
projects achieve the same quality standards as other
approaches and bring with them the affordances of
a volunteer, community-based approach to scien-
tific discovery (Kosmala et al., 2016; Wiggins and
He, 2016). We hope more projects in NLP and DH
will utilize this significant resource.

With respect to narrative understanding, we have
identified two notable findings in our work. First,
fictional narratives strongly favor embodied forms
of interactions such as physical contact and sensory
perception in support of prior work (Piper, 2024).
Second, fictional narratives also strongly favor far
denser and less modular social networks. The phys-
icality of relations between characters is amplified
by the overall connectedness of characters (Mar
and Oatley, 2008).

We could add here one additional negative find-
ing: social networks built around individual inter-
action types do not appear to differ from the overall
narrative social networks to which they belong. So-
cial networks built around contact, communication,
observation, etc. follow the same patterns as the
full network. So while it appears interaction types
are useful for distinguishing fictional narratives,

they do not contribute much to our understanding
of the larger social network structures.

We also highlight a number of areas for future
work: both our SLM and GPT indicate significant
limitations with respect to the detection of non-
interactions, which has also been demonstrated
with respect to grammatical models (Agarwal et al.,
2013). Much of this can be attributed to the fuzzy
boundary around the concept of “interaction” —
when two characters are grammatically proximate
the rejection of their interaction depends on a num-
ber of subtle factors (hypotheticality, co-presence
versus interaction, etc.). Future work will want to
further explore this boundary in particular.

A second key area is the validation of the social
networks themselves. Book-level data on narrative
social networks remains a costly endeavor. To date,
the field still lacks reasonably sized ground truth
when it comes to validating book-level social net-
works. While we show that our constructed social
networks from local interactions align well with
theoretical expectations, further validation of their
accuracy awaits.

Finally, while we introduce a novel interaction
framework in our work, future work will want to
think about further nuance with respect to labeling
interactions. Our work does not address the valence
of interactions, an important property of narrative
relations (Smeets et al., 2021), nor does it address
overall relationship types (such as kinship or narra-
tive properties such as antagonist, etc.). These too
can be valuable frameworks for understanding the
structural properties of narratives.

We hope that our publicly shared training data
and SLM can be useful tools for researchers to fur-
ther study the nature of narrative social networks.

Limitations

As we mention above, our work is subject to a num-
ber of limitations. First, we note that despite the
relatively large size of our training data particular
interaction types are significantly less well repre-
sented (e.g. observing, thinking, touching). Future
work will want to concentrate on expanding our un-
derstanding and coverage of those categories. As
we also note, while our ability to identify specific
types of interactions is high, our ability to distin-
guish between non-interactions and associations
is weak. Future work will want to explore this
boundary more fully.

We also highlight that future work will want to
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provide book-level annotations of social networks
to validate the accuracy of moving from local inter-
action prediction to global social network model-
ing.

Another important limitation is the cultural speci-
ficity of our data. While our data is drawn from
a broad array of genres and a few world cultures,
they are limited to the English language. Future
work will want to assess cultural differences more
deeply with respect to interaction types and social
networks.

Ethics Statement

Relying on crowd-sourced labor brings with it im-
portant ethical considerations, specifically around
fair labor practices and the representativeness of
the participating community (Harmon and Silber-
man, 2019). Citizen Science makes two important
contributions to these issues: first, it relies on vol-
unteer rather than paid labor and thus depends on
the project-specific interest of participants. Plat-
forms like Zooniverse further contribute to this
through the use of About pages, team descriptions,
and talk pages where participants can interact with
researchers. Participants are far more aware of re-
search goals of a project when it comes to Citizen
Science.

In addition to promoting greater project trans-
parency, Citizen Science projects also promote
greater researcher-citizen connections, which can
help support the democratization of scientific
knowledge and facilitate participant learning (Bon-
ney et al., 2016) without sacrificing quality.

We note that while Citizen Science projects can
lower the cost of large-scale annotations they do re-
quire far more planning and design investment. The
initial adaptation of tasks to a particular platform
can take time, but we have found that after initial
learning projects can take about 2-3 months to pre-
pare for launch. Additionally, because Talk pages
are actively used by participants it is essential to
have moderators available to handle the volume of
queries from users. Nonetheless, all of this can con-
tribute to more transparency and involvement by
citizens which is a decidedly positive contribution.
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A Appendix: LLM Prompts
A.1 Base Prompt

What kind of interaction between charl and
char2? Choose one of six options: No, Associating,
Thinking, Touching, Observing, Communicating.

A.2 Detailed Prompt

Task Description: Classify the type of interaction
between charl and char2 in a given passage. There
are six categories of interaction:

No interaction: Direct or indirect interaction does
not occur between charl and char2. Any imagination
or assumption of interaction also counts as No.
Communicating: charl and char2 are engaged in
some form of communication, such as speaking, writ-
ing, or signaling.

Associating: charl and char2 are linked by a social
or relational context, such as friendship, teamwork,
or other associative bonds.

Observing: at least one character is observing or
watching another one, without direct interaction.
Thinking: at least one character is thinking about
or recalling memories of another one, without direct
interaction.

Touching: charl and char2 are engaged in physical
touch or contact.

What kind of interaction between charl and
char2? Choose one of six options: No, Associating,
Thinking, Touching, Observing, Communicating.

A.3 One-shot and Many-shot Prompt

Append examples with passage, charl, char2, and
label before the detailed prompt. In the many-shot
setting, any shot contains one example from each
class.
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