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Abstract

Even after many years of research, answering
the question of the differences between spo-
ken and written text remains open. This paper
aims to study syntactic features that can serve
as distinguishing factors. To do so, we focus
on the transcribed speeches and written books
of United States presidents. We conducted two
experiments to analyze high-level syntactic fea-
tures. In the first experiment, we examine these
features while controlling for the effect of sen-
tence length. In the second experiment, we
compare the high-level syntactic features with
low-level ones. The results indicate that adding
high-level syntactic features enhances model
performance, particularly in longer sentences.
Moreover, the importance of the prepositional
phrases in a sentence increases with sentence
length. We also find that these longer sentences
with more prepositional phrases are more likely
to appear in speeches than in written books by
U.S. presidents.

1 Introduction

Scholars across various fields have sought to an-
swer what makes writing different from speaking.
The answers range from the notion that there is no
fundamental difference to the belief that they are
entirely distinct domains. These investigations lead
to in-depth explorations with different approaches
and perspectives, depending on the population or
the system under study. For example, some schol-
ars look for answers to support non-native speakers
during the language acquisition process, while oth-
ers attempt to measure the cognitive load through
the sound or word production process. Likewise,
some try to enhance our ability to program ma-
chines and unlock new insight into the differences
between spoken and written text.

Rajaei Moghadam et al. (2024) investigated the
difference between speaking and writing, focusing
on morphological, lexical, and syntactic features at
both sentence and chunk levels. They showed the

superiority of BERT (Devlin et al., 2018) as well
as the importance of sentence length, percentage of
nouns, percentage of verbs, and depth of the parse
tree.

In this paper, we expand the corpus and focus
on high-level syntactic features to examine their
effectiveness in distinguishing the transcriptions of
speeches and written books by United States presi-
dents. We analyze linguistically inspired features
instead of simply counting categories.

Throughout the paper, the text is analyzed in
different sentence lengths, categorized as short,
medium, and long. We use CoreNLP (Manning
et al., 2014) as a state-of-the-art to parse the sen-
tences. Pinto et al. (2016) provide a comparison of
several NLP toolkits, including NLTK, OpenNLP,
and Stanford CoreNLP on both formal and infor-
mal texts and conclude that depending on the task
and text types, the toolkits perform differently.

Regarding text similarity measurement, Wang
and Dong (2020) recommend using a combina-
tion of techniques and models for higher accuracy,
concluding that no single method works best for
all similarity measurement tasks in NLP. For this
investigation, we use Support Vector Machines
(SVM), Decision Tree (DT), Random Forest (RF),
and BERT as our machine-learning classification
models to answer the following questions:

RQ1: How do syntactic features impact de-
tection performance in sentences with different
lengths?

RQ2: Which syntactic features improve the
model performance in distinguishing written sen-
tences from transcribed spoken sentences?

In the literature review, we will explore how
other scholars have approached these questions.
The methodology will be detailed in the procedure
section. Following that, we will present the re-
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sults and discussion, draw conclusions, outline the
limitations, and finally offer future research. The
artifacts of this work are published online.1

2 Related Work

In this section, we explore related findings in lin-
guistics, cognitive science, and computer science.

2.1 Linguistic and Syntactic Analysis

In comparing writing and speaking, Blankenship
(1962) found more general similarity than dissim-
ilarity in sentence patterns with little variation in
sentence length, along with mood indicators like
imperative. Additionally, Blankenship found more
passive constructions in writing. Working with a
group of psychology students, Drieman (1962) real-
ized that, compared to speaking, writing has shorter
text with more diverse vocabulary and more mul-
tisyllabic and longer words. Later, DeVito (1967)
analyzed samples of spoken and written language
from university professors and concluded that spo-
ken language relies more on verbs and adverbs,
while written language uses more nouns and ad-
jectives. These differences were further quantified
by analyzing ratios between parts of speech, show-
ing that speech uses fewer qualifiers than written
language. O’Donnell (1974) used samples by the
same male adult and examined syntactic features
like gerunds, passive constructions, and attributive
adjectives, which can be found more in written lan-
guage. Einhorn (1978) also kept the subject and
content similar, as she believed this would help un-
derstanding the effect of mode of communication.
She worked with the writing and recorded speeches
of ten famous men, and even though speeches were
edited for publication, she still found many differ-
ences. For example, they contained more personal
references, both singular and plural.

Through multiple attempts to understand why
writing and speaking differ, Biber (1986b) iden-
tifies three key parameters, interactive vs. edited
text, abstract vs. situated content, and reported
vs. immediate style, that underlie textual variation
in English. Additionally, Biber (1986a) believes
that for such studies a comprehensive approach can
capture the existing complexity between these two
modalities. However, Biber and Grey (2011), in
contrast to the conventional view, showed that both
conversation and academic writing are grammati-
cally complex, though the sources of complexity

1https://github.com/mosabrezaei/Text-vs.-Transcription

are different. In writing, sentences are compressed
due to more use of phrasal expressions, including
prepositional phrases as post-modifiers.

2.2 Linguistic and Contextual Influence
Akinnaso (1982) believes these differences are
rooted in the objectives of the speaker and writer
as well as the communicative and situational con-
text. Chafe (1979), while underscoring the matter
of context, identifies integration and involvement
as two key distinctions between spoken and written
language, meaning that writing is more integrated
due to its coherent structure while speaking has a
higher involvement rate as speakers are more en-
gaged with the audience. Redeker (1984) believes
the four categories of involvement, integration, de-
tachment, and fragmentation work better for such
distinctions and similarly refers to speaking as a
mode with higher involvement that contains more
self-reference items. Poole and Field (1976) high-
light that oral language has simpler structures with
more adverbial elaboration, which reflects the im-
mediate and personal nature of spoken communica-
tion and recalls the importance of communicative
context.

2.3 Cognitive Science
Early studies like Woolbert (1922) argue that de-
spite some similarities between these two modes of
communication, they are fundamentally different.
Woolbert categorizes three processes in writing,
thought, language, and typography, while identify-
ing four processes in speaking including thought,
language, voice, and action. Therefore, Woolbert
counts both production mediums as means to man-
ifest thought. Olson (1996) sees writing as a gate-
way for studying language and understanding the
relationship between writing and cognition.

Liu (2023) reviews the distinction between pro-
duction, perception, and form. During the produc-
tion process, voice quality in speaking and, equally,
punctuation in writing convey the meaning. Per-
ception deals with the immediacy of feedback. Re-
garding form, Liu identifies differences in three
main areas: lexical richness, grammar, and struc-
ture. Trying to explore the possibility of language
measurement, Fairbanks (1944) and Mann (1944)
worked on two groups: freshman students and indi-
viduals with schizophrenia. Both employ methods
such as type-token ratios and grammatical analysis,
including examining prepositions and conjunctions.
The most notable difference, as Fairbanks men-
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tions, is the increased use of personal pronouns by
patients with schizophrenia.

In another study, Rezaii (2022) works on pro-
ductions of individuals with primary progressive
aphasia and finds that familiarity with terms and
topics decreases the cognitive load, thus easing the
production process by either use of complex syntax
structure with simple vocabulary or the opposite.
Cleland and Pickering (2006) notice the use of syn-
tactic priming, meaning that the speaker tends to
reuse previously used syntactic structure. Their
results show that during the production process,
syntax is accessed the same way in both speak-
ing and writing, suggesting a similar underlying
cognitive mechanism.

DeVito (1966) highlights that writing has greater
verbal diversity than speaking due to differences
in the encoding process, including time constraints
and pressure on the speaker when uttering a sen-
tence, which is the reason speakers use more famil-
iar and shorter words. Such differences show the
distinct cognitive and linguistic demands on indi-
viduals through the production process. Likewise,
Chafe and Tannen (1987) look at structural differ-
ences, cognitive implications, and social functions.
They similarly refer to the immediate and context-
dependent characteristics of speaking as opposed
to writing. Gray and Biber (2013) analyze lexi-
cal frames in academic prose and conversational
English. Their study shows that writing tends to
use more grammatical structure and function word-
based frames, while in conversation, fixed, verb-
based frames are more common, which also, like
DeVito, reflects the immediate and interactive as-
pects of spoken communication.

2.4 Computer Science

While Biber (2020) invites more investment in pho-
netic and phonological corpora to help in stud-
ies of speaking, Pangtay-Chang (2009) shows that
text-based computer-mediated communication is
becoming similar to what we produce in oral com-
munication.

Understanding differences in writing and speak-
ing will serve other areas of research like human-
human-computer interactions. With this focus,
Akhtiamov et al. (2017) analyzed speech through
acoustical, syntactical, and lexical lenses. Ulti-
mately, their study suggests a greater reliance on
conversational context rather than acoustic cues.
Similarly, Balagopalan et al. (2020) use NLP to de-

tect symptoms of Alzheimer’s disease (AD), which
impacts both the content and acoustics of sponta-
neous speech. This study reveals that fine-tuned
BERT models outperform traditional feature-based
methods in detecting cognitive impairments associ-
ated with AD.

Such exploration will also be useful for related
research in stylistics. Blankenship (1962) con-
cluded that the formation of a syntactic structure is
a matter of individual style; therefore the medium
of delivery, whether writing or speaking, has mini-
mal influence. Kurzynski (2023), through an analy-
sis of perplexity, systematicity, and characteristic
words of Mao Zedong, introduces these metrics as
helpful ones to understand Mao’s writing style. In
another study, Freedman (2017) employs syntactic
and bag-of-words approaches to distinguish differ-
ent sections of the book of Isaiah. Also, Freedman
and Krieghbaum (2014) used features like prepo-
sitional phrases along with machine learning tech-
niques to investigate student responses. Expanding
on stylistics, Khalid and Srinivasan (2020) used
262 stylistic features to analyze style across nine
online communities to explore the importance of
style in these communities rather than individual
style. They found higher accuracy in style-based
prediction as opposed to content-based predictions
of community membership, particularly in smaller
data sets.

Rajaei Moghadam et al. (2024) study syntac-
tic and non-syntactic features to identify the most
important ones for detecting spoken and written
textual data. However, their study did not exam-
ine high-level constructs like prepositional phrases.
Katre (2019), with a discourse analysis approach,
used NLTK and Matplotlib to process a large cor-
pus of political speeches to create visual tools like
lexical dispersion plots, time-series plots, word
clouds, and bar graphs.

Berriche and Larabi-Marie-Sainte (2024) exam-
ine writing style differences between human and
ChatGPT-generated content. They employed clas-
sical classifiers and ensemble methods, training
them with over 30 stylometric features. They ex-
tracted lexical and syntactic features including the
frequency of conjunctions, pronouns, and prepo-
sitions. Through multiple experiments, they con-
cluded that the ensemble learning classifiers out-
performed the classical classifiers. Regarding style
generation, Montfort et al. (2021) focus on generat-
ing narrative style (not the plot) with referring ex-
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pressions. In other words, they explore how chang-
ing the referring expressions can model different
literary styles. By keeping all other influential ele-
ments in the discourse constant and changing only
reference conventions, they emphasize the use of
nouns and noun phrases for generating different
writing or narration styles.

3 Procedure

In this section, we describe the dataset and the
extracted features.

3.1 Dataset

As outlined in the future work section of Ra-
jaei Moghadam et al. (2024), we aimed to extend
the number of extracted sentences. Therefore, in
this study, we have expanded the corpus volume,
which now contains 41,306 sentences, comprising
20,654 spoken samples and 20,652 written samples,
compared to the earlier dataset of 13,600 spoken
and 13,600 written samples.

We obtained transcriptions of spoken language
from Miller Center of Public Affairs University of
Virginia (2022), which covers transcriptions from
George Washington to the present time. For the
writing samples, we used ten complete books writ-
ten by presidents, three of which we obtained from
Project Gutenberg (n.d.).

To ensure the accuracy of calculations, all the
pages that were not part of the main content were
removed. Furthermore, multiple whitespaces were
changed into single whitespaces. For sentence ex-
traction, we used the nltk library (Bird et al., 2009),
while CoreNLP (version 4.5.7 ) was employed for
tokenization and word counting.

3.2 New Features

In the exploration of what exactly makes writing
and speaking different, there is no single definite
answer. Therefore, in addition to utilizing some of
the features from Rajaei Moghadam et al. (2024),
we will examine the following six features:

• Pronoun and noun phrases in the subject

• Passive and active sentences

• Comparative and superlative

• Imperative structures

• Conjunction phrases

• Prepositional phrases

3.2.1 Pronoun and Noun Phrase in Subject
We examined syntactic subjects to determine
whether they were occupied by noun phrases (NP)
or pronouns (PRN). Rajaei Moghadam et al. (2024)
counted noun phrases and personal pronouns as sep-
arate features. In this paper, we only consider these
two elements in the subject position. Such analysis
deepens our understanding of nominal construction
and sentence complexity in both modalities.

According to de Marneffe and Manning (2008),
a nominal subject (nsubj) refers to a noun phrase
that is the syntactic subject of a clause. Here,
we use a combination of the parse tree and the
Enhanced Dependency subsystem of Stanford
CoreNLP to identify nominal subjects and their
referents with higher accuracy.

3.2.2 Passive and Active Sentences
According to Aygen (2016), the active voice is the
typical form in which the subject of the sentence is
the agent. To do this, PassivePy package (Sepehri
et al., 2023) in the SpaCy library (Honnibal et al.,
2020) enables us to compute active, agentless pas-
sive, and agentive passive forms.

3.2.3 Comparative and Superlative
The comparative form is used to compare two sets
of entities, whereas the superlative form compares
more than two sets of entities or groups (Aygen,
2016). We extracted comparative and superla-
tive structures with JJR, JJS, RBR, and RBS tags
from the dataset using Stanford CoreNLP. This ex-
traction includes irregular forms, such as "good",
"well", and "best", in addition to those that end with
"-er" and "-est" or contain indicators like "more"
and "most".

3.2.4 Imperative
The imperative mood is used in direct requests or
commands. According to Aygen (2016), impera-
tives do not have tense or aspect markers and have
an implied subject (you). Therefore, this analy-
sis focuses on structures without a stated subject
and verbs without tense or aspect modifiers such as
gerunds. To achieve this, we use StanfordCoreNLP
to extract only sentences that begin with a VB tag.

It is common to find fragments and informal
questions in spoken language that start with the
base form of the verb, such as "Want fries?", which
could be counted as an imperative structure. To
address this, we examined the role of punctuation
and ultimately decided to only consider sentences
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that start with a verb and end with a period or ex-
clamation mark.

In other cases, phrases like "Sleep well, gentle-
men" may structurally appear as imperatives but
are not interpreted as commands. Similarly, some
proverbs and idiomatic expressions use the base
form of the verb without an explicit subject, much
like imperatives, e.g., "Hit the nail on the head".
Although these cases offer interesting avenues for
further analysis, they fall outside the scope of this
research since our primary focus is syntactic analy-
sis.

3.2.5 Conjunction Phrases

Conjunctions are connector words that link two
words, phrases, clauses, or sentences (Zokirjon kizi,
2023). While Rajaei Moghadam et al. (2024) fo-
cused on the percentage of coordinators, this study
investigates conjunction phrases with the assistance
of the Standford CoreNLP parse tree. The work
by de Marneffe and Manning (2008) notes that the
parser does not account for symmetrical relations,
meaning that we do not observe two conjunction
phrase tags (CONJP) in cases like correlative con-
junctions, e.g., "not only...but also...". Based on
this, we check only for the presence of a single
CONJP tag in the parse tree.

3.2.6 Prepositional Phrases

Among the different parts of speech, prepositions
are considered as function words and prepositional
phrases as grammatical units that act as connec-
tors, typically with noun phrases. They precede
or follow other phrases or elements in a sentence
to create another phrase or constituent. According
to Benelhadj (2015), prepositional phrases exhibit
varying levels of structural complexity and gen-
erally cannot be understood without considering
other elements of the sentence.

For this feature, we first extract and calculate the
percentage of each sentence occupied by preposi-
tional phrases (PP) using the Stanford CoreNLP
tags. Then, we calculate the percentages of words
with PP tags that modify verbs vs. nouns or other
parts of speech. In this calculation, words in nested
PPs are labeled according to their closest parent.

3.3 Pre-existing Features

In this paper we continue to use the features in
Rajaei Moghadam et al. (2024). The features are
listed below by category.

Morphological aspects:
• Average syllables per word
• Average words per sentence
• Average characters per word

Lexical aspects of sentences:
• Number of words in a sentence
• Percentage of POS
• Percentage of personal pronouns

Syntactical aspects:
• Percentage of subordinate clauses
• Depth of parse tree
• Percentage of noun phrases
• Average length of noun phrases
• Yes/no questions
• Direct wh-questions

4 Experiments

In this section, the two experiments that we con-
ducted will be described. The first focuses on eval-
uating syntactic features in sentences with different
lengths, and the second analyzes both low- and
high-level syntactic features.

4.1 First Experiment

In the first experiment, we evaluated the impact of
sentence length on model performance. Given the
important role of length (Rajaei Moghadam et al.,
2024), we used this insight to minimize model de-
pendency on sentence length. The goal was to de-
termine whether the models performed better when
trained on the entire dataset or when focused on
specific sentence lengths.

We divided our dataset into three categories
based on sentence length: sentences with 18 or
fewer words were classified as short, those with
more than 18 and up to 37 words as medium, and
those with more than 37 words as long. The bound-
ary numbers that define short, medium, and long
sentences were determined based on the data distri-
bution to ensure a sufficient number of samples in
each category. Then we trained each model on each
section, utilizing both syntactic and non-syntactic
features.

4.2 Second Experiment

In the second experiment, we shift our focus from
sentence length to features. In this experiment,
we evaluate the effectiveness of the combination
of features in sections 3.2 and 3.3. We ran four
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models, SVM, DT, RF, and BERT, on the new fea-
ture set. The comparison of these results with the
results from Rajaei Moghadam et al. (2024) will
determine whether combining features can improve
model accuracy. It is important to note that in both
experiments the BERT model examines words in
sequence but does not utilize any of these features,
while the other models are used to analyze the fea-
tures and their role in distinguishing spoken from
written language.

5 Results and Discussion

The results of our first experiment, shown in Figure
1, indicate that accuracy across all models is lower
for short sentences compared to longer ones. This
suggests two key points.

First, the extracted syntactic features are more
informative in longer sentences, and their rare oc-
currence in short sentences leads to lower perfor-
mance across all models. Second, despite having
more short samples in the dataset, the selected fea-
tures performed better on longer sentences. This
implies that there is likely to be higher accuracy in
a larger dataset containing more long sentences.

It should also be noted that the similarity be-
tween the results for short sentences and the over-
all dataset is due to the large number of short
sentences, which biases the models’ performance.
Furthermore, the greater similarity between the re-
sults for medium and short sentences, compared
to medium and long sentences, is due to the closer
boundary numbers for short and medium sentences.
Although BERT does not have explicit access to the
linguistic features, we note that it performs better
than any of the other models.

As shown in Table 1, although the length is the
most important feature, its importance decreases as
the sentence length increases. On the other hand,
as sentences get longer the importance of preposi-
tional phrases (PP, PP_NP, PP_VP) increases sig-
nificantly.

Looking at RQ2, Table 2 and Figure 2 comple-
ment each other. We compare accuracy metrics for
spoken vs. written sentences in each model. Table
2 shows that models trained with high-level syntac-
tic features alone tend to have slightly lower accu-
racy, partially because length is not included in the
high-level features and partially because the high-
level feature set contains fewer features. Moreover,
as shown in the last column, combining all features
improves the performance of the models, with Ran-

Figure 1: The performance of the models on sentences
with different lengths.

dom Forest outperforming the others.

Figure 2: Comparing the performance of models trained
with low-level and high-level features.

Figure 2 compares the F1 scores of the SVM, RF,
and BERT models for low-level and high-level fea-
tures. The figure shows improvement in almost all
performance metrics. Notably, the significant im-
provement in the SVM performance for the speak-
ing class is particularly striking. This improvement
may be attributed to several factors, such as an in-
creased sample size, the use of different versions
of CoreNLP, better feature normalization, and im-
proved feature extraction methods. On the other
hand, there is a slight reduction in performance for
the writing class in the SVM model, which could
indicate that the models are becoming more stable
and less biased.

Table 3 presents a comparison between trained
models with all syntactic features as well as the
BERT model, which corresponds to the "All Fea-
tures" columns in Table 2. When comparing Ta-
ble 3 with a similar table in Rajaei Moghadam
et al. (2024), we observe an overall improvement
in model performance.

Notably, as sentences become longer, the perfor-
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Table 1: The report of the six most important extracted features across four different sentence lengths. The numbers
indicate the percentage of importance for each feature.

Rank Short Medium Long All

DT

1 Length 0.158 Length 0.115 PP 0.089 Length 0.117
2 Verb 0.096 Noun 0.075 Length 0.086 Noun 0.084
3 Noun 0.096 PP 0.070 PP_VP 0.073 Verb 0.077
4 Words 0.075 Subord 0.069 PP_NP 0.070 Words 0.067
5 Adverb 0.058 Verb 0.068 Words 0.066 PP 0.063
6 PP 0.054 PP_NP 0.064 Verb 0.065 D_Tree 0.061

RF

1 Length 0.122 Length 0.095 PP 0.093 Length 0.094
2 Verb 0.097 Noun 0.072 Length 0.087 Noun 0.075
3 Noun 0.084 PP 0.070 PP_NP 0.074 Verb 0.075
4 Words 0.065 PP_NP 0.068 PP_VP 0.068 Words 0.069
5 D_Tree 0.059 Verb 0.065 Noun 0.066 PP 0.064
6 PP 0.052 Subord 0.059 Subord 0.066 PP_NP 0.061

Table 2: The performance of the models with different levels of features. The low-level feature data comes from
Rajaei Moghadam et al. (2024).

Low-level Features High-level Features All Features
Precision Recall Precision Recall Precision Recall

SVM
Spoken 0.59 0.67 0.57 0.57 0.61 0.65
Written 0.63 0.54 0.58 0.58 0.64 0.59

DT
Spoken 0.56 0.56 0.55 0.49 0.56 0.57
Written 0.57 0.58 0.55 0.60 0.58 0.57

RF
Spoken 0.62 0.69 0.58 0.52 0.63 0.67
Written 0.66 0.58 0.58 0.64 0.66 0.62

mance of our syntactic features improves, probably
because longer sentences provide more informa-
tion, which enables the models to more accurately
distinguish between speech and writing.

Figure 3 shows the feature importance ranking
of the merged set of features. Note that high-level
features like conjunction phrases (CONJP) and im-
peratives show less influence. This is possibly due
to the fact that these features rarely appear in sen-
tences in our dataset. For instance, the CONJP
feature appears in only about 2 percent of all sen-
tences.

As shown in Table 1 and Figure 3, two features
stand out in distinguishing written text from the
transcribed spoken text: length for all sentences
and the percentage of PP for long sentences. The
results show that longer sentences and a higher
percentage of prepositional phrases appear more
frequently in speech than in written books. In other
words, U.S. presidents tend to use longer sentences
and more prepositional phrases in their speeches
than in their books. We conducted a statistical anal-

ysis and visualized the distribution of each of these
features to better understand the relationship be-
tween these features and the classes of written and
spoken texts. As expected, the t-tests in Table 4
show large absolute values and extremely small
p-values for both features, indicating significant
differences between the two classes. On the other
hand, the small negative correlation values in Table
4 and the slight differences in class distribution as
shown in Figure 4 indicate that increasing the per-
centages of these features decreases the probability
of labeling a sentence as writing.

6 Conclusions

In this study, we analyze low-level and high-level
syntactic features to identify the differences be-
tween the speeches and written books of presidents
of the United States. We conducted two experi-
ments to achieve these goals.

In the first experiment, sentences were divided
into three categories: short, medium, and long. We
found that, despite having fewer samples for long
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Table 3: Comparing the results of trained models with
all syntactic features and the BERT model.

Labels Precision Recall F1

SVM
Spoken 61% 65% 63%
Written 64% 59% 61%

DT
Spoken 56% 58% 57%
Written 58% 56% 57%

RF
Spoken 63% 67% 65%
Written 66% 62% 63%

BERT
Spoken 92% 93% 93%
Written 93% 92% 93%

Table 4: Statistical test on the length for all sentences
and PP for long sentences.

Length (all) PP (long)
t-statistic 12.00 16.43
p-value 3.979× 10−33 9.029× 10−60

correlation -0.05 -0.17

sentences, accuracy improves across all models.
Increasing the sentence length also raised the im-
portance ranking of prepositional phrases. Further-
more, the most significant features identified are
sentence length, verb percentages, noun percent-
ages, and prepositional phrases.

In the second experiment, we added a new set
of syntactic features to morphological, lexical, and
other syntactic features. The results showed that
combining both groups of features improves model
performance. Furthermore, sentence length and
prepositional phrases emerged as the two important
features in distinguishing the textual data of U.S.
presidents. Based on our analysis, U.S. presidents
are more likely to use prepositional phrases and
longer sentences in their speeches than in their
books.

7 Limitations

Although the dataset is balanced, we encountered
some imbalanced features that appear rarely in sen-
tences. For instance, there were only 351 impera-
tive sentences, which account for less than 1 per-
cent of all sentences. This limitation could affect
future work in identifying effective features for this
task.

Another limitation is the number of long sen-
tences. By increasing the number of long sentences,
or balancing with that of short sentences, we might

Figure 3: The importance of features in Random Forest
model.

Figure 4: Distribution of the length and PP for each
class using kernel density estimation (KDE).

observe higher model performance and and allow
for the extraction of more accurate patterns.

8 Future Work

Explaining the differences between transcribed spo-
ken and written text is an open area of research,
with each study revealing more possible directions
for future work. For example, our study demon-
strates the weak performance of models on short
sentences. For future work, new features need to
be introduced and extracted in order to improve the
model performance on short sentences.

We are going to perform a deeper analysis of the
relationship between sentence length and its impact
on both low- and high-level features. We will shift
from a categorical approach to a regression-based
analysis of sentence length. This means that instead
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of categorizing sentences into three groups (short,
medium, long), we will analyze the effects across
the full range of sentence lengths.

Based on the importance of prepositional
phrases, we plan to expand our analysis and study
nested prepositional phrases. Additionally, we aim
to apply deeper analysis to the different types of
prepositional phrases introduced in this study, such
as those modifying verb phrases or noun phrases.
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