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Abstract

This article deals with the syntactic analysis
of German-language poetry from different cen-
turies. We use Universal Dependencies (UD) as
our syntactic framework. We discuss particular
challenges of the poems in terms of tokeniza-
tion, sentence boundary recognition and special
syntactic constructions. Our annotated pilot
corpus currently consists of 20 poems with a
total of 2,162 tokens, which originate from the
PoeTree.de corpus. We present some statistics
on our annotations and also evaluate the auto-
matic UD annotation from PoeTree.de using
our annotations.

1 Introduction

For many years, poetry played a rather subordi-
nate role in the field of Natural Language Process-
ing. With the emergence of the field of Digital
Humanities, the interest in computational methods
for philological questions has increased consider-
ably.

It is often assumed that the particular repetitive
structures and patterns of poems serve, among other
things, to support memorization. These structures
prominently include meter and the rhyme scheme.
Many computational approaches to the analysis
of poetry have focused on these features, such as
the work by Bobenhausen and Hammerich (2015);
Haider (2023, 2021); Delente and Renault (2017),
who automatically analyze phonological features
like meter and rhyme in English, German and
French poetry (also see the overview in De Sisto
et al., 2024).

On a more abstract level, syntactic patterns can
also support memorization, e.g. by using the same
syntactic structure several times. Lee and Kong
(2012) investigate and compare such constructions
in poems of two Chinese poets under the name
‘parallel couplets’, which refers to semantic or syn-
tactic correspondences between two lines.

Another syntactic phenomenon that is specific
to poems is unusual word order, which often re-
sults from metrical constraints. A special case is
the enjambment, in which the elements of a syn-
tactic phrase are separated by spreading them over
two lines, whereby special retarding effects can
be achieved. Enjambment has been examined by
Ruiz Fabo et al. (2017) and Hussein et al. (2018).

Syntactic annotations of poems are also interest-
ing for other reasons. For instance, DeHass (2024)
uses them to compare paratactic vs. hypotactic style
in Latin colloquial texts, poetry, and prose. Syntax
annotations can in general facilitate access to the
content of a text and, e.g., allow for easy retrieval of
(syntactically and semantically) related units such
as entities and their properties, or events and their
participants, as suggested by Bamman (2020) for
literary texts.

For a long time, such studies could only be car-
ried out on a rather small amount of data that has
been manually annotated by experts. Examples
of such manually-created poetry treebanks are the
York-Helsinki parsed corpus of Old English po-
etry (YCOEP)1 (Pintzuk and Leendert, 2001), the
Ancient Greek and Latin Dependency Treebank
(AGLDT)2 (Bamman and Crane, 2011), which
comprises a subset of poetic texts, and the tree-
bank of Classical Chinese poems (Lee and Kong,
2012).

Only recently has there been work on the auto-
matic syntax analysis of poems and the first po-
etry treebanks have been generated automatically,
such as the diachronic treebank of Spanish Sonnets
(Ruiz Fabo et al., 2017), the treebank of Classi-
cal Arabic poetry (Al-Ghamdi et al., 2021), or the
PoeTree treebank with poems in ten different lan-
guages (Plecháč et al., 2024). All three treebanks
were automatically annotated by generic parsers

1https://www-users.york.ac.uk/~lang18/pcorpus.
html

2http://perseusdl.github.io/treebank_data/

https://www-users.york.ac.uk/~lang18/pcorpus.html
https://www-users.york.ac.uk/~lang18/pcorpus.html
http://perseusdl.github.io/treebank_data/
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that were not specifically trained for poems because
no training data was available (see Section 4.2 for
evaluation results).

Our work aims to contribute to the creation of
training and evaluation data for the syntactic analy-
sis of poetry. Our paper deals with the analysis of
German-language poems from different centuries.
We use the framework of Universal Dependencies
(UD, de Marneffe et al., 2021) and discuss some
difficulties for annotation that arise due to the pe-
culiarities of poems. We manually annotate a pilot
corpus of 20 poems with 2,162 tokens, following
the guidelines proposed by Dipper et al. (2024),
who define a set of customized labels for German.

Our data comes from the PoeTree corpus, that
has been automatically annotated with UD trees by
UDPipe (Straka, 2018). We evaluate the UD trees
by means of our manually created annotations. For
the evaluation, we map the customized labels back
to UD labels. The main contributions of this paper
are:

• A pilot UD treebank of currently 20 German-
language poems from different centuries,
which are available under a free license.3

• An in-depth discussion of the specific chal-
lenges of (German) poetry.

• A first evaluation of the automatic analyses
from UDPipe.

2 Data

The data for our study comes from the PoeTree
corpus, which consists of more than 330,000 po-
ems with 89,000,000 tokens from 10 European lan-
guages (Plecháč et al., 2023; Plecháč et al., 2024).4

All poems have been annotated automatically with
UD-style dependencies using UDPipe 2.0 (Straka,
2018). However, only the annotations of the Czech-
language subcorpus have already been evaluated
(Cinková et al., 2024) (see Section 4.2).

The German-language sub-corpus of the
PoeTree corpus, called PoeTree.de (Bobenhausen
and Hammerich, 2015; Haider, 2021) consists of
74,000 poems. The automatic annotations com-
prise lemma, inflection features, universal part-of-
speech (POS) tags, language-specific POS accord-

3The corpus is available at https://
gitlab.ruhr-uni-bochum.de/vamos-cl/
ud-for-german-poetry.

4Version 0.0.2, https://versologie.cz/poetree/.

Mean ± SD Total

Tokens 108.1 ± 92.8 2,162
Lines 15.7 ± 15.1 314
Stanzas 4.9 ± 5.7 97

Table 1: Statistics on the annotated German sub-corpus:
mean number and standard deviation of tokens, lines
and stanzas per poem.

ing to the STTS tagset (Schiller et al., 1999) and
UD-style dependency relations.

We randomly selected 20 poems from
PoeTree.de, see Table 1 for an overview and
Table 6 in Appendix A for more details. Standard
deviations are very large and show that the
poems differ greatly with regard to their size.
For annotating dependency relations, we use the
manual annotation tool INCEpTION (Klie et al.,
2018). Each poem was annotated once, by one
of the authors, and difficult cases were discussed
together.

3 Poetry-Specific Issues

In this section, we discuss selected special fea-
tures of poetry that pose a challenge for automatic
language processing. The focus is on German-
language poetry; many of the challenges, however,
also arise for poetry in other languages.

3.1 Word forms and tokenization
Poetry belongs to non-standard language data in
several respects. For example, capitalization is of-
ten handled differently than in standard language,
e.g., some poems are written entirely in lower case.
In the poems of our corpus, the first word of a
line is usually capitalized, whereas in standardized
spelling in German only sentence beginnings and
nouns are capitalized, so that the unusual capital-
ization sometimes results in incorrect POS tags.
For instance, in (1) the verb schreibe ‘write’ occurs
twice. The first (lowercase) instance is correctly
tagged in the corpus with VVFIN (finite verb), the
second (capitalized) instance is incorrectly tagged
with NN (noun).

(1) Da sitz ich am Tisch und schreibe,
Schreibe wie mir es glückt,
‘I sit at the table and write, write the way I
manage.’ Source: 00-1734-0000-0002-9F08-4#05

5ID as provided in the PoeTree.de corpus.

https://gitlab.ruhr-uni-bochum.de/vamos-cl/ud-for-german-poetry
https://gitlab.ruhr-uni-bochum.de/vamos-cl/ud-for-german-poetry
https://gitlab.ruhr-uni-bochum.de/vamos-cl/ud-for-german-poetry
https://versologie.cz/poetree/
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Due to the meter, word forms can be shortened
(elision) or lengthened (epenthesis). Elisions are
often marked by an apostrophe, which can be prob-
lematic for tokenization. For example, the elision
in heil’gen ‘holy’ in (2), which stands for heiligen,
has been split into three tokens heil, apostrophe
and gen in PoeTree.de.6 We annotate such partial
tokens with the UD relation goeswith.

(2) Liebste, laß in Dir die Schauer
Weben dieser heil’gen Nacht,
‘Dearest, let the shivers of this holy night
weave in you,’ Source: dta.poem.21583

Another difficulty is the UD treatment of con-
tracted prepositions plus articles, which are very
common in German, e.g. am ≈ an dem ‘at the’. In
UD style (and in the PoeTree data), such contrac-
tions are split and treated as two words, each anno-
tated with its own UD relation (cf. Grünewald and
Friedrich, 2020).7 In (manual) annotation of poetry,
this procedure is problematic: on the one hand, the
meter is no longer correct due to the inserted sylla-
ble, and on the other hand, there are differences in
meaning between the contracted and the split form,
i.e., one form cannot be replaced equivalently by
the other (see, e.g., Cieschinger, 2016). Moreover,
split forms are highly marked in German and make
up less than 10% of the occurrences in a newspaper
and a web corpus (Cieschinger, 2016, p. 6), i.e.,
the UD tokenization applied in PoeTree.de makes
it harder to understand the poems. Annotators of-
ten have to re-merge the preposition and the article
mentally when annotating in order to understand
the meaning of a poem correctly. For example, the
phrase aufs Neue ‘anew’ – shortened to aufs neu’
in the poem line shown in (3) – is rendered as auf
das neu’ ‘on the new’ in PoeTree.de. The line with
the split form could mean something like ‘always
hope for the new’, which is clearly not the correct
meaning and does not fit the context.

(3) Und was dir fehlschlug, hoffe stets aufs neu’
‘And what you have failed, always hope anew’
Source: 00-1734-0000-0002-B719-B#0

6The partial tokens exist as independent words: heil means
‘sound’ and gen is an obsolete preposition meaning ‘towards’.
Presumably this leads to the incorrect tokenization.

7Also see the distinction between tokeniza-
tion and word segmentation in the UD Guidelines
https://universaldependencies.org/u/overview/
tokenization.html: Tokens are defined orthographically
in UD and are marked by whitespace. Words are defined
syntactically and, consequently, clitics are split off and
contractions are undone.

Note that the original form aufs ‘on the’ is
recorded in the ‘multiword’ entry in the JSON
format of the PoeTree.de treebank and could be
used in the dependency annotation. However, a
new, complex dependency label would then have
to be introduced for the contracted forms (e.g.
case+det). This would deviate from the UD guide-
lines, though, and the automatically generated anal-
yses of PoeTree could no longer be evaluated di-
rectly, which is why we have annotated the split
forms.8

3.2 Sentence boundaries
Another feature is the non-standard punctuation of
poetry, which, together with the unusual capital-
ization, means that sentence boundaries are often
not correctly determined and, for example, argu-
ments or modifiers are not located in the same sen-
tence segment9 as their head. This causes problems
for syntax analysis, since dependencies are usually
only marked within a sentence. In our manual anno-
tations we have treated incorrect sentence segments
as follows:

1. If there are several sentences in one sen-
tence segment, link them by the relation
parataxis.

2. If two incomplete fragments are distributed
over two sentence segments, each fragment is
annotated as usually, but only those relations
that apply within the segment are annotated.
Note that such fragments are not linked to
other parts of the sentence with the relation
parataxis, so that there can be several roots
within a sentence segment in our corpus.

An example is given in (4), which consists of
one sentence. The double slashes “//” indicate
the (incorrect) sentence boundaries as defined in
PoeTree.de. This means that several central rela-
tions are missing, see the annotations shown in
Figure 1: Meinem Herzen ‘to my heart’ is gov-
erned by the verb reiche ‘give’ as a dative object,
von der Schlange ‘from the snake’ belongs to the
verb gebissen ‘bitten’.

8In some UD treebanks, e.g. in the German-LIT treebank
(Salomoni, 2017, 2021) or in the NArabizi treebank (Seddah
et al., 2020), such contracted forms are preserved in their
original form and composite POS tags are used, e.g. P+DET
in NArabizi. However, at the dependency level, these forms
are annotated by the label case only, so that the information on
the determiner is not represented in the dependency relations.

9We refer to the (potentially incorrect) sentences as defined
in the PoeTree.de corpus as “sentence segments”.

https://universaldependencies.org/u/overview/tokenization.html
https://universaldependencies.org/u/overview/tokenization.html
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Figure 1: Annotation of the fragments of Ex. (4); screenshot of INCEpTION.

(4) Meinem Herzen, wund gebissen //
Von der Schlange: deinem Haar,
Reiche hold in deiner Lippe
Terjak, der es heile, dar!
‘To my heart, bitten sore from the snake, [i.e.]
your hair, give in your lip Terjak [a medical
concoction], which heals it!’

Source: 00-1734-0000-0003-2E39-A#0

In Example (4) the fragments each form a com-
plete subtree, with the roots gebissen ‘bitten’ and
Schlange ‘snake’. In other cases, however, the
heads of the fragments can also be in the other
sentence segment, so that individual words then re-
main unrelated. For example, in (5) the verb head
tragen ‘bear’ only occurs in the second sentence
segment, so that its dependents in the first segment
– the comma, the conjunction dass ‘that’ and the
prepositional phrase auf der Wiese ‘in the meadow’
– remain unrelated, see the annotations in Figure 2.

(5) Erhebe dich, dass auf der Wiese //
Durch deines Wuchses hohes Streben
Zipressenbäume Früchte tragen
‘Arise, so that in the meadow through your
growth’s high aspiration cypress trees bear
fruit’ Source: 00-1734-0000-0003-28BA-1#0

A final example is (6), in which the repeated
instances of Geduld! ‘patience’ are separated by a
(false) sentence boundary due to the exclamation
mark.

(6) Geduld! //
Geduld! – die ew’gen Sterne gehn
Doch ihren Pfad.
‘Patience! Patience! – the eternal stars go but
their path.’ Source: 00-1734-0000-0002-B719-B#0

3.3 Poetry-specific constructions
Repetitions Repetitions are a typical feature of
poetry. We have already seen examples in (1) and
(6), another example is (7), where mein Herz ‘my
heart’ is repeated three times in a row. We annotate
such repetitions like lists, but with a special label,
list:rep.10

(7) Das Meer hat seine Perlen,
Der Himmel hat seine Sterne,
Aber mein Herz, mein Herz,
Mein Herz hat seine Liebe.
‘The sea has its pearls, the sky has its stars,
but my heart, my heart, my heart has its love’

Source: dta.poem.10555

Anacoluthon Sentence interruptions (anaco-
lutha) are also a typical feature. In Example (8),
the first and third lines each begin with a free rela-
tive clause (Die noch schlafen ‘who still sleep’, Die
noch keimen ‘who still germinate’), which is not
integrated into the surrounding clauses and whose
referent therefore remains vague.

10This label is a customized UD label using the notation
universal:customized (see for example the already existing
aux:pass for passive auxiliaries, de Marneffe et al., 2021).
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Figure 2: Partial annotation of the fragments of Ex. (5); screenshot of INCEpTION.

(8) Die noch schlafen, aus den Wäldern
Rauscht’s wie leiser Vogelsang,
Die noch keimen, von den Feldern
Blüht’s wie Duft das Thal entlang.
‘Who still sleep, from the woods it rustles like
soft birdsong, who still germinate, from the
fields it blossoms like fragrance along the
valley.’ Source: dta.poem.21583

We annotate such interruptions with the label
parataxis, as proposed by Paccosi et al. (2023)
(see their example (3)). However, parataxis cap-
tures a rather heterogeneous class of relations, such
as unconnected sentences and also parentheses. We
currently also annotate cases in which a sentence
boundary is missing (see Section 3.2) with this la-
bel. Additional subtypes for differentiation should
possibly be defined here.

4 Results

In this section, we present selected statistics from
our annotations. In the second part, we evaluate
the automatic annotations of PoeTree.de.

4.1 Selected statistics
We first compare the distributions of the different
labels with the two corpora for modern German
from Dipper et al. (2024), which were annotated
according to the same UD scheme. These corpora
originate from the GSD treebank and contain mod-
ern news and reviews. Since all three corpora are
rather small,11 we truncate all extended labels (e.g.
obl:arg) and map them to the basic labels (obl).

Table 2 shows the 10 most frequent labels in the
three text types. Six of the labels (punct, det,
nsubj, advmod, case, obl) occur in all three
text types and their distributions are rather similar.
Coordinations (labels conj and cc) are typical for
reviews and poetry, while they make up less than
3% of the labels in news. The label flat, which

11News: 100 sentences with 1,872 tokens; reviews: 100
sentences with 1,341 tokens.

News Reviews Poetry

punct 16.2 punct 13.5 punct 16.9
det 13.5 advmod 12.5 det 14.4
nsubj 8.6 det 11.0 nsubj 10.2
case 8.6 nsubj 9.3 advmod 8.6
advmod 7.1 case 8.1 case 6.9
obl 5.9 obl 6.0 obl 6.3
nmod 4.8 obj 4.6 obj 5.2
amod 4.7 conj 4.4 conj 4.4
flat 3.8 cc 4.3 cc 3.9
aux 3.7 aux 4.0 amod 3.2

Total 1,772 1,241 1,962

Table 2: The 10 most frequent dependency labels in the
poetry, news and reviews data, along with their relative
frequencies (ignoring root and unspecified labels). The
last line specifies the total number of labels in the re-
spective data set.

is mainly used to annotate complex proper names,
is typical for news; in reviews it occurs with 1.1%,
in poetry not at all. The label aux, which is used
to annotate modal verbs and auxiliaries, occurs in
poetry with 2.3%, i.e. less often than in reviews
and news.

We also compare the distributions of all labels
using Spearman’s rank correlation coefficient r,
which compares the ranks of the labels in the
three text types, and the Jensen-Shannon distance,
which is a symmetric and normalized variant of
the Kullback-Leibler divergence and compares the
probabilities of the labels with each other.12

Table 3 shows that with both measures, the text
types news and reviews are very similar to each
other (high correlation, small distance), while news
and poetry are clearly less similar to each other.
The reviews occupy a position between the other
two text types. The data sets can therefore be
arranged as follows based on their similarities:

12Spearman’s rank correlation coefficient and Jensen-
Shannon distance were calculated with SciPy, https://docs.
scipy.org.

https://docs.scipy.org
https://docs.scipy.org
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News Reviews Poetry
News 1
Reviews 0.94 1
Poetry 0.76 0.83 1

News Reviews Poetry
News 0
Reviews 0.145 0
Poetry 0.213 0.173 0

Table 3: Pairwise Spearman’s rank correlation coef-
ficient r (top) and Jensen-Shannon distance (bottom)
between the three data sets.

news – reviews – poetry. This result can possibly
be attributed by the fact that poetry has more con-
ceptually oral characteristics and is therefore closer
to reviews than to news.

4.2 Evaluation of PoeTree.de
We compare the automatically created dependency
relations that come with the PoeTree.de corpus
with our manually created gold-standard annota-
tions. As a preprocessing step, we again map the
extended labels to the basic labels. Furthermore,
we remove punctuation marks (i.e. tokens tagged as
$., $( or $. according to the STTS tagset) for two
reasons: Firstly, the label punct with which they
are attached to their heads is the most frequent one
(see Table 2) but of little interest for the analysis
of syntactic structure. Therefore, removing them
makes the evaluation more informative. Secondly,
for long sequences of parataxis, we systemati-
cally deviated from the UD guidelines for the label
punct in that we attached it to the head of the last
clause rather than the root node of the whole sen-
tence to avoid overly long dependency arcs, thereby
facilitating the manual annotation process.

UAS, LAS, CLAS For each poem, we calculate
the following evaluation metrics: Unlabeled At-
tachement Score (UAS), which measures the per-
centage of tokens that are assigned the correct head;
Labeled Attachement Score (LAS), which is the
percentage of tokens that are assigned the correct
head and the correct dependency label; Content-
Word Labeled Attachment Score (CLAS, Zeman
et al., 2017), which calculates LAS only for con-
tent words, ignoring function words. We use the
evaluation script of the 2018 CoNLL shared task.13

13https://universaldependencies.org/conll18/
evaluation.html.

Metric PT.de GSD PT.cz PDT

UAS 79.6 ± 8.7 82.8 85.0 95.0
LAS 68.9 ± 9.1 78.2 79.7 93.6
CLAS 59.2 ± 10.7 – – –

Table 4: Mean (and standard deviation) for different
evaluation metrics. Column PT.de shows the results of
our evaluation, whereas columns GSD, PT.cz and PDT
show the results of evaluations from others (see the main
text for details).

Table 4 shows the mean (and standard devia-
tion) for each metric (see column PT.de), Figure 3
displays the distribution of scores across all po-
ems. Overall, the results are rather poor. Straka
(2018) reports clearly better results when applying
UDPipe to the German-GSD corpus, which con-
tains newspaper, reviews and web texts (see column
GSD). The LAS scores in particular show a large
gap.

Interestingly, when UDPipe is applied to a sam-
ple of 29 poems (6,591 tokens) from the Czech
PoeTree subcorpus, it clearly outperforms both
evaluations of German data, as reported in Plecháč
et al. (2024) (see column PT.cz). However, the
UDPipe parser seems in general to perform better
on Czech data than on German data, as shown by
column PDT in Table 4, which displays the eval-
uation results for UDPipe on the Prague Depen-
dency Treebank (PDT), which consists of Czech
newswire texts. Here the results are even higher.

The performance drop between news or web
texts and other genres are in line with evaluation
results e.g. on aesthetic writings (Salomoni, 2017)
or fiction (Jelínek, 2017), not only for parsing but
also for POS tagging (Haider, 2021) and other NLP
tasks (see the overview in Bamman, 2020).14

The boxplot for UAS in Figure 3 shows that there
is a very clear downward outlier, with UAS=53.8.
This text also yields poor values for the other mea-
sures: LAS=50.0 and CLAS=37.8. Figure 4 shows
an excerpt of this text with both annotations, the
manual (top) and the automatic ones (bottom). The
excerpt contains a very long coordination of adjec-
tives, each of which is again modified by a preced-
ing adverb. The head noun (Poeten ‘poets’) was

14The Arabic parser used by Al-Ghamdi et al. (2021) (see
Section 1) achieves scores of UAS = 81.52 and LAS = 75.25.
For the treebank of Spanish Sonnets, Ruiz Fabo et al. (2017)
do not provide an evaluation of the automatic parses.

https://universaldependencies.org/conll18/evaluation.html
https://universaldependencies.org/conll18/evaluation.html


183

UAS LAS CLAS
Metric

40

50

60

70

80

90
F1

-S
co

re

Figure 3: Distribution of UAS, LAS and CLAS scores.

Manual PoeTree F1 count

advcl ccomp 0.39 7
parataxis conj 0.28 26
obl nmod 0.28 25
expl obj 0.15 13
iobj obj 0.13 11
nmod obl 0.12 10
iobj obl 0.11 7
expl nsubj 0.09 12
root appos 0.08 9
obl obj 0.08 10

Table 5: Top ten most often confused dependency labels.

introduced in the previous line and is elided in the
next lines. Therefore, in the manual annotation, the
first of the adjectives (begrabenen ‘buried (ones)’)
is treated as a substitute head, from which all fur-
ther conj relations start. The system annotation, on
the other hand, selects the last of the coordinated
adjectives (beglückenden ‘enchanting (ones)’) as
the head. This results in a large number of mis-
matches with regard to the structure and thus the
low UAS value.15

Label confusion We use the F1 score as defined
in Dipper et al. (2024) to rank the confusions be-
tween labels in a meaningful way, taking into ac-
count how often they were confused but also how

15In this excerpt, there are also two incorrect words: the
forms Langentzückten and Langbeglückten – which do not
exist in German – should actually be klangentzückten ‘sound-
delighted’ and sangbeglückten ‘song-enchanted’. A transla-
tion of the excerpt is: ‘The exalted buried ones, and the striving
living ones, the sensible ruling ones, the intimately unfolding
ones, the lovingly shaping ones, the sound-delighted delight-
ful ones, the song-enchanted enchanting ones, at experiences,
at events’.

often they occurred overall.16 We only report con-
fusions that occurred more than five times.

Table 5 shows the corresponding confusions. For
example, seven expressions were manually anno-
tated with advcl and automatically with ccomp.
This distinction in particular also proved to be prob-
lematic in the study by Dipper et al. (2024), who
annotated Middle High German texts. As we have
seen, sentences are often strung together without
an overt conjunction. Here it is often difficult to
distinguish between pure parataxis and coordina-
tion without a conjunction. Other problematic la-
bels concern the arguments of a verb, namely obj,
iobj, expl. The confusion with iobj is partly
due to the different criteria: while in the traditional
UD-Treebanks for German iobj is only used for
ditransitive verbs, the guidelines of Dipper et al.
(2024) follow the suggestion of Zeman (2017), ac-
cording to which iobj is used for all dative objects.

5 Conclusion

We presented an annotation study of German-
language poetry of different centuries with UD-
style syntactic relations. We showed that currently,
the automatic analysis of poetry still seems prob-
lematic. At all levels – tokenization, sentence
boundary determination, tagging, parsing – poems
exhibit special properties that lead to faulty anal-
yses. In this paper, however, only parsing was
evaluated quantitatively.

One could argue that some or even many of
the challenges discussed also apply to other non-
standard language data, e.g. word repetition, ana-
coluthon and elision occur in spoken language, or
deviations from standard spelling is typical of so-
cial media data. However, poets use these phenom-
ena intentionally and deliberately in their poems,
whereas in other data they often occur due to time
pressure or attention deficits.

A major problem is that incorrectly determined
sentence boundaries tear apart dependency-related
phrases. In difficult passages, the correct syntac-
tic relationships often only become clear on closer

16F1 is calculated as follows:

2 ∗ a1l1 ∗ a2l2
a1l1 + a2l2

with a1 as the manual annotation and a2 as the system annota-
tion, and l1, l2 as the labels annotated by the human annotator
and the system, respectively. Possible values are between 0
and 1, where 1 means perfect agreement if l1 = l2, and 0
means perfect disagreement if l1 ̸= l2.
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Manual annotation

System annotation

Figure 4: Excerpt of the outlier poem (ID 00-1734-0000-0003-7048-A#0u) with manual (top) and automatic
annotations (bottom).
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analysis and then often have a major influence on
the interpretation. Therefore, we would like to
propose that the sentence boundaries should be de-
termined downstream and a dependency analysis
should be carried out first, on the basis of which
the sentence boundaries would then be determined
(which of course would require a major modifica-
tion of current dependency parsers). Alternatively,
both tasks, parsing and sentence boundary detec-
tion, could be performed in parallel. In fact, this
issue could concern other kinds of non-standard
data as well, such as data produced by learners or
children or in social media, which often does not
adhere to standard punctuation rules.

Overall, we conclude that for studying syntac-
tic properties of poems based on UD annotations,
automatic parses are not yet reliable enough. Fur-
ther manual analyses are necessary, also to provide
training data for poetry-specific structures as re-
viewed in this paper.

Limitations

Our study is limited in that we have only annotated
a small pilot corpus. We are planning to extend the
data in the future. Furthermore, for the compari-
son of our manual annotations with automatically
created annotations we have only used the automat-
ically created dependency relations that come with
the PoeTree.de corpus. The evaluation was end-to-
end, i.e. we have not yet been able to evaluate the
performance of a dependency parser that is based
on, e.g., gold token and sentence boundaries.
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āf
ez .

,Š
am

s
o’

d-
di

n
M

oh
.a

m
m

ad
1

13
25

13
57

18
58

17
20

9
18

36
00

-1
73

4-
00

00
-0

00
3-

F9
D

5-
D

#0
92

.S
ch

lä
ge

L
og

au
,F

ri
ed

ri
ch

vo
n

16
04

16
30

18
72

4
70

1
6

00
-1

73
4-

00
00

-0
00

4-
01

C
B

-A
#0

41
.G

ra
bs

ch
ri

ff
te

in
er

B
uh

le
ri

n
L

og
au

,F
ri

ed
ri

ch
vo

n
16

04
16

30
18

72
2

24
1

2
00

-1
73

4-
00

00
-0

00
4-

05
D

3-
0#

0
3.

Fr
an

ck
en

th
al

Fr
ie

de
ns

-H
in

de
rn

üß
L

og
au

,F
ri

ed
ri

ch
vo

n
16

04
16

30
18

72
2

25
1

2
00

-1
73

4-
00

00
-0

00
3-

57
6E

-4
#0

7.
W

as
da

br
au

st
H

er
de

r,
Jo

ha
nn

G
ot

tf
ri

ed
17

44
17

73
18

79
3

34
1

4
00

-1
73

4-
00

00
-0

00
5-

8B
68

-7
#0

M
in

en
te

Fu
ßn

ot
en

W
ai

bl
in

ge
r,

W
ilh

el
m

18
04

18
17

18
93

1
28

1
2

00
-1

73
4-

00
00

-0
00

3-
70

48
-A

#0
B

re
sl

au
er

Sc
hi

lle
rf

es
t

H
of

fm
an

n
vo

n
Fa

lle
rs

le
be

n,
A

ug
us

tH
.

17
98

18
19

18
41

2
65

1
17

00
-1

73
4-

00
00

-0
00

4-
A

66
0-

A
#0

A
us

dr
uc

k
de

rE
m

pfi
nd

un
g

R
üc

ke
rt

,F
ri

ed
ri

ch
17

98
18

27
18

97
2

47
2

8
00

-1
73

4-
00

00
-0

00
2-

E
E

1F
-6

#0
B

eg
ab

un
g

G
ri

llp
ar

ze
r,

Fr
an

z
17

91
18

31
19

60
1

20
1

4
00

-1
73

4-
00

00
-0

00
2-

B
71

9-
B

#0
G

ed
ul

d!
G

ei
be

l,
E

m
an

ue
l

18
15

18
33

19
18

15
18

4
6

24
00

-1
73

4-
00

00
-0

00
3-

6F
5D

-5
#0

D
ie

Sc
hl

itt
en

fa
hr

tm
it

de
m

Sc
hn

ee
m

an
n

H
of

fm
an

n
vo

n
Fa

lle
rs

le
be

n,
A

ug
us

tH
.

17
98

18
36

19
76

9
97

6
12

00
-1

73
4-

00
00

-0
00

2-
9E

01
-9

#0
N

ac
ht

un
d

M
or

ge
n

E
ic

hr
od

t,
L

ud
w

ig
18

27
18

41
18

56
9

13
7

3
21

00
-1

73
4-

00
00

-0
00

2-
57

7F
-0

#0
E

s
is

ts
o

st
ill

ge
w

or
de

n
...

C
on

ra
di

,H
er

m
an

n
18

62
18

76
19

11
23

25
5

5
40

Ta
bl

e
6:

O
ve

rv
ie

w
of

an
no

ta
te

d
po

em
s.

Ti
tle

s
ar

e
re

po
rt

ed
as

sp
ec

ifi
ed

in
th

e
JS

O
N

da
ta

of
Po

eT
re

e.
de

.T
he

co
lu

m
ns

‘B
or

n’
,‘

C
re

at
ed

’a
nd

‘P
ub

l.’
re

fe
rt

o
th

e
ye

ar
in

w
hi

ch
th

e
au

th
or

w
as

bo
rn

,t
he

ye
ar

th
e

po
em

w
as

cr
ea

te
d

an
d

th
e

ye
ar

it
w

as
pu

bl
is

he
d,

re
sp

ec
tiv

el
y.

1
Tr

an
sl

at
ed

in
to

G
er

m
an

by
V

in
ce

nz
R

itt
er

v.
R

os
en

zw
ei

g-
Sc

hw
an

na
u,

18
58

.


	Introduction
	Data
	Poetry-Specific Issues
	Word forms and tokenization
	Sentence boundaries
	Poetry-specific constructions

	Results
	Selected statistics
	Evaluation of PoeTree.de

	Conclusion
	Appendix

