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Abstract

This paper examines semantic similarity and
intertextuality in selected texts from the Vedic
Sanskrit corpus, specifically the Maitrayani
Samhita (MS) and Kathaka Sambhita (KS).
Three computational methods are employed:
Word2Vec for word embeddings, stylo package
for stylometric analysis, and TRACER for text
reuse detection. By comparing various sections
of the texts at different granularities, patterns
of similarity and structural alignment are un-
covered, providing insights into textual rela-
tionships and chronology. Word embeddings
capture semantic similarities, while stylomet-
ric analysis reveals clusters and components
that differentiate the texts. TRACER identi-
fies parallel passages, indicating probable in-
stances of text reuse. The computational analy-
sis corroborates previous philological studies,
suggesting a shared period of composition be-
tween MS.1.9 and MS.1.7. This research high-
lights the potential of computational methods
in studying ancient Sanskrit literature, com-
plementing traditional approaches. The agree-
ment among the methods strengthens the va-
lidity of the findings, and the visualizations
offer a nuanced understanding of textual con-
nections. The study demonstrates that smaller
chunk sizes are more effective for detecting in-
tertextual parallels, showcasing the power of
these techniques in unraveling the complexities
of ancient texts.

1 Introduction

Vedic Sanskrit literature preserves invaluable cul-
tural and historical information from ancient India.
However, their study presents unique challenges
due to linguistic characteristics, modes of compo-
sition, and transmission. Computational methods
offer promising avenues to analyze such texts on
an unprecedented scale. In this paper, we explore
similarity measures and intertextuality between se-
lected texts from the Vedic corpus - the Maitrayani
Samhita (MS) and Kathaka Sambhita (KS). These
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texts belong to different sakhas or schools, and
are considered to exhibit mutual influence in their
composition around 900-700 BCE.!

The main focus of this paper is to present reli-
able numerical data on the chapter-wise similarity
between the MS and KS. While it is known that
the MS and KS are parallel texts, the variations in
similarity among chapters have not yet been con-
firmed through numerical data. Since differences
in chapter-wise similarity can contribute to estimat-
ing the relative chronology of each chapter, this
similarity analysis holds significant importance for
understanding the process of textual composition.

In recent years, the editorial process has been in-
creasingly elucidated through philological studies
(Amano, 2014-2015, 2020), suggesting variations
in similarity between different sections in MS and
KS depending on the time period. That is to say,
sections edited in earlier periods exhibit lower sim-
ilarity between MS and KS, whereas those edited
in later times show higher similarity between MS
and KS. Similarity analysis using computational
methods further advances this study.

Our analysis employs three approaches:

1. Word embeddings generated using Word2Vec
2. Stylometry analysis using the stylo package

3. text reuse detection with TRACER

The word embeddings approach vectorizes the
texts and compares the cosine similarity of the vec-
tors. The stylo (Eder et al., 2016) and TRACER
(Biichler, 2013; Biichler et al., 2018) approaches
examine stylistic similarity and text reuse at docu-
ment level.

The texts are pre-processed by undoing phono-
logical change (sandhi) in the original texts and

'All the corpora, codes, and results are available
on our GitHub repo https://github.com/somiyagawa/
VedicSanskrit (accessed October 5, 2024).
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lemmatizing the words. Different chunking of the
text is compared — at section level and by seg-
ments of 20, 100 and 200 words.

The results demonstrate interesting patterns of
similarity and clustering between different text seg-
ments, with general alignment between the three
approaches. This research highlights the potential
of computational methods in studying ancient lan-
guages and aims to inspire further collaborative
research at the intersection of Indology and compu-
tational linguistics.

2 Related Work

Computational methods have been increasingly ap-
plied to study various aspects of Sanskrit literature
in recent years. Hellwig et al. (2020) developed a
neural network architecture for processing Sanskrit
texts. Krishna et al. (2019) analyzed poetic style in
Sanskrit poetry using deep learning techniques.

Regarding Vedic Sanskrit specifically, Hellwig
et al. (2023) developed a dependency parser for
Rgvedic Sanskrit. Hellwig and Nehrdich (2018)
compiled a Vedic treebank. These works provide
NLP tools and resources for computational process-
ing of Vedic texts.

Stylometry has been widely used to study author-
ship and stylistic similarity in classical literature.
For instance, Stover et al. (2016) applied stylo-
metric analysis using the stylo R package (Eder
et al., 2016) to investigate the authenticity of an
unknown classical Latin text called the Expositio.
Their study concluded that this work was proba-
bly written by the second-century African author
Apuleius of Madauros.

While stylometry focuses on authorship attri-
bution and stylistic analysis on a macro-level, as
demonstrated by the stylo package, text reuse de-
tection tools offer a micro-level approach to de-
tecting each text reuse such as quotations and allu-
sions among texts. Specifically, TRACER (Biich-
ler, 2013; Biichler et al., 2014; Biichler et al., 2018)
is a text reuse detection tool that has been suc-
cessfully applied to study intertextuality in ancient
Greek (Buechler et al., 2008; Biichler et al., 2010),
Latin (Franzini et al., 2018b), Coptic texts (Miya-
gawa, 2022, 2021; Miyagawa et al., 2018), Classi-
cal Tibetan (Almogi et al., 2019), German (Franzini
et al., 2018a), etc.

Other programs are also available for historical
text reuse analysis. For example, Tesserae and Pas-
sim are well-known tools in this field. Tesserae

(Coftee et al., 2012) is primarily used for Latin
texts, while Passim (Romanello and Hengchen,
2021) has been adapted for Western languages and
Arabic with promising results but has not yet been
adapted for Sanskrit. Compared to these tools,
TRACER offers greater flexibility and customiz-
ability, making it possible to adapt it to Vedic San-
skrit using custom lemmatization, synonym, and
cohyponym files.

3 Methodology

3.1 Corpus

The corpora consist of selected texts from the
Maitrayani Samhita (MS) and Kathaka Samhita
(KS). The following sections are analyzed:

1. MS.1.1 MS.1.1.1-1.1.13): 1145 words
2. MS.1.6 (MS.1.6.3-13): 3816 words

3. MS.1.7 (MS.1.7.2-5): 819 words

4. MS.1.9 (MS.1.9.3-8): 1627 words

5. KS.8 (KS.7.15 + 8.1-12): 3519 words
6. KS.9.1 (8.15 +9.1-3): 818 words

7. KS.9.11 (9.11-17): 1721 words

The corpus MS.1.1 includes ritual formulas for
new and full moon sacrifice. MS.1.6 includes rit-
ual explanation about establishment of sacred fires,
whose parallel is KS.8. MS.1.7 includes ritual
explanation about reestablishment of sacred fires,
whose parallel is KS.9.1. MS.1.9 includes explana-
tion of secret spells related to ritualistic communal
life, whose parallel is KS.9.11. MS.1.6,1.7,and 1.9
have been philologically studied by Amano (2009),
and their parallels in KS have been accurately iden-
tified. MS and KS were composed in the same
editorial policy, and have almost the same contents
for the same rituals, but with some variants in de-
tails. MS and KS contain portions with different
linguistic styles and content (sometimes irregularly
inserted or arranged), which necessitates the exclu-
sion of such portions to conduct linguistically and
semantically accurate analyses. The corpora used
in this analysis were created to ensure that different
styles (formulas or explanations) and contents (rit-
uals) are not mixed. The chapter numbers within
the parentheses following each section name rep-
resent the exact chapter numbers included in the
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section. The size (word count) of each corpus is
also provided above.

Using these corpora, we conduct comparisons
(similarity analyses) between sections as follows:

1. MS.1.1 <> MS.1.6
2. MS.1.6 <> MS.1.7
3. MS.1.6 < KS.8

4. MS.1.7 <+ KS.9.1

5. MS.1.9 < KS.9.11

The first two comparisons, namely MS.1.1 >
MS.1.6 and MS.1.6 <+ MS.1.7, serve as an evalu-
ation of the proposed methods, as their similar or
dissimilar relations are philologically demonstrated.
MS.1.1 differs significantly in content from MS.1.6
and MS.1.7, while the latter two share similar con-
tents. Accordingly, if the proposed methods work
well, the comparison of MS.1.1 <» MS.1.6 is ex-
pected to show a low similarity, whereas MS.1.6 <+
MS.1.7 is expected to demonstrate a high similarity,
compared to the former comparison.

The following three comparisons are between
the texts of MS and KS. Each chapter is thought
to have been edited in different periods and under
different cultural influence, and therefore, the de-
gree of similarity between MS and KS varies. The
two comparisons, MS.1.6 <» KS.8 and MS.1.7 <+
KS.9.1, were manually calculated (Amano, 2014-
2015). As aresult, the comparison MS.1.6 <+ KS.8
showed a low similarity, while the comparison
MS.1.7 <+ KS.9.1 showed a very high similarity.
Since it is philologically inferred that MS.1.6 is
older than MS.1.7, the paper presented the perspec-
tive that chapters compiled in the earlier period
have lower similarity with KS, whereas those from
a later period have higher similarity with KS, indi-
cating possible intertextual borrowing. From this,
in our current analysis, the comparison of MS.1.6
+ KS.8 is anticipated to reveal a low similarity,
while MS.1.7 <+ KS.9.1 is expected to exhibit a
high similarity.

In contrast, the last comparison, MS.1.9
KS.9.11, was not examined in the previous stud-
ies, and serves as the main focus of our current
analysis, aiming to demonstrate to what extent this
comparison shows similarity. If the comparison of
MS.1.9 <+ KS.9.11 reveals a high similarity, akin
to MS.1.7 < KS.9.1, it strongly suggests that the
intertextual contact between MS.1.9 and KS.9.11

occurred during a later period, characterized by a
tendency for MS and KS to exhibit similarities, as
argued in Amano (2020).

The texts are procured from the Digital Cor-
pus of Sanskrit.” Original Sanskrit text undergoes
phonetic fusion and changes at word boundaries,
known as sandhi. These fusions and changes make
it challenging to segment the text into individual
words and perform morphological analysis. There-
fore, as a first step in processing the text, it is nec-
essary to resolve the sandhi to create an "un-sandhi-
ed" text, which can then be used for lemmatization.
The texts stored in the Digital Corpus of Sanskrit
are processed into un-sandhi-ed texts as well as
lemmatized texts by the computational method of
(Hellwig et al., 2020) , verified through expert re-
view and correction. For the purpose of comparing
similarity, the lemmatized texts are used, which
are manually divided into distinct chunks or para-
graphs with attention to meaningful coherence:

e Section level

* Fixed-size segments of 20, 100 and 200 lem-
mas

3.2 Word Embeddings

Word embedding models capture semantic relation-
ships between words from their co-occurrence in
a large corpus. We use Word2Vec (Mikolov et al.,
2013), a two-layer neural network that predicts sur-
rounding context words given an input word. We
employ the skip-gram library with the training al-
gorithm set to the skip-gram and default parameters
for other settings.

The training data consists of a collection of Vedic
Sanskrit texts, excluding the MS and KS. The word
embeddings are averaged for each segment to ob-
tain a document vector. The similarity between
document vectors is computed using cosine sim-
ilarity. Cosine similarity is used to compare the
document vectors by calculating the cosine of the
angle between them. This measures how close the
vectors are to each other while disregarding their
magnitude.

3.3 Stylometry and Text Reuse

The stylometry analysis is performed using the
stylo package in R (Eder et al., 2016). It sup-
ports a variety of statistical analyses to examine

2ht'cp://www.sanskr‘it—linguistics.org/dcs/
index. php (accessed May 24, 2024)
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stylistic similarity between texts, such as cluster
analysis, multidimensional scaling, principal com-
ponent analysis etc. We use the cosine similarity as
the similarity metric. For text reuse detection, we
use TRACER (Biichler, 2013; Biichler et al., 2014;
Biichler et al., 2018), which has been successfully
applied to study intertextuality in various ancient
language corpora. It provides a Java implementa-
tion to detect different types of text reuse such as
quotations, allusions and idioms.

4 Results

4.1 Word Embedding

Table 1 shows the average cosine similarity be-
tween text segments using Word2Vec. In general,
the similarity scores increase as the chunk size in-
creases from 20 to 200 lemmas.

Table 1: Average cosine similarity using Word2Vec

Text Pair Chunk Size

20 100 200
MS.1.1 &+ MS.1.6 0.813 0.899 0.925
MS.1.6 <+ MS.1.7 0.856 0.934 0.959
MS.1.6 +» KS.8 0.863 0941 0.964
MS.1.7+ KS.9.1 0.860 0940 0.971
MS.19 + KS.9.11 0.844 0.933 0.959

The comparisons of MS.1.1 <+ MS.1.6 exhibits
a lower similarity than that of MS.1.6 <> MS.1.7,
suggesting effective performance of the analysis.
However, the high similarity of MS.1.6 <+ KS.8,
which were expected to less similar, contradicts
the previous findings. This discrepancy from the
expectation may arise from the larger number of
dissimilar chunks compared to similar ones, de-
spite the existence of parallels between MS.1.6 and
KS.8. The dissimilarity is highlighted by averaging
the similarity values, because even within sections
that are considered to have high similarity, seg-
ments that do not correspond exhibit low similarity,
and such segments outside the parallel parts over-
whelmingly outnumber the parallel ones. Instead
of averaging the similarity values, the similarity be-
tween the two documents can be also assessed by
their structural alignment and the similarity of their
parallel segments, visualized using graphs such
as heatmaps and histograms (Figures 1, 2, and 3).
Heatmaps, particularly those based on 20 lemmas,
provide the most accurate depiction of similarity
between the chunks in parallel form.

In the heatmap of MS.1.7 and KS.9.1 (Figure
2), the diagonal line highlighted in a light color
indicates a high similarity of the chunks, illustrat-
ing that these two sections share parallels in the
same order. Conversely, the heatmap of MS.1.6
and KS.8 (Figure 1) does not exhibit such close
parallelism. The heatmap of MS.1.9 and KS.9.11
(Figure 3) shows a similar pattern to that of MS.1.7
and KS.9.1. The histograms corroborate these find-
ings: MS.1.6 and KS.8 contain few sentences with
a high similarity above 0.95, while MS.1.7 with
KS.9.1 and MS.1.9 with KS.9.11 do. This suggests
that MS.1.7 and MS.1.9 were composed under sim-
ilar conditions, in close contact with KS, likely
during a later period of composition.

4.2 Stylometry

The stylo package is used to perform cluster anal-
ysis and principal component analysis (PCA) on
the texts divided into 20-lemma and 100-lemma
chunks.

Figures 4 and 5 show the resulting dendrograms.
The cluster analysis results align with our ex-
pectations for the known evaluation comparisons.
MS.1.1 is consistently separated from the other
texts, confirming its distinct nature. The pairs
of parallel sections in MS and KS are correctly
grouped together, indicating their stylistic similar-
ity. Importantly, the PCA results (Figure 6) provide
insights into our main focus, the comparison of
MS.1.9 <+ KS.9.11. This pair shows a closer stylis-
tic relationship compared to MS.1.6 <> KS.8, but
similar to MS.1.7 <+ KS.9.1. This suggests that
MS.1.9 and KS.9.11 likely share a similar compo-
sitional context or period with MS.1.7 and KS.9.1,
supporting our hypothesis of their later period of
composition and closer intertextual relationship.
These stylometric results, particularly the PCA,
complement our findings from word embeddings
and text reuse detection, providing a multi-faceted
view of the textual relationships in our corpus.

4.3 Text Reuse

The text reuse detection using TRACER yields
the following number of parallels between the text
pairs in Table 2.

Detection of MS.1.1 <+ MS.1.6 reveals no reuse
(parallel sentence), and those of other sections
show a number of reuse, which indicates the analy-
sis functions appropriately. The detection of 100-
lemma corpora provides the number of close paral-
lels. The highest number of parallels are found be-

126



cl

cl

-0.90

0.85

‘1lemma20.021 I 0.80 2500 1
Limiien i

.1.lemma20.030 -
T

0.75

2000 1
lemma20.033 -
lemmaz0.036
lemmaz0.039 <7 0.65

0.70

BROOORROARRDD RO G

1500 -
0.60
lemma20.051 -
lemma20.054 '

0.55
1000
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Figure 2: Word2Vec: heatmap and histogram of MS.1.7 <+ KS.9.1 (20 lemma)
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Figure 3: Word2Vec: heatmap and histogram of MS.1.9 <+ KS.9.11 (20 lemma)
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Figure 4: Cluster analysis of 20-lemma chunks using
stylo
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Figure 5: Cluster analysis of 100-lemma chunks using
stylo
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Table 2: Number of text reuse candidates detected by
TRACER

Text Pair 20-lemma 100-lemma
MS.1.1 &+ MS.1.6 N/A N/A
MS.1.6 & MS.1.7 13 3

MS.1.6 +> KS.8 8 15
MS.1.7+ KS9.1 55 10

MS.1.9 + KS.9.11 209 15

tween MS.1.9 <+ KS.9.11, followed by MS.1.7»
KS.9.1. The detection of MS.1.6 <+ KS.8 in 100-
lemma corpus shows similar number of parallels
to these two comparisons, which contradicts the
previous study and of the analyses with Word2 Vec
and Stylo. The reason is that the size of the corpora
is different (MS.1.6 contains 3816 words, MS.1.7
contains 819 words, MS.1.9 contains 1627 words).
Due to the different sizes of the corpora, it is not
appropriate to determine the similarity between
sections based on the absolute number of parallels.
However, graphs can compensate for this limita-
tion.
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Figure 7: TRACER: MS.1.7 <+ KS.9.1 (20 lemmas)

The graphs of MS.1.7 <+ KS.9.1 (Figure 7) and
MS.1.9 <» KS.9.11 (Figure 8) indicate the struc-
tural alignment, which is observed in the diagonal
line of parallels, while that of MS.1.6 <> KS.8
(Figure 9) does not, as the heatmaps of Word2 Vec
indicated.

5 Conclusion

This paper presented an analysis of semantic simi-
larity and text reuse in selected Vedic Sanskrit texts
using word embedding, stylometric method and
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Figure 9: TRACER: MS.1.6 <+ KS.8 (20 lemmas)

TRACER. The results from these approaches indi-
cate patterns of similarity and clustering between
different portions of the texts, which can be justi-
fied by previous literary studies. By analyzing the
similarity of MS.1.9 <+ KS.9.11, we inferred that
MS.1.9 might share a similar historical period with
MS.1.7.

* Using word embedding, the similarity be-
tween the pairs of sections was appropriately
analyzed, the structural alignment was demon-
strated well in the form of heatmap. The his-
tograms helped us with understanding of sim-
ilarity.

* The cluster analysis using stylo groups the
corpora into intuitive clusters, with clearer
separation at 100-lemma chunks.

* The text reuse detection using TRACER
finds the highest number of parallels between
MS.1.9++KS.9.11 and MS.1.7<+KS.9.1,
aligning with the stylometric clusters and the
scores by the word embedding. The graphs
show the structural alignment very well.

In conclusion, the computational analysis pro-
vides insights into the relationships between the
texts and their sections in Vedic literature, which
can clarify the process of its composition. The
general agreement between the word embedding,
text reuse detection and stylometric approach en-
hances the validity of the findings, and various visu-
alizations of various analyses complemented each
other’s weaknesses and contributed to a more ac-
curate understanding. Moreover, this study demon-
strates that smaller chunk sizes are beneficial for
finding parallels. On the other hand, documents
with larger chunk sizes encompass various com-
mon topics. This means that documents with larger
chunk sizes proportionally contain fewer topics
that semantically distinguish them from each other,
making it difficult to identify parallel relations with
larger chunk sizes. Therefore, a smaller chunk size
is more suitable for our purpose of finding parallels
or verifying parallel relations between texts.

This research demonstrates the potential of com-
putational methods in Vedic Sanskrit studies, and
other ancient language corpora. Future work can
extend the analysis to more texts, explore other em-
bedding models and stylometric techniques, and
closely examine the nature of the parallels identi-
fied. We hope this encourages further collaborative
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research at the intersection of indology and compu-
tational linguistics.

Limitations

While our study provides valuable insights into
the similarity and intertextuality in Vedic Sanskrit
literature using computational methods, it is im-
portant to acknowledge certain limitations. The
analysis is based on a limited corpus size, focus-
ing on selected sections from two Vedic texts, and
the pre-processing of the texts relies on one possi-
ble interpretation, which could lead to variations
in the results. The Word2Vec model used may
not fully capture the semantic nuances and com-
plexities of Vedic Sanskrit, and more advanced
models like BERT were not explored due to the
limited size of the training dataset. The chunk sizes
used for analysis were chosen based on meaningful
coherence, but different sizes may provide addi-
tional insights. The stylometric analysis focused
primarily on cluster analysis and principal compo-
nent analysis, while other techniques could reveal
further stylistic patterns. The text reuse detection
effectively identifies parallel passages, but their sig-
nificance requires further qualitative analysis by
domain experts. It is important to note that the
computational methods used are complementary
to traditional philological and linguistic analysis,
and integration with existing studies is crucial for
a holistic understanding. Despite these limitations,
our research demonstrates the potential of compu-
tational approaches in studying ancient languages
and texts, and further interdisciplinary collabora-
tions and advancements in computational methods
can greatly contribute to this field of study.

Ethics Statement

This research aims to advance the understanding
of ancient Vedic Sanskrit texts through computa-
tional methods while adhering to ethical consider-
ations. The computational analysis complements
traditional approaches, and the interpretation of
results requires the expertise of Indologists and
Sanskrit scholars. We recognize the cultural and re-
ligious significance of the Vedic texts and approach
the analysis with respect and sensitivity. The meth-
ods and tools used are open-source, promoting
transparency and reproducibility. We acknowledge
the risk of misinterpretation or oversimplification
and emphasize the need for caution in drawing
conclusions. This research has the potential to

contribute to the preservation and understanding
of ancient Indian heritage, inspiring further inter-
disciplinary research and public engagement. We
are committed to conducting this research with in-
tegrity, transparency, and respect for the texts and
the communities that hold them sacred.
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