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Introduction

We are excited to welcome you to NLP4ConvAI 2024, the 6th Annual Workshop on NLP for Conversa-
tional AI, co-located with ACL 2024 at Bangkok, Thailand.

The goal of this workshop is to bring together NLP researchers and practitioners in different fields, along-
side experts in speech and machine learning, to discuss the current state-of-the-art and new approaches
in conversational AI, and to shed light on future directions. Following the success of the five previous
editions of NLP for Conversational AI workshops at ACL & EMNLP, NLP4ConvAI 2024 is a one-day
workshop including keynotes, oral presentations and posters.

We received 37 submissions this year, consisting of 25 long papers and 12 short papers. We had a total
of 68 program committee (PC) members. At least three PC members reviewed each of the papers. We
accepted 14 papers: 14 long papers and 0 short papers. These numbers give an overall acceptance rate
of 38%, with the long and short papers acceptance rate being 56% and 0% respectively. Out of the 14
accepted papers, 6 are being presented as oral presentations and the remaining in a poster session. We
have also identified one best paper (Revealing User Familiarity Bias in Task-Oriented Dialogue via Inte-
ractive Evaluation) and one outstanding paper (Engineering Conversational Search Systems: A Review
of Applications, Architectures, and Functional Components).

In addition, the workshop program consists of invited talks given by leading practitioners in industry and
academia. We would also like to thank all the authors for submitting their work at the workshop, the
program committee members for diligently reviewing the submissions and giving valuable feedback to
the authors, and the ACL organizing committee for supporting us throughout the process.

We hope you will enjoy NLP4ConvAI 2024 at ACL and contribute to the future success of our commu-
nity!
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Abstract

Large Language Models (LLMs) have show-
cased remarkable capabilities in various Natu-
ral Language Processing tasks. For automatic
open-domain dialogue evaluation in particu-
lar, LLMs have been seamlessly integrated
into evaluation frameworks, and together with
human evaluation, compose the backbone of
most evaluations. However, existing evaluation
benchmarks often rely on outdated datasets and
evaluate aspects like Fluency and Relevance,
which fail to adequately capture the capabili-
ties and limitations of state-of-the-art chatbot
models.

This paper critically examines current evalua-
tion benchmarks, highlighting that the use of
older response generators and quality aspects
fail to accurately reflect modern chatbot capa-
bilities. A small annotation experiment on a
recent LLM-generated dataset (SODA) reveals
that LLM evaluators such as GPT-4 struggle
to detect actual deficiencies in dialogues gener-
ated by current LLM chatbots.

1 Introduction

The emergence of Large Language Models has
brought about a significant transformation in
the field of Natural Language Processing (NLP).
Through advancements in model and data scale
and clever prompting strategies that leverage In
Context Learning and Chain-of-Thought reasoning
(Wei et al., 2022), these models have exhibited re-
markable capabilities, marking a notable shift in
the landscape of NLP research and development.

For the task of dialogue evaluation in particular,
several works have proposed the use of LLMs as
a standalone or as part of a dialogue evaluation
framework for direct assessment of a response or
full dialogue (Liu et al., 2023; Mendonça et al.,
2023; Lin and Chen, 2023). By simply providing
inside the prompt the quality aspects under evalua-
tion, together with a few examples, these models

Context:
A: I am chatting with clients on the internet.
B: What kind of service are you providing them?

Mitsuku Response: Is there only one?
Fluency: 5 Relevance: 2 Overall Score: 2

Claude-3 Response: Ah, well you see, I’m what
you might call a... digital concierge, of sorts. My
role is to engage with clients online, understand
their needs and preferences and provide them with
personalised assistance and recommendations.
Fluency: 5 Relevance: 5 Overall Score: 5

LLama3 Response: I’m offering technical support
and answering questions about software products.
Fluency: 5 Relevance: 5 Overall Score: 4

Table 1: Responses given example context obtained
from the FED benchmark. Responses are generated by
benchmark’s chatbot (Mitsuku), a contemporary closed-
source (Claude-3-haiku) and open-source (Llama-3-
70B-instruct) chatbot. Scores provided by GPT-4.

achieve state of the art correlations with human
judgements on several benchmarks.

Despite the promising results heralded by this
recent approach, we argue that the methods used
to benchmark dialogue evaluation are not adequate
to accurately assess the evaluation capabilities of
current open-domain dialogue evaluation metrics.

In this paper, we investigate existing commonly
used human-annotated datasets and identify their
shortcomings when used as benchmarks for assess-
ing LLM-based evaluators. In particular, these
datasets often rely on the use of weak chatbots
to evaluate the proposed framework/metric (as il-
lustrated in Table 1). Consequently, the commonly
probed quality aspects have as a primary focus
issues such as Fluency (Is the response written
correctly?) and Relevance (Is the response rele-
vant given the context?). With the introduction of
LLMs, the evaluation of these aspects is rendered
mostly useless. Yet, existing benchmarks continue

1



Annotation Dataset Type Lang Quality Aspects Generation Models

FED
Meena, Mitsuku,
Human-Machine Turn EN

Interesting, Engaging, Specific, Relevant,
Correct, Semantically Appropriate, Understandable,

Fluent, Overall Human, Meena, Mitsuku

Dial EN
Coherent, Recover, Consistent, Diverse, Depth,

Likeable, Understanding, Flexible,
Informative, Inquisitive, Overall

USR PersonaChat Turn EN Understandable, Natural, Maintains Context,
Interesting, Uses Knowledge, Overall

Transformer, Seq2Seq,
LSTM,KV-MemNNTopicalChat Turn EN

DSTC10 Mixture Turn EN Appropriateness, Content,
Grammatical, Relevance

LSTM, HRED, BlenderBot,
DialoGPT, T5, GPT-3

DSTC11 Mixture Turn+Dial EN,ES,ZH
Appropriateness, Content Richness,

Grammatical Correctness, Relevance, Coherence,
Engageness/Likeability, Informativeness, Overall

DSTC10, GPT-3.5, ChatGPT,
BlenderBot3, Xiaoice, PlatoXL

Table 2: Human annotation benchmarks used to evaluate LLM-based open-domain dialogue evaluators.

to prioritise these outdated criteria, leading to a
disconnect between evaluation practices and the
capabilities of modern chatbots.

In support of our argument, we present a small
qualitative analysis of evaluations provided by
these models on dialogues that better approximate
current chatbot performance. On the one hand, our
analysis shows that dialogues that lack Fluency are
both easy to detect, and hard to find. On the other
hand, LLMs struggle to correctly identify Coher-
ence and Commonsense issues, which are aspects
where the current generation of chatbots still under-
perform and where better detection and evaluation
would be desirable.

With these contributions, we seek to highlight
the following:

1. There is an urgent need for new and more
meaningful benchmarks. In particular, the re-
lease of more human annotations of responses and
dialogues generated by contemporary LLMs is nec-
essary to provide a better benchmarking framework
for new evaluation methodologies.

2. Evaluation methodologies must be in-
formed by current chatbot capabilities. Open-
domain evaluation should focus on identifying
novel frontiers in dialogue generation. We argue
that aspects such as Coherence and Commonsense
should take the forefront in evaluation instead of
Fluency or Relevance.

2 Benchmark datasets

This section presents a brief survey of datasets that
have been used as a benchmark for LLM-based
open-domain dialogue evaluation metrics. These
datasets are summarised in Table 2 for ease of ref-
erence.

The FED dataset (Mehri and Eskenazi, 2020a)
consists of turn level and dialogue level annota-

tions of conversations conducted between a Human
(40 dialogues) and two chatbot engines (Meena
with 40 dialogues (Adiwardana et al., 2020) and 44
from Mitsuku 1) targeting eighteen quality aspects.
Each conversation received one annotation at the
dialog level and three annotations at the turn level,
randomly selected from the conversation. In total,
the FED dataset comprises 3,348 turn-level and
1,364 dialog-level data points, amounting to 4,712
annotations.

For USR (Mehri and Eskenazi, 2020b), anno-
tations were collected for models trained on the
TopicalChat (Gopalakrishnan et al., 2019) and Per-
sonaChat (Zhang et al., 2018) dialogue datasets.
Generated responses were obtained from models in-
cluding Transformer (Vaswani et al., 2017), RNN
Seq2Seq (Shang et al., 2015), LSTM (Hochreiter
and Schmidhuber, 1997), and KV-MemNN (Miller
et al., 2016). For each dialog context, an additional
human response was also collected. Human anno-
tation was then carried out on sixty dialog contexts,
with six responses per context for Topical-Chat
(four transformer outputs with different decoding
strategies, one newly-annotated human output, and
the original ground-truth response) and five for
PersonaChat (Seq2Seq, LSTM, KV-MemNN, one
newly-annotated human output, and the original
ground-truth response).

DSTC10 (Zhang et al., 2021). The principal
goal of the "Automatic Evaluation and Moder-
ation of Open-domain Dialogue Systems" track
was to offer a competitive venue for participants
in this challenge to design robust automatic dia-
logue evaluation metrics that correlate well with
human judgements across multiple dialogue do-
mains as well as across different quality aspects.
For the development set, 14 publicly available

1Mitsuku blogpost
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datasets were collected: (1-3) GRADE Datasets
(Huang et al., 2020), (4-5) DailyDialog/Persona-
Zhao (Zhao et al., 2020), (6) DailyDialog-Gupta
(Gupta et al., 2019), (7-8) USR, (9) HUMOD (Mer-
divan et al., 2020), (10) Twitter-DSTC6 (Hori and
Hori, 2018), (11) Reddit-DSTC7 (Galley et al.,
2019), (12) Persona-See (See et al., 2019) and (13-
14) FED. In total, over 35k turn-level human an-
notations were compiled. For testing, 3 sources
of data were used: (1) CHANEL-JSALT2020, (2)
ChatEval (Sedoc et al., 2019) and (3) an additional
annotation conducted on TopicalChat (Gopalakr-
ishnan et al., 2019) and PersonaChat (Zhang et al.,
2018). Eight systems, a human baseline, and a ran-
dom utterance were used as response generators.
Specifically, the eight systems are LSTM Seq2Seq,
Attention-based LSTM Seq2Seq (Sutskever et al.,
2014), HRED (Serban et al., 2016), VHRED,
BlenderBot (400M-Distill) (Roller et al., 2021),
DialoGPT-medium (Zhang et al., 2020), T5-base
(Raffel et al., 2020), and GPT-3 (Brown et al.,
2020).

DSTC11 (Rodríguez-Cantelar et al., 2023).
Similar to DSTC10, the "Robust and Multilingual
Automatic Evaluation Metrics for Open-Domain
Dialogue Systems" track is split into development
and test sets. For the development set, the organ-
isers provide data from two clusters of datasets
from DSTC10 and 4,470 dialogues (approximately
130k turns) open-domain human-human dialogues
which are originally in Chinese. Since the goal
of the shared task was to evaluate mulitlingual-
ity and robustness of metrics, development data is
translated into English, Chinese, Spanish, and back-
translated. For testing, the organisers combine a
portion of the DSTC10 test set, and include new
Human-Chatbot dialogues generated by SotA chat-
bots. These are: ChatGPT (a platform powered
by GPT-3.5-Turbo), GPT-3.5 (Ouyang et al., 2022)
and BlenderBot3 (Shuster et al., 2022). Similar to
the development set, the test set was also translated.
In total, 4,839 turn level and 277 dialogue level
annotations were conducted.

3 LLMs as evaluators

Most automatic evaluation in the literature up until
recently was conducted with word-overlap met-
rics or encoder-based metrics trained using self-
supervised training objectives (Yeh et al., 2021).
Mehri and Eskenazi (2020a) proposed an alterna-
tive approach called FED (fine-grained evaluation

of dialog), which measures dialogue quality by
computing the likelihood that DialoGPT (Zhang
et al., 2020) will respond to it with a particular set
of follow-up utterances that are constructed.

Despite the unsupervised nature, it was only with
the introduction of LLMs that these approaches
fully replaced encoder-based metrics.

The first documented systematic evaluation of
LLMs was conducted by Huynh et al. (2023),
where they evaluate training and few-shot strategies
for this task. The authors evaluate several LLMs in-
cluding BLOOM (Workshop, 2023), OPT (Zhang
et al., 2022), GPT-3, Flan-T5 (Chung et al., 2022),
InstructDial (Gupta et al., 2022) and TNLGv2
(Smith et al., 2022b) on the DSTC10 and FED
benchmarks. The authors report good correlation
results with human judgements and confirm the
appropriateness of few-shot learning for dialogue
evaluation.

GPTScore (Fu et al., 2023) is based on the as-
sumption that a generative pre-training model will
assign a higher probability to high-quality gener-
ated text than low quality one following a given
instruction and context. Several LLMs are tested,
including GPT-3 and Flan-T5 on the FED-turn
dataset.

G-Eval (Liu et al., 2023) studies GPT-3.5-Turbo
and GPT-4 for the evaluation of generation mod-
els. In detail, the framework comprises (1) a
prompt defining the evaluation task and criteria, (2)
a Chain-Of-Thoughts step containing intermediate
instructions generated by the LLM outlining eval-
uation steps, and (3) a scoring function based on
return token probabilities estimated by generating
multiple times. For the task of dialogue evaluation,
G-Eval is benchmarked on the USR-TopicalChat
dataset covering naturalness, coherence, engaging-
ness and groundedness.

DialEvalML (Mendonça et al., 2023) is a hy-
brid framework combining encoder-based mod-
els (in this case XLM-RoBERTa-large (Conneau
et al., 2020)) trained with self-supervised objec-
tives and direct prompting and score extraction
from GPT-3.5-Turbo. The authors combine the
predictions using a correlation rescaling method
obtained from the development set, achieving first
place in all tracks of DSTC11 (Rodríguez-Cantelar
et al., 2023).

LLM-Eval (Lin and Chen, 2023) is a single-
prompt-based evaluation method that leverages a
unified evaluation schema to cover multiple dimen-
sions of conversation quality in a forward pass. The
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authors evaluate Claude-v1.3 (Anthropic, 2023),
ChatGPT and GPT-3.5 on the DSTC10 hidden set.

XDial-Eval (Zhang et al., 2023) focuses on
probing the evaluation capabilities of several open
access LLMs against GPT-3.5-Turbo. The authors
focus on context relevance and coherence by com-
bining a selection of subsets from DSTC11 devel-
opment set. They additionally translate the original
English data to 9 additional languages. Unlike
other approaches, the LLMs were evaluated in (1)
zero and few shot learning scenario; (2) instruc-
tion finetuning; and (3) ensemble with a strong
encoder-based framework.

Zhang et al. (2024) conduct a comprehensive
study of 30 recently emerged LLMs for automatic
dialogue evaluation using a smaller subset than the
one from XDial-Eval. In particular, the authors as-
sess Relevance, Understandability, Specificity, In-
terestingness, and Overall quality at the turn level,
while at the dialogue level, they evaluate Coher-
ence, Engagingness, Informativeness, Diversity,
and Overall quality.

4 Limitations in Current Benchmarking

Given the datasets identified in Section 2 used to as-
sess LLM-based evaluators (Section 3), we identify
several limitations in the benchmarking of auto-
matic open-domain dialogue evaluation, which we
enumerate below.

Use of Outdated Generative Models With the
exception of DSTC11-test (which was only used as
a benchmark by DialEvalML), most benchmarks
contain responses from older generative models
such as LSTMs or HRED. As a result, a substantial
amount of low quality responses are easily identifi-
able (lacking basic quality aspects such as fluency,
contextual relevance or specificity). Concurrently,
responses that are relevant but contain contradic-
tions, coherence issues or are factually incorrect are
overvalued by evaluators due to biased guidelines.
This tendency to rate flawed responses can skew
the perception of evaluator performance, leading to
misleading conclusions about their effectiveness in
practice.

Irrelevance of Quality Aspects in Current Chat-
bots Dialogue evaluation guidelines are focused
on detecting issues that were prevalent in older gen-
eration models. For instance, all benchmarks have
a quality aspect that targets Fluency and Relevance.
Given current LLM-based chatbots, these quality

aspects are no longer informative to differentiate
output quality between different contemporary dia-
logue systems: most if not all models now output
fluent and relevant responses (e.g., Table 1).

Focus on English An overarching trend on the
benchmarks being used is that they exclusively fo-
cus on the English language. Although DSTC11
does provide annotations in Chinese and Spanish,
they are only partially available for the test set.
Moreover, in the development set, only translated
versions of the original English dialogues are in-
cluded, thereby introducing English bias into the
assessment of quality. This bias further extends to
the test set, where, even if evaluated by native anno-
tators, the aspects being measured fall short of cap-
turing the linguistic and cultural nuances present
in dialogues. These nuances can include the use
of formal versus informal language, expressions
of politeness, cultural references, and idiomatic
expressions2 that may not directly translate into
English.

5 Qualitative Analysis

Informed by the issues highlighted in Section 4, we
conduct a small scale annotation experiment. The
goal of this annotation is twofold. Firstly, we aim
to understand whether annotations such as Fluency
are still relevant. Secondly, the annotation of more
complex aspects such as Coherence or Common-
sense in this dataset allows us to understand the
performance of LLMs when evaluating responses
generated by SoTA chatbots on quality aspects that
require a stronger understanding of conversational
dynamics.

We use SODA (Kim et al., 2023) as our dia-
logue dataset since it leverages a LLM (in this
case GPT-3.5) for the generation of dialogues. As
such, SODA will exhibit most of the typical is-
sues associated with LLMs, thereby making its use
as a contemporary benchmark more relevant than
benchmarks relying on weaker response genera-
tors (as identified in Section 4). Human evaluation
conducted on SODA shows that its dialogues are
more consistent, specific, and natural than Daily-
Dialog (Li et al., 2017), a frequently used dialog
dataset used for the development of evaluation met-
rics (Yeh et al., 2021). Table 6 presents an example
of the SODA dataset, where a Coherence issue is
highlighted.

2Visit Cultural Atlas for a centralised repository of various
cultures and corresponding communication practices.

4



0 1
Rating

0

20

40

60

80

100

Nu
m

be
r o

f o
cc

ur
re

nc
es

Aggregate human annotations
Fluency
Coherence
Commonsense

1 2 3 4 5
Rating

0

10

20

30

40

50

60

70

Nu
m

be
r o

f o
cc

ur
re

nc
es

Aggregate human annotations
Overall

Figure 1: Aggregate human annotations on SODA. Annotations for Overall rounded down to the nearest integer.

5.1 Annotation

We recruited 3 expert annotators 3 to rate the first
100 dialogues4 of the test set in terms of:

• Fluency (0,1): The dialogue is written cor-
rectly and has no grammatical errors.

• Coherence (0,1): The dialogue is coherent and
does not contain contradictions within itself.

• Commonsense (0,1): The dialogue does not
contain common sense issues. It is logical,
makes sense and is aware of basic facts and
effects.

• Overall quality [1,5]: Overall impression of
the dialogue.

Aspect Spearman

Fluency -
Coherence 0.7025
Commonsense 0.6534
Overall 0.7425

Table 3: Inter annotator agreement for each aspect stud-
ied. All correlations p<0.05.

Following Mehri and Eskenazi (2020a), we re-
port inter annotator agreement results in Table 3,
corresponding to the correlation between each an-
notation and the mean of the annotations for the
same quality aspect. For Fluency, all annotators

3All annotators are members of our research lab.
4The evaluated dialogues have a turn distribution similar

to the one of the full SODA dataset (average of 4 turns per
dialogue, minimum 2 and maximum 8).

Your task is to evaluate dialogues in terms of Fluency,
Coherence, Commonsense and Overall Quality.

Fluency (0-bad,1-good): The dialogue is written correctly
and has no grammatical errors.

Coherence (0-bad,1-good): The dialogue is coherent and
does not contain contradictions within itself. E.g.: Some-
one saying they are flying to London for the first time and
then saying they went there before in a subsequent turn.

Commonsense (0-bad,1-good): The dialogue does not con-
tain common sense issues. It is logical, makes sense and is
aware of basic facts and effects. E.g. Drinking a coffee as
a refreshment for the summer lacks commonsense.

Overall (1 (poor) up to 5 (excellent)): Overall impression
of the dialogue.

Please present your evaluation into the following json for-
mat:
{"Fluency": _, "Coherence": _, "Commonsense": _, "Over-
all": _}

Dialogue:
[Dialogue]

Table 4: Dialogue evaluation instruction template (de-
noted as Ours in the experiments).

reported 0 dialogues with issues. As such, the cor-
relation (and most other agreement metrics) is un-
determined. For the other annotations, agreement
is high, and in line with other works (Mehri and Es-
kenazi (2020a) reports correlations as low as 0.562
for Consistency.). Figure 1 presents the aggregate
annotations for the SODA dataset. These aggregate
ratings are computed using majority voting for the
binary aspects and simple average (rounded down)
for Overall.

With respect to the annotations that target spe-
cific aspects of quality, the majority of dialogues
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Evaluator Fluency (Acc.) Coherence (rpb) Commonsense (rpb) Overall (ρ)

G-EVAL 3.5 (2023) 0.99 0.2283 0.0425 0.2716
G-EVAL 4 0.97 0.1749 0.4348 0.3789

LLM-EVAL 3.5 (2023) 1.00 0.1834 0.1993 0.2435
LLM-EVAL 4 1.00 0.2489 0.4054 0.3811

Ours GPT-3.5 0.99 0.2721 0.3353 0.1857
Ours GPT-4 0.99 0.1659 0.3440 0.3782

Ours Llama-3-8B 0.99 0.1155 0.0205 0.1953
Ours Llama-3-70B 0.99 0.2722 0.0205 0.2115

Table 5: Evaluation results with human judgements on SODA. Performance for Fluency is reported using Accuracy,
Coherence and Commonsense using Point-biserial correlation and Overall with Spearman correlation. Bold denotes
best performance. All correlations p<0.05 unless italicised.

were annotated as fluent, coherent and with com-
monsense. In particular, the annotations did not
identify any Fluency issues in all dialogues. This
supports our argument that annotating Fluency has
limited value given current chatbot capabilities.

5.2 Baseline Evaluators
As a baseline for the analysis, we evaluate two typ-
ically used closed-source LLMs: GPT-3.5-Turbo
and GPT-4 5, using the prompting strategies of G-
Eval (Liu et al., 2023), LLM-EVAL (Lin and Chen,
2023), and our own contribution. Additionally,
we probe the performance of Llama-3 (AI@Meta,
2024), an open access model with benchmark per-
formances 6 similar to the closed source ones:

• G-Eval calculates an average score sampled
from 20 generations with high temperature.
We obtain a binary decision for Fluency when
s > 0.5.

• LLM-EVAL outputs a score from 1-100. Sim-
ilar to G-Eval, we consider a dialogue to be
fluent when s > 50.

• Our contribution directly probes the LLM
using the same guidelines provided to the an-
notators, therefore the scores are extracted
directly. The template used is presented in
Table 4.

We provide in the prompt the full dialogue and
ask the LLM to rate the dialogue according to the
probed aspects. We follow the hyperparameters

5gpt-3.5-turbo-0125 and gpt-4-1106-preview ac-
cessed via OpenAI’s API in early April.

6Llama-3 reported evaluation

of the original work whenever available. For our
method, we employ a temperature of 0.3 for GPT
models and 0.6 for Llama, and generate a single
output.

For evaluation, we employ metrics adapted to
the aggregate labels. For Fluency, since all dia-
logues are rated as being fluent, we use simple
accuracy; for Coherence and Commonsense, we
report results using point-biserial correlation (rpb)
since the labels provided are binary (0,1); finally,
Overall results are presented using Spearman (ρ)
correlation (1-5 Likert score).

5.3 Results
We present the evaluation results for our annotated
subset in Table 5.

Fluency With the exception of LLM-EVAL, all
evaluators failed to correctly identify all dialogues
as being fluent. One dialogue in particular contains
a hallucination that affects the understanding of the
dialogue, but is still strictly fluent. As such, the per-
formance of LLM-EVAL can be attributed to the
0-100 scoring scale, which allows for a more fine
grained evaluation of the dialogue. In fact, LLM-
EVAL outputs a much lower score (still above the
decision threshold of 50) to this dialogue when
compared to other ones. In any case, we consider
this to be an edge case of a failed evaluation that
could be resolved by providing a more comprehen-
sive prompt and/or including examples.

Coherence Generally speaking, LLM evaluators
struggle with correctly identifying responses that
lack Coherence, with the best approaches only
achieving .2722 correlation (LLama-3-70B). Us-
ing our prompting strategy, we note that these ap-

6
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Figure 2: Scatter plots and corresponding correlations for each prompting strategy using GPT-4.

proaches were only able to correctly classify 1
(GPT-3.5-Turbo) and 2 (GPT-4) out of 12 inco-
herent dialogues, underlining the difficulty these
models have in identifying coherence issues. In
fact, GPT-3.5-Turbo only rated a single dialogue
as lacking coherence (against the 6 dialogues rated
by GPT-4), which explains why it has larger corre-
lations than GPT-4 (lower false positives). Table 6
presents an example of such failed prediction.

Commonsense When compared to Coherence,
LLMs have much larger variability in performance
for Commonsense. For instance, GPT-4 achieves
over .4 correlation using G-Eval and LLM-EVAL
prompting strategies, whereas the LLama-3 model
evaluations and G-EVAL 3.5 are mostly uncorre-
lated. The low score for LLama-3 could be at-
tributed to a difficulty in understanding the eval-
uation task. Given GPT-3.5 worked reasonably
well for the other prompting strategies, the perfor-
mance is explained by the disagreement between
individual sampled scores. In any case, the predic-
tions are generally better for Commonsense than
with Coherence, which could be explained by the
fact that illogical actions can be mostly identified
directly, and without taking into account prior con-
textual details found in the dialogue. This contrasts
with Coherence, which requires a deeper contex-
tual analysis to detect inconsistencies, which is a
known limitation of LLMs (Han et al., 2023).

Overall Similar to Commonsense, Overall pre-
dictive performance is stronger when using GPT-
4 as the base LLM evaluator, with the best cor-
relations being achieved using LLM-EVAL 4 at
.3811. Nevertheless, this correlation rate is still
subpar when compared against reported dialogue-
level correlations on other benchmark datasets –

A: I’ve been thinking a lot lately about moving back to
my home country.

B: Really? Why?

A: I miss my family a lot. And I want to be closer to them
as they get older. I can provide support and assistance to
them more easily if I am living nearby.

B: I can understand that. But what about us?

A: We can still visit each other. And it’s not like we’re
moving to different countries. We’ll still be in the same
region.

B: True, But it’s going to be a big adjustment for both of
us.

A: I know it will be tough at first, but I think it will be
worth it in the long run. Plus, you could always come
visit me in my home country!

B: Hmmm...I don’t know if I’m ready for that kind of
commitment just yet. But I’m willing to try it if you are.

Human annotation:
Fluency: 1 Coherence: 0 Commonsense: 0 Overall: 2

Ours GPT-4:
Fluency: 1 Coherence: 1 Commonsense: 1 Overall: 5

Table 6: Example dialogue extracted from SODA, to-
gether with Human and GPT-4 rating. The underline
text identifies a coherence issue.

for instance, LLM-EVAL reports a 0.71 correla-
tion on FED-dialogue (Overall Quality). Figure 2
presents scatter plots for GPT-4 predictions across
the probed prompting strategies.

5.4 Discussions

Model size Overall, we note that the larger mod-
els (GPT-4 vs GPT-3.5, LLama-3-70B vs LLama-
3-8B) consistently outperform their corresponding
smaller models for both Coherence and Common-
sense. This may be attributed to breakthrough per-
formance thanks to model scaling, which has also
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Figure 3: Scatter plots of human ratings against dialogue
length.

been reported as "emergent abilities" in complex
reasoning tasks (Zoph et al., 2022). This observa-
tion contrasts with Fluency, where no difference
has been noted between model size.

External Expert Knowledge Surprisingly, we
find instances where the model considers a high
quality dialogue to be low quality. Upon further
inspection, these ratings appear to have been influ-
enced by external expert knowledge, something the
annotators did not take into account. For instance,
in one of the dialogues, one of the participants is
asking for advice to patent a catalytic converter
they invented. This is picked up by the evaluator
when asked for an explanation: "there is a signif-
icant commonsense issue: the catalytic converter
is not a new invention.". This is an incorrect eval-
uation within the framework of our study since it
is not commonsense knowledge. Nevertheless, this
topic is of significant interest for evaluation and is
not explicitly studied in many benchmarks. In fact,
it might be one type of evaluation LLMs can excel
at, especially when individual annotator knowledge
is limited.

Dialogue length The limitations of LLM reason-
ing and understanding over long contexts is well
documented in the literature (Bai et al., 2024; Ku-
ratov et al., 2024). As such, one possible reason
for issues in the dialogue could be attributed to
dialogue length. With this in mind, we calcu-
late the Point-biserial correlation (rpb) between
Coherence/Commonsense and the length of the
dialogue. For Coherence, we report a correla-
tion of -0.228, which denotes a small to medium
correlation; for Commonsense, correlation is non-

significant (0.006). We additionally present the
scatter plot for Overall in Figure 3. Similarly
to Coherence, we report a Spearman correlation
of -0.251. Firstly, as expected, commonsense is-
sues are mostly independent to dialogue length,
which makes sense since commonsense knowledge
is drawn from model training and not from context.
For coherence, its correlation with dialogue length
is small. However, we acknowledge that the small
sample size of larger dialogues does not allow for
more definitive conclusions.

6 Conclusion

This paper conducts an inventory of open domain
dialogue evaluation benchmarks being currently
used by LLM evaluation frameworks. We show
that these benchmarks have several limitations that
hinder the progress in the field. In particular, we
argues they lack (1) responses generated by strong
LLM chatbots; (2) aspects that identify their weak-
nesses; (3) representation of other languages and
cultures. In order to illustrate these limitations, we
also conducted a small scale experiment on SODA
and show that even GPT-4 shows limitations in the
detection of low quality responses.

However, these findings underscore one critical
limitation in how direct assessment benchmarks
are currently being developed: they are mostly
concerned with evaluating contemporary chatbot
capabilities. As it stands, the current evaluation
research environment is one where the driver of
progress is the advancement in generation, and not
the converse. Ultimately, evaluation benchmarks
should possess the flexibility to remain relevant as
newer chatbots emerge, thereby pushing the enve-
lope of dialogue generation. Embracing this goal
would not only foster greater comparability and
reproducibility in research, but also facilitate con-
tinuous improvement in the field, leading to the
development of better chatbots.

7 Limitations

Pairwise Comparisons Our study is focused on
metrics that predict human judgements on singu-
lar responses or dialogues. We acknowledge other
methodologies such as pairwise comparisons exist,
and that they mostly circumvent the limitations we
highlight. Nevertheless, given the documented in-
terest in the literature of metrics that are optimised
to predict direct assessments provided by humans,
we argue our study is still valuable. Furthermore,
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direct assessments provide a more granular assess-
ment of response quality that pairwise comparisons
lack, especially when comparing models that differ
only slightly in quality but are otherwise similar
(Smith et al., 2022a).

SODA Unlike the majority of benchmarks stud-
ied, where chatbots generate a response given seed
human-human interaction or conducts a full conver-
sation with a human, SODA dialogues are entirely
synthetic. As such, one might argue this approach
may hide possible limitations of chatbots since they
are in control of the whole conversation, thereby
excluding human feedback within the conversation
which can be used to aid evaluation (Petrak et al.,
2023). However, there are very few open source
open-domain dialogue datasets that contain LLMs
as one of the participants7.

Self-evaluation biases One consideration in the
current LLM-based evaluation paradigm is that self-
evaluation biases may arise. This bias is more ev-
ident in subjective assessments such as "Overall
Quality", which is more pronounced in pairwise
comparisons (Panickssery et al., 2024). While this
bias can be reduced by employing more objective
quality aspects such as the ones we propose in
this work, it is still possible that models will erro-
neously overlook their own errors. As such, it is
important to complement automated direct assess-
ment with human judgements.

Monolingual We identified English-centric eval-
uation as one the issues in current benchmarking.
However, our experiment is conducted on SODA,
which is exclusively in English. The aim of our
annotation is not to propose a novel benchmark
for the evaluation community (hence only 100 di-
alogues), but as an artefact to highlight the limita-
tions of current datasets being used to benchmark
automatic dialogue evaluation. Nevertheless, our
annotations are based on generations that better
approximate current chatbot capabilities. Further-
more, our analysis show that these dialogues still
contain language and culture-agnostic issues that
evaluators ought to be able to detect. As such, our
annotations may be used as a compliment to current
benchmarks, and most importantly, as an example
for future annotation efforts.

7In fact, most recent user-LLM chatbot interaction datasets
are conversational QA (Zheng et al., 2024; Zhao et al., 2024).

8 Ethical Considerations

Expert Annotations All annotators are fluent in
English and graduate level professionals in the field
of Computation Linguistics (two of which authors
of this work) and volunteered to conduct the anno-
tation. Notwithstanding the diverse backgrounds,
the annotation may still contain biases in evalua-
tion process. For instance, given the expertise of
these annotators in this field, their assessment of
quality might differ from other groups. A larger,
more diverse pool of annotators may reduce this
bias, which was not considered in this work due to
its small scale.

Monolingual As identified in the Limitation sec-
tion, our work, despite arguing for multilingual and
multicultural benchmarks, conducts its experimen-
tation in English. Additionally, all annotators share
similar western cultural background. As such, it’s
conclusions are biased towards the evaluation of
English dialogues, which may not extend to other
cultures, specifically non-western ones. For in-
stance, high context cultures (Hall, 1959) privilege
non-verbal methods of communication, which is
typically not transcribed into text (Nishimura et al.,
2008).
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Abstract

In this work, we introduce several schemes
to leverage description-augmented embedding
similarity for dataless intent classification us-
ing current state-of-the-art (SOTA) text embed-
ding models. We report results of our methods
on four commonly used intent classification
datasets and compare against previous works
of a similar nature. Our work shows promising
results for dataless classification scaling to a
large number of unseen intents. We show com-
petitive results and significant improvements
(+6.12% Avg.) over strong zero-shot baselines,
all without training on labelled or task-specific
data. Furthermore, we provide qualitative error
analysis of the shortfalls of this methodology
to help guide future research in this area.

1 Introduction

Task-oriented dialogue systems (TODS) by design,
aid the user in accomplishing tasks within specific
domains, and can have a wide range of applica-
tions from shopping (Yan et al., 2017) to health-
care (Wei et al., 2018; Valizadeh and Parde, 2022).
Modular TODS (Wen et al., 2017) will typically
contain an intent classification component (Louvan
and Magnini, 2020; Chen et al., 2019; Su et al.,
2022) used by a dialogue manager to determine the
appropriate task the user intends to complete. In
recent years, neural-based models using supervised
training have reached state-of-the-art on many nat-
ural language processing tasks, including intent
classification. However, supervised learning meth-
ods require human-labelled data for a predefined
set of intents, which may be time-consuming and
labour-intensive to acquire (Xia et al., 2018), and
may have poor scalability if new intents are added,
or task definition changed. An early approach to
tackle this problem is dataless intent classification
(Chang et al., 2008; Song and Roth, 2014) which
aimed to leverage the pairwise similarities between

∗∗Corresponding author

semantic representations of utterances and intent
classes to perform classification without reliance
on human-labelled data. However, this approach
relies heavily on the quality of semantic representa-
tions (Chang et al., 2008). In recent years, success-
ful zero-shot intent classification approaches (Liu
et al., 2019; Yan et al., 2020; Yin et al., 2019) have
received greater attention, whereby learning con-
ducted using labelled examples of a subset of seen
intent labels is transferred to unseen intents. How-
ever, these methods still require human-labelled
data, and tend to bias towards seen intents, with
the number of unseen intents also generally much
lower than seen intents (Liu et al., 2022; Zhang
et al., 2022).

In this work, with the significant recent advance-
ments in the quality of text embedding models
(Muennighoff et al., 2023), we explore the poten-
tial for dataless intent classification methods using
a number of recent state-of-the-art text embedding
models. We introduce several approaches for gen-
erating intermediate textual representations for in-
tents, most notably using intent label descriptions,
and formalise our methodology. We perform ex-
tensive evaluation of our methods, including sce-
narios with large numbers of intents from different
domains, using three commonly used intent classi-
fication datasets. We summarise our contributions
as follows:

• We introduce a new scheme for generating
intent descriptions with an aim to minimise
reliance on human expert input.

• We show that our intent descriptions yield sig-
nificant improvements over label tokenization
through extensive evaluation.

• We introduce an approach utilising utterance
paraphrasing and masking which yields fur-
ther improvements and show this is consistent
across a range of models.

• We aggregate and explore the potential of a
multitude of current SOTA text embedding
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models for dataless classification.
• We extensively evaluate our methodology

on four commonly used intent classification
datasets and report on the results.

• We provide qualitative error analysis aimed at
guiding future work.

2 Related Works

2.1 Generalized Zero-Shot Learning

Zero-shot learning (ZSL) (Yin et al., 2019) aims to
leverage learning previously performed on labelled
examples from seen tasks to unseen tasks, of which
there are no labelled examples available for super-
vised training. ZSL has seen increasing popularity
in the domain of intent classification (Liu et al.,
2019; Yan et al., 2020) in recent years, whereby
models are trained on a subset of intent labels and
evaluated on another disjoint subset of intent labels.
In more recent years, the concept of generalized
zero-shot learning (GZSL) has seen an increase
in prominence in the domain, in which the perfor-
mance on both seen and unseen classes are consid-
ered in tandem (Zhang et al., 2022; Lamanov et al.,
2022). Several GZSL approaches learn a label pro-
totype space during training, which is transferred
to unseen classes through methods such as inter-
class relationship modelling (Zhang et al., 2021)
and prototype adaptation (Zhang et al., 2022). Ap-
proaches such as (Lamanov et al., 2022) encode
the utterance and labels in a sentence-pair setup,
with template-based lexicalisation of labels used as
class prototypes. Other approaches exist that use
label prototypes as centroids in Gaussian mixture
models trained on seen class utterances (Yan et al.,
2020; Liu et al., 2022). An issue that can occur
with GZSL is biased towards seen classes (Zhang
et al., 2022), which can lead to significantly lower
performance on unseen classes. It is also difficult
to see the efficacy of transfer to a large number of
diverse unseen classes, as the number of unseen
classes in evaluation is also typically much smaller
than the number of seen classes.

2.2 Dataless Classification

Dataless text classification (Chang et al., 2008) is
defined as tackling text classification without prior
training on any labelled data. Generally regarded as
a precursor to zero-shot text classification, this ap-
proach typically leverages sentence representations
without any training on labelled data, by comparing
the semantic representations between a sentence

and that of the intent classes (Song and Roth, 2014).
(Zha and Li, 2019) utilises “seed" words associated
with each intent class to further contextualise the
intent class representation, as a single word may
often be insufficient to encapsulate the meaning
of the class (Chen et al., 2015). Some approaches
further leverage class hierarchy to augment classi-
fication performance (Li et al., 2016; Popov et al.,
2019).

3 Methodology

3.1 Problem Definition
Let C be a set of intents supported by a task-
oriented dialogue system, U =

⋃{Uc}c∈C defines
the set of all user utterances, Uc = {ui}1≤i≤nc is
the set of utterances belonging to intent class c. The
model undergoes no task-specific training and is
tasked with making an intent prediction ŷi for a pre-
viously unseen utterance ui at inference time. We
follow the paradigm set by previous works in data-
less text classification (Chang et al., 2008; Song
and Roth, 2014) to conduct nearest-neighbour clas-
sification over the sentence embedding space. For
a given utterance ui, an encoder h(·) and a set
of class label representations {lc}c∈C , we make a
prediction ŷi as follows:

ŷi = argmax
c

s(h(ui),h(lc)) (1)

where s(u,v) = u · v/||u||2||v||2 is the cosine
similarity between two vectors.

In order to conduct nearest-neighbour classifica-
tion using intent labels, we require an intermediate
representation, or prototype, which encapsulates
to some degree the meaning of a class (Zha and
Li, 2019), from which we can obtain a suitable
embedding. A commonly used approach in data-
less classification is to use the labels (Chang et al.,
2008).

3.2 Label Tokenization
A class prototype is obtained by tokenizing intent
labels directly, inserting spaces and replacing char-
acter separators, i.e.

AddToPlaylist → Add To Playlist
oil_change_how→ Oil Change How

However, this approach depends on the descrip-
tiveness of the original intent labels, which can
vary significantly between datasets and tasks. As
such, we propose an additional step to produce
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intent label descriptions which we hypothesise
can (1) better align the semantic representation
with the characteristics of the class and (2) pro-
vide more consistent performance across datasets
or approaches without requiring in-task data, which
previous works (Lamanov et al., 2022) have shown
could improve performance over purely using tok-
enized labels.

3.3 Our Approach
3.3.1 Intent Description
Our objective is to produce a brief description of
the intent expressed by the user in a given utterance,
while ensuring the process requires minimal expert
human effort so as to remain scalable for large
numbers of intent classes. Rather than producing a
general description of the intent (Gao et al., 2023),
we formalise our template for producing intent de-
scriptions with the two following constraints:

Label Preservation The resulting intent descrip-
tion must contain tokens from the original in-
tent label i.e. car_rental → User wants
to rent a car, or replace with an appropriate
word (lexical cognates, synonyms etc.).

Format Consistency Descriptions should be
written in the declarative form, beginning with
either "User is [asking|saying]", or
"User wants [to]", and aim to introduce
minimal extraneous tokens in a similar manner to
abstractive summarization (De Raedt et al., 2023).
Our approach differs from the template-based ap-
proach in (Lamanov et al., 2022) in that we use
exclusively the declarative form in writing our de-
scriptions to maintain consistency across intent
classes and datasets. Example descriptions can
be seen in Table 1, more examples can be found
in Appendix I. We examine the robustness of our
approach in Section 6.

In our experimentation (Section 4), our intent
descriptions added on average 6.6 tokens to the
tokenized intent labels (1.9 → 8.5), with 98.3%
of descriptions containing at least one of the label
tokens in exact form, and 82.7% of all label tokens
preserved.

3.3.2 Utterance Paraphrasing
The diversity of user utterances for any given in-
tent can pose a challenge as intents may not be
obvious (Mueller et al., 2022). We hypothesise
that a format consistency constraint over the user
utterance can benefit dataless intent classification

Label Description
abbreviation “user is asking what an abbrevi-

ation stands for or means"
flight_no “user is asking about a flight

number"
AddToPlaylist “user wants to add a song to a

playlist"
food_last “user wants to know how long

a food lasts
maybe “user is expressing uncertainty"

Table 1: Example descriptions for intent labels from
each of the datasets (Section 4.1) used in our experimen-
tation.

performance. Previous works primarily focused on
utterance paraphrasing as a means of data augmen-
tation (Kumar et al., 2019; Jolly et al., 2020; Sahu
et al., 2022) or to reduce overfitting (Dopierre et al.,
2021). Our approach leverages inference-time para-
phrasing to enforce a weaker degree of our intent
descriptions’ format consistency constraint on user
utterances. Given a paraphraser model p(·) we
compute a sentence embedding of the paraphrased
utterance p(ui):

Pui = h(p(ui)) (2)

We leverage a 1.6B StableLM model1 (Bellagente
et al., 2024) to generate a single paraphrase for each
utterance. Our selection was based on said model
being the top-performing model under 2B param-
eters on the Open LLM Leaderboard (Beeching
et al., 2023) as of the time of writing. We addition-
ally experimented with 1.6B Zephyr (Tunstall et al.,
2023) and 1.3B Phi-1.5 (Li et al., 2023a) models
but found no significant difference on our task. Ex-
ample templates and further details are shown in
Appendix A. The mean cosine similarity between
the paraphrases and the original utterances across 4
intent classification tasks and 12 embedding mod-
els is 0.89± 0.06.

3.3.3 Label Entity Overlap & Masking
We note that sentence embeddings tended to cap-
ture the topic and entity information rather than
the associated action, which can lead to misclas-
sifications in the event that two or more intent
classes share entities (i.e. AddToPlaylist and
PlayMusic can both refer to songs as their ob-
jects). To tackle this, we introduce a masking

1https://huggingface.co/stabilityai/
stablelm-2-1_6b-chat
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Algorithm 1 Utterance Masking Procedure

1: Given user utterance ui = {ui,1, . . . ui,t}
2: Ti← DependencyParser(ui)
3: procedure MASKTREE(T )
4: n← root(T )
5: if relation(n) is obj then
6: n← [MASK]
7: DROP children(n)
8: else
9: for ui,j in children(n) do

10: MASKTREE(ui,j)
11: end for
12: end if
13: end procedure

component which given user utterance ui masks
spans containing the object of said utterance, iden-
tified through dependency parsing2 (de Marneffe
and Manning, 2008; Schuster and Manning, 2016),
to produce mi. mi is then weighted to form the
masking component:

Mui = h(mi)×Overlaps(ui, k)×1masked (3)

where Overlaps(u, k) denotes whether there is
likely entity overlap in the top k candidate intents
by similarity and 1masked is whether there exists
a masked version of the original sentence. We did
not find significant differences in performance for
k > 3, and thus we use k = 3 for all our experi-
ments.

Masking Algorithm 1 illustrates the masking pro-
cedure which identifies and masks object spans in
the utterance. We define such object spans as sub-
trees within the dependency tree in which a par-
ent node has any of {dobj, pobj, ccomp}
relations. We note that object relations are not al-
ways present in the dependency tree, in such cases
masked representations are not used. From our ex-
periments, some degree of masking was performed
for 97.29% of utterances from the ATIS dataset,
98.04% of SNIPS, 90.88% of CLINC and 84.24%
of MASSIVE. We show an example of this proce-
dure in Appendix B.

Entity Overlap For each intent, we predict a
set of entities ec = {ec1 , . . . , eck} from the intent
description that may describe the object of said

2We leverage an off-the-shelf dependency parser,
en_core_web_trf from Spacy url: https://spacy.
io/models/en

class. As such, entities are defined at problem
definition and can be modified alongside intent
descriptions when they are added/removed. We
precompute an overlap matrix Overlap where

Overlap[i, j] =

{
1 ei ∩ ej ̸= ∅
0 otherwise

(4)

At inference time, we compute overlaps for
classes with top k embedding similarities for an
utterance ui. Given a similarity vector si =
{si,1, . . . , si,c}c=|C| of embedding similarities be-
tween utterance embedding h(ui) and intent
description embeddings h(lc)c∈C , we compute
Topk(ui) as the top k classes with similarity scores
sorted in descending order. We then compute pair-
wise overlap for all pairs in Topk(ui) as follows:

Overlaps(ui, k) =
⋃

m,n ∈ Topk(ui),m ̸= n

Overlap[m,n] (5)

We note that future work could explore expan-
sion of the definition of relevant entities to each
intent class, as the current solution relies on the
quality of intent descriptions and only covers the
most likely entities across an entire class, a more
dynamic inference-time solution that determines
overlap based on candidate classes would be desir-
able.

3.4 Combined Sentence Representation

We formulate the final representation of the user
utterance within the embedding space as the sum
of the original utterance embedding with the para-
phrasing and masking components:

hi = h(ui) + Pui +Mui (6)

ŷi = argmax
c

s(hi,h(lc)) (7)

4 Experiments

4.1 Datasets

We evaluate our methods on four commonly used
English task-oriented dialogue (TOD) system in-
tent classification datasets, covering a diverse range
of number of intents (7-150) and domains (up to
18). (1) ATIS (Hemphill et al., 1990) is an English
air-travel information system dataset containing
18 intent classes. For comparison, we follow pre-
vious works (Zhang et al., 2022) in filtering out
intent classes containing fewer than 5 examples.
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(2) SNIPS-NLU (Coucke et al., 2018) contains
7 intent classes, totalling 14,484 utterances. (3)
CLINC (Larson et al., 2019) is a dataset for out-
of-scope intent classification, with 150 intents and
22,500 utterances spanning 10 domains. (4) MAS-
SIVE (FitzGerald et al., 2023) is a multilingual
spoken language understanding dataset containing
60 intents across 18 domains, we select the 16,521
instances from the en-US split of the dataset for
our experiments. As our method does not involve
fine-tuning on task-specific data, we consider entire
datasets to consist of unseen data for evaluation3.

4.2 Models

We select 11 models from the Massive Text Em-
bedding Benchmark (MTEB) (Muennighoff et al.,
2023) that are in the top 20 at the time of writ-
ing4. Our selections are based on the following
criteria: (1) the model weights must be released
(2) documentation of training methods and experi-
mentation details must be readily available. Addi-
tionally, owing to computational limits5, we only
consider models up to 3GB in size. Our final se-
lection of 11 models can be largely grouped into 4
families of models: InstructOR (Su et al., 2023),
E5 (Wang et al., 2022), GTE (Li et al., 2023b) and
BGE (Xiao et al., 2023). More details on selected
models are provided in Appendix C.

We report results in Section 5 for all E5,
GTE and BGE models using averaged token em-
beddings as sentence representations. We ad-
ditionally compare model performances against
a commonly used embedding model in Ope-
nAI’s text-embedding-ada-002 (Neelakan-
tan et al., 2022) which we refer to in our tables as
‘Ada-002’. We also investigated the generation of
synthetic examples as intent prototypes (Appendix
I) but did not find significant improvements over
our approach using intent descriptions (Appendix
J).

3We make our code and datasets publicly available and
can be found at https://github.com/ruoyunlp/
dataless-intent-classification

4November-December 2023. We note our top-performing
selected models are still competitive with current top-
performing models from MTEB fitting our criteria as of May
2024

5All experiments conducted using a single 9GB GPU

5 Results

5.1 Baselines and Terminology

We compare the performance of our methods
against several unknown intent classification meth-
ods previously detailed in Section 2. Here we clar-
ify the terminology used henceforth to refer to these
methods in our results. We refer to scores on un-
seen intent labels reported by (Zhang et al., 2021)
as ICR, (Yan et al., 2020) as SEG, (Liu et al., 2022)
as ML-SEG, dataless approach trained using origi-
nal data from (Lamanov et al., 2022) as TIROrig

and likewise TIRSyn for training on synthetic data.
We refer to the results of the adapted method of
(Gidaris and Komodakis, 2018) reported in (Zhang
et al., 2022) as CosT and the reported main results
as LTA. We refer to the best-performing model of
a similar size to our selection from (Gretz et al.,
2023) as TTCD.

5.2 Metrics

Following from previous works (Zhang et al., 2022;
Lamanov et al., 2022), we report Accuracy and
Macro-F1 scores for intent classification on each of
the datasets, in addition, we also compute the aver-
age of Accuracy and F1 score for direct comparison
between our methods similar to (Gritta et al., 2022).
We show macro-F1 only for MASSIVE in Table 2
for comparison’s sake as the previous work (Gretz
et al., 2023) did not report Accuracy scores. Full
results for each of our approaches including Accu-
racy scores are shown in Table 9.

5.3 Methods using Tokenized Labels

Despite a lack of task-specific fine-tuning, models
using tokenized intent labels generally performed
comparably to most of the baselines on unseen in-
tents. The best-performing model (BGELarge) out-
performs baseline scores for ICR (+9.13 Mean),
SEG (+10.21 Mean) and ML-SEG (+3.14 Mean),
TIRSyn (+13.60 Mean), TIROrig (+4.55 Mean) and
TTCD (+0.31 F1). BGELarge outperforms CosT
on all datasets; however, it also significantly un-
derperforms LTA on all 3 datasets (-16.38 ATIS,
-7.49 SNIPS-NLU, -1.21 CLINC). We note that
this approach appears quite sensitive to the model
as indicated by the comparatively high standard
deviation (σOvr = 5.65) across models.

5.4 Methods using Intent Descriptions

Our method using intent label descriptions yields
a significant improvement over using tokenized la-
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Model AT. SN. CL. MA. Ovr.Mean Acc. & F1 F1

B
as

el
in

es

ICR 35.04 - - - -
SEG - 69.46 - - -
ML-SEG - 76.53 - - -
TIROrig - - 68.50 - -
TIRSyn - - 59.65 - -
CosT 45.62 55.28 66.50 - -
LTA 60.55 87.16 74.46 - -
TTCD - - - 54.22 -
Baselines 60.55 87.16 74.46 54.22 69.10

To
ke

ni
ze

d
In

te
nt

La
be

ls

Instr.Large 18.72 82.39 62.76 47.62 52.87
E5-v2Base 20.39 77.13 63.87 45.97 51.84
E5-v2Large 26.64 69.99 60.40 46.83 50.97
mE5Large 22.47 59.35 57.34 44.34 45.88
E5Large 40.57 74.44 69.11 49.78 58.48
Ada-002 25.98 82.75 66.97 47.90 55.90
GTESmall 20.75 73.99 68.47 51.90 53.77
GTEBase 55.66 81.75 70.65 51.44 64.88
GTELarge 39.78 79.36 69.54 49.08 59.44
BGESmall 19.50 78.00 70.78 52.43 55.18
BGEBase 45.74 76.81 73.05 55.89 62.87
BGELarge 44.17 79.67 73.25 54.53 62.91

In
te

nt
La

be
lD

es
cr

ip
tio

ns

Instr.Large 42.18 85.60 77.25 55.52 65.14
E5-v2Base 52.44 87.49 70.92 53.73 66.14
E5-v2Large 52.16 87.31 71.49 55.65 66.65
mE5Large 60.51 83.88 72.24 56.67 68.32
E5Large 52.56 88.92 74.88 56.32 68.17
Ada-002 51.34 89.50 77.81 58.03 69.17
GTESmall 54.71 84.42 70.20 51.86 65.30
GTEBase 52.60 86.41 75.10 54.62 67.18
GTELarge 55.85 86.33 75.83 57.85 68.97
BGESmall 47.84 85.51 72.03 54.27 64.91
BGEBase 48.76 88.32 77.61 58.92 68.40
BGELarge 54.88 89.30 79.08 62.88 71.53

+
Pa

ra
ph

ra
se

an
d

M
as

ki
ng

Instr.Large 49.07 89.86 80.17 59.79 69.72
E5-v2Base 60.93 90.03 75.06 57.81 70.95
E5-v2Large 48.06 85.56 74.69 58.27 66.64
mE5Large 57.72 83.36 75.00 57.67 68.43
E5Large 53.78 91.92 76.27 59.17 70.28
Ada-002 57.02 90.51 79.73 59.92 71.80
GTESmall 53.48 88.11 71.50 57.53 67.66
GTEBase 64.20 85.88 75.75 58.41 71.06
GTELarge 60.63 91.70 78.89 61.63 73.21
BGESmall 54.16 90.76 75.04 59.11 69.77
BGEBase 58.69 91.81 79.80 61.98 73.07
BGELarge 61.04 92.57 81.52 65.76 75.22

Table 2: Model performance on 4 intent classification
tasks. We show Mean of Accuracy and Macro-F1 scores
for ATIS, SNIPS-NLU & CLINC. Macro-F1 is shown
for MASSIVE as TTCD did not report Accuracy. Full
results for each dataset are shown in Table 9.

Model Tok. Desc. Comb.
InstructORLarge 64.96 73.19 76.89
E5-v2Base 62.98 71.02 74.58
E5-v2Large 59.75 71.76 73.13
mE5Large 54.23 71.50 72.57
E5Large 64.70 73.65 76.09
Ada-002 66.48 75.35 77.12
GTESmall 65.43 69.38 72.80
GTEBase 68.57 72.35 73.63
GTELarge 66.63 73.57 77.57
BGESmall 68.20 71.11 75.37
BGEBase 69.36 75.28 78.05
BGELarge 69.76 77.15 79.91

Table 3: Average model Mean of Accuracy and F1 over
SNIPS-NLU, CLINC and MASSIVE datasets using to-
kenized intent labels (Tok.), intent descriptions (Desc.)
and combined utterance embedding (Comb.).

bels (Tables 2 and 3), with an average increase per
model of +11.24 overall. This supports our hy-
pothesis (1) (Section 3.2) in that the additional con-
textualisation added through describing the label
via a declarative sentence better encapsulates the
semantic information represented by a label. We
also note from Table 3 that the standard deviation
in performance across models is significantly lower
when using descriptions (σOvr = 1.98), supporting
our hypothesis (2) that descriptions can improve
consistency across models and approaches. Our
overall best-performing model (BGELarge) also
considerably outperforms the strongest baseline on
SNIPS-NLU (+2.14 Mean), CLINC (+4.62 Mean)
and MASSIVE (+8.66 F1). We do note that all of
our approaches in this setup underperform on the
ATIS dataset compared to the baseline, with our
overall best-performing approach yielding 60.51
vs 60.55; we provide further insight into possible
reasons in Section 7 to help guide future research.

5.5 Methods with Additional Paraphrasing
and Masking

Our addition of paraphrase and masked utterance
embeddings yields further overall score improve-
ments on average of +3.16 over label descriptions
and is consistent across different models (Table
3). Our best-performing model (BGELarge) signif-
icantly outperforms previous approaches on all 4
datasets (+0.49 ATIS, +5.42 SNIPS-NLU, +7.06
CLINC, +11.54 MASSIVE). Additionally, our ap-
proach outperforms previous work on 9 out of 12
selected models.
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Setup AT. SN. CL. MA. Ovr.E P M O
x 54.89 89.29 79.08 63.09 71.59

x 56.03 85.77 78.77 63.35 70.98
x 30.72 76.76 37.90 33.62 44.75

x x 56.11 88.83 81.56 65.60 73.02
x x 60.84 92.52 75.56 60.80 72.43

x x 60.57 92.19 75.99 62.91 72.92
x x x 61.04 92.67 81.22 65.64 75.14
x x x 60.84 92.56 77.36 61.82 73.14

x x x 60.57 92.02 76.86 63.04 73.12
x x x x 61.04 92.57 81.52 65.65 75.20

Table 4: Mean of Accuracy and Macro-F1 on 4 intent
classification datasets using a bge-large-en-v1.5
model. Setup denotes whether a component is used
in the combined sentence embedding: E - utterance
embedding, P - paraphrasing, M - masking, O - entity
overlap in masking.

6 Ablations

Addition of paraphrasing and masking Table
3 illustrates the mean performance across SNIPS,
CLINC and MASSIVE datasets for each model
different class prototypes. We note the consistent
improvement in performance between tokenized
intent labels and our approach using declarative in-
tent descriptions (+7.86 Mean), and the further im-
provements with added paraphrasing and masking
(+10.56 Mean). We omit ATIS from this table as
it is significantly unbalanced, the impact of which
we explore in Section 7, and its results are already
included in Table 2.

Combination of techniques Table 4 demon-
strates the performance (mean of accuracy and
macro-f1) between different combinations of
our techniques using a bge-large-en-v1.5
model. We observe that the addition of paraphras-
ing increases performance by an average of +2.06%
compared to methods without, supporting our hy-
pothesis (3) that inference-time paraphrasing can
benefit dataless intent classification. We observe
that masking increases performance by an average
of +1.80% and the addition of masked embedding
only when entity overlaps are predicted increases
performance by +0.32% on average. We perform
further ablations over combinations of techniques
using other models in Appendix E and note similar
behaviour across different models.

Choice of Descriptions To investigate whether
our proposed method is sensitive to the choice of

intent descriptions, we generate paraphrases of our
manually produced descriptions with increasing
temperature values and sampled 200 combinations
of descriptions for each dataset. Table 5 contains
the mean and standard deviations of the macro-
f1 scores for each dataset, we report macro-f1 for
this ablations experiment due to the severely un-
balanced nature of the ATIS dataset towards a sin-
gle class flight (accounting for ∼ 74% of the
dataset). Further details on description paraphrase
generation and sampling along with examples are
provided in Appendix F. Methods using only tok-
enized intent labels are outperformed by our meth-
ods using label descriptions (+4.51%), with further
improvements from the addition of paraphrasing
and masking (+8.00%). The overall scores per
dataset are slightly affected by the choice of intent
descriptions, with standard deviations between 1-
2% with the exception of the ATIS dataset. Future
work could focus on the combination of multiple
intent descriptions (via paraphrasing) or descrip-
tion refinement with unsupervised training (Chu
et al., 2021; Müller et al., 2022) to further improve
robustness to the choice of descriptions.

7 Analysis and Future Work

In-Domain Saturation We visualise the embed-
dings generated by our best-performing model
(BGELarge) on the 4 evaluation datasets using t-
SNE (van der Maaten and Hinton, 2008), along
with the embedding for the intent label descrip-
tion to gain insight into the source of errors in
our approach. Figure 1 shows the distribution of
embeddings on the ATIS and SNIPS datasets. In
the interest of space, visualisations of CLINC and
MASSIVE are shown in Appendix G . We observe
a poor alignment on the ATIS dataset between the
intent label descriptions (Figure 1a) and utterance
embeddings corresponding to each class, possibly
explaining the poor performance in general on this
dataset across models. We note the single-domain
nature of the ATIS dataset, with all utterances re-
lating to air-travel/flight; additionally, we note the
significantly imbalanced nature of the ATIS dataset
(Nan et al., 2021), with ∼ 74% of utterances be-
longing to the flight class, which is a label that
overlaps the domain of the dataset. We hypothesise
this may lead to the intent label descriptions being
much worse at capturing semantic information dis-
tinct to each class. This is supported by analysis of
the pairwise embedding similarities of utterances
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Setup ATIS SNIPS CLINC MASSIVE Overall
Tokenized Intent Labels 40.11 78.74 72.45 54.53 61.46

Intent Label Descriptions 42.00± 3.91 86.97± 2.05 73.77± 1.10 61.12± 1.04 65.97± 2.02
+ Paraphrase & Masking 46.83± 4.18 91.21± 1.61 76.17± 1.14 63.61± 1.19 69.46± 2.03

Table 5: Comparison of macro-f1 score across 200 sampled combinations of descriptions for our setups with/without
paraphrasing and masking. Note our combined approach outperforms tokenized labels across all datasets.

(a) (b)

(c) (d)
Figure 1: t-SNE (van der Maaten and Hinton, 2008) visualisation of embeddings computed using BGELarge, class
label description embeddings are shown in black and labelled. (Row 1) Embeddings of ATIS (a) and SNIPS (b),
(Row 2) Embeddings with Paraphrasing and Masking for ATIS (c) and SNIPS (d).

belonging to the same class vs utterances belong-
ing to different classes (Table 13) where models’
embeddings on the ATIS dataset consistently had
lower percentage-difference in embedding similar-
ity between in-class and out-class, implying more
difficulty in distinguishing the utterances using
solely embeddings. This issue is mitigated to some
degree with our addition of paraphrasing and mask-
ing, as the number of misclassifications where there
are entity overlaps between classes is reduced on
average by 19.19%. We see this visually in Figure
1d as the cluster for each class is more distinct com-
pared to 1b. Errors from classes with overlapping
entities in SNIPS are reduced by 29.31%.

Error Analysis We perform qualitative analysis
of the remaining errors and identify two categories
of commonly occurring errors. (1) Description
Scope: Our approach utilises a single description
for each intent and can work well when an intent

concerns a limited number of topics; however, in-
tents such as meta and small_talk from the
CLINC dataset, and qa from the MASSIVE dataset
can encompass a significantly broader range of
topics than other intents within the same dataset.
The impact of topical granularity per intent class
and the potential for a hierarchical approach to
intent classes in a dataless setting can be the fo-
cus of future work in this area. (2) Action Over-
lap: Our approach mitigates some errors arising
from shared entities across intents through mask-
ing. Whilst this has shown success in reducing
errors of this nature (i.e. between PlayMusic
and AddToPlaylist from the SNIPS dataset),
it is less successful in events where an action is
shared across classes, such as play from the MAS-
SIVE dataset, and SearchCreativeWork and
SearchScreeningEvent from the SNIPS-
NLU dataset. Future work could investigate the
potential to decouple the desired action and object
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Dataset Top-1 Top-3 Top-5 Top-10
ATIS 67.70 93.38 96.03 98.10
SNIPS-NLU 89.78 97.13 99.43 100.00
CLINC 77.24 91.71 94.86 97.41
MASSIVE 61.45 81.85 87.79 92.79
Average 74.04 91.01 94.53 97.08

Table 6: Percentage of correct labels within Top-k
ranked by embedding similarity per evaluation dataset,
averaged across 11 selected models.

(topical information) in utterance embeddings.

Label Candidate Analysis We observed from
our results (Table 2) that our approach, despite out-
performing strong baselines on ATIS and MAS-
SIVE datasets, still consistently underperforms
compared to the same setup on SNIPS-NLU and
CLINC. We therefore investigate the position of
the correct label when ranking embedding similar-
ities. Table 6 shows the percentage of examples
where the correct label is ranked within the top-k
by embedding similarity for k = 1, 3, 5, 10. We
note for erroneous predictions, the correct label is
within the Top-3 in 67.11% of cases, 81.89% in
Top-5 and 90.94% in Top-10. This implies that our
approach can be used to identify candidate intents
from a larger set of intents, with a high success rate
even for small values of k (i.e. 91.01% Top-3).

Analysis Summary Our proposed approach per-
forms well overall against the strong baseline meth-
ods in unseen intent classification; however, it
struggles in certain instances with overlaps in in-
tents within the same domain. We identified po-
tential areas for future work to pursue in tackling
said issues. The results of our experiments have
shown intent label descriptions can perform well
as intent prototypes in this problem setting, and
that the addition of paraphrasing and masking can
further improve performance.

Limitations This approach contains a number
of limitations: We have identified issues with the
descriptiveness of individual labels earlier in this
section, and textual labels may not be readily avail-
able for certain datasets, though summarisation
methods may be effectively applied to a few user
utterances to produce such labels. Our evaluation
compares against previous works using scores as
reported in their respective papers, further work can
be done to replicate their experiments to mitigate
any potential risk arising from differences in exper-
imental settings. Future work may also investigate

the application of descriptions to tasks outside of
intent classification, such as emotion recognition
(Rashkin et al., 2019).

8 Conclusion

Dataless classification allows for scaling to a large
number of unseen classes without requiring train-
ing on labelled, task-specific data. The benefits
of such an approach can enhance development of
task-oriented dialogue systems in application to
data-poor or compute-limited scenarios where sup-
ported intents may also change as the system is
developed. In this paper, we have explored the
potential of current SOTA text embedding models
in dataless intent classification settings using three
different approaches for representing intent classes
and compared our results against strong zero-shot
learning baselines. We proposed a method for stan-
dardising the generation of intent label descriptions
with an aim to minimise the amount of human an-
notation required to further support scaling to high
numbers of intent classes. Our results have shown
that description-augmented dataless classification
methods can achieve comparable, and sometimes
superior performance to zero-shot methods on the
task of intent classification.
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A Utterance Paraphrasal

Table 7 contains an example template used
to generate paraphrases for utterances from
the CLINC dataset. Examples used in the
template do not appear in the dataset and
do not make explicit mentions of classes.
We use length_penalty=-1 to encourage
shorter outputs, repetition_penalty=1.2
and num_beams=3, we use default values for all
other generation parameters.

We perform an additional ablation study over
the choice of examples in the paraphrase genera-
tion template using 9 different examples across 3
configurations for each of SNIPS and MASSIVE
datasets. We select these datasets specifically as
we believe they differ sufficiently in number of
intents and domains. Across 3 ablation configura-
tions and the original paraphrasing setup, we obtain
an overall score (mean of accuracy and macro-f1)
of 92.66 ± 0.19% for SNIPS and 65.48 ± 0.18%
for MASSIVE. As the standard deviation is low
in both instances, we conclude that the choice of
examples in the paraphrase generation prompt has
little impact on the final performance through our
setup.

Prompt
Given an utterance, describe what the user is asking.

sentence: "set an alarm for every weekday at 7 am"
description: user is asking to set an alarm for every
weekday at 7am

sentence: "can you show me the step-by-step instruc-
tions to bake chocolate chip cookies"
description: user is asking for recipe for chocolate chip
cookies

sentence: "could you please tell me what time it is now"
description: user is asking for the current time

sentence: "{}"
description:

Table 7: Example template used to generate user utter-
ance paraphrases from the CLINC dataset.

B Example Masking Procedure

Given an user utterance “i want to watch animated
movies at Showcase Cinemas”, we first perform de-
pendency parsing to identify utterance objects that
can be masked. Figure 2 shows an illustration of the
resulting parsed dependency relations. Following
the approach outlined in Section 3.3.3, we mask out
nodes with any of {dobj, pobj, ccomp} re-
lations, namely “animated movies” and “Showcase
Cinemas” to produce the resulting masked repre-
sentation “i want to watch [MASK] at [MASK]”.

C Details of selected models

Basic model specifications are shown in Table 8.

Model s dh l µMTEB

InstructORLarge 1.34 768 512 61.59

E5-v2Base 0.44 768 512 61.50
E5-v2Large 1.34 1024 512 62.25
Multilingual-E5Large 2.24 1024 514 61.50
E5Large 1.34 1024 512 61.42

GTESmall 0.07 384 512 61.36
GTEBase 0.22 768 512 62.39
GTELarge 0.67 1024 512 63.13

BGESmall 0.13 384 512 62.17
BGEBase 0.44 768 512 63.55
BGELarge 1.34 1024 512 64.23

OpenAI-Ada-002 - 1536 8191 60.99

Table 8: Specifications of selected models grouped by
training method. Column s shows model size (GB), dh
embedding dimensions, l maximum sequence length
and µMTEB averaged performance on MTEB bench-
mark.

25

https://doi.org/10.18653/v1/D19-1404
https://doi.org/10.18653/v1/D19-1404
https://doi.org/10.18653/v1/D19-1404
https://doi.org/10.1007/s10115-018-1280-0
https://doi.org/10.1007/s10115-018-1280-0
https://doi.org/10.1109/CCIS53392.2021.9754674
https://doi.org/10.1109/CCIS53392.2021.9754674
https://doi.org/10.18653/v1/2022.acl-long.39
https://doi.org/10.18653/v1/2022.acl-long.39


Figure 2: Example dependency parse tree from the SNIPS dataset.

InstructOR (Su et al., 2023) embeds the utter-
ance with a task description, allowing for task-
specific conditioning at inference time, with good
performance on unseen domains. Trained on 330
datasets using a contrastive learning objective (Ni
et al., 2022). This family of models is initialised
from GTR (Ni et al., 2022) models, which are in-
turn initialised from T5 (Raffel et al., 2020) models.

E5 (Wang et al., 2022) performs unsupervised
pretraining on the model on ∼270M text pairs us-
ing an InfoNCE (van den Oord et al., 2019) ob-
jective with other utterances within the batch act-
ing as negative examples, followed by supervised
fine-tuning on 3 datasets. We select the Base and
Large variants, initialised from bert-base-uncased
and bert-large-uncased-whole-word-masking re-
spectively.

GTE (Li et al., 2023b) pretrains the model on
∼800M text pairs and fine-tunes using 33 datasets.
The contrastive learning objective used in this work
considers, for each query-document pair (qi, di) in
a batch, the pairwise relation to the remaining ex-
amples {(qj , dj)}j ̸=i. The embedding similarities
s(qi, dj), s(qi, qj), s(di, dj) are added to the parti-
tion function, where s(q, d) is the cosine similarity
between two embeddings.

BGE The work (Xiao et al., 2023) initialised
from BERT (Devlin et al., 2019) models and trained
using RetroMAE (Xiao et al., 2022) whereby both
the input sentence and sentence embeddings in an
autoencoder setup are randomly masked during
MLM training. The authors use [CLS] token em-
beddings as the sentence representation. Our ex-
perimentation showed a slight improvement when
using averaged token embeddings (Mean perfor-
mance +0.82% Tokenized-labels, +1.06% Class-
description).

D Full Results

See Table 9 for individual accuracy and macro-f1
scores by task and model.

E Further Ablations

We conduct further ablation studies using
bge-small-en-v1.5 (Table 10) and
gte-large (Table 11) models to verify
the findings of our main ablation study conducted
on bge-large-en-v1.5 (Table 4). We note
that similar trends are observed with the different
models, in that our proposed setup utilising a
combination of the original utterance embedding
with paraphrase embedding and masked utter-
ance embedding using entity overlaps produced
consistently higher scores.

F Description Paraphrasing

To produce paraphrases of intent descriptions, we
leverage a stablelm-2-1_6b-chat model in
a similar setup to our inference-time utterance para-
phrasal. We increase temperature value from 0.5
to 4.1 in increments of 0.2, producing a paraphrase
for each value. We then filter the generated set of
descriptions for duplicates and enforce our Label
Preservation and Format Consistency constraints,
resulting in an average of 3.94 paraphrases per in-
tent in addition to the original manually produced
intent description. Each paraphrase has an aver-
age Levenshtein distance of 4.61 to the manual
intent description. We replace half of all intent de-
scriptions for each dataset with randomly sampled
paraphrases, we produce 200 such combinations
and repeat our experiments. Table 12 shows exam-
ples of paraphrased intent deescriptions for each
dataset.

G t-SNE Visualisation

Due to the challenge to readability posed by the
large number of intents in the CLINC dataset, in-
stead sample the 15 top-performing (100% accu-
racy) and lowest-performing (24.47% accuracy) in-
tent classes for illustration, with the results shown
in Figures 1c and 1d respectively.
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Model ATIS SNIPS CLINC MASSIVE
Acc F1 Mean Acc F1 Mean Acc F1 Mean Acc F1 Mean

B
as

el
in

es

ICR 35.54 34.54 35.04 - - - - - - - - -
SEG - - - 69.61 69.31 69.46 - - - - - -
ML-SEG - - - 77.08 75.97 76.53 - - - - - -
TIROrig - - - - - - 63.90 73.10 68.50 - - -
TIRSyn - - - - - - 58.00 61.30 59.65 - - -
CosT 46.04 45.21 45.62 47.73 62.84 55.28 62.73 70.28 66.50 - - -
LTA 66.09 55.02 60.55 90.09 84.22 87.16 73.18 75.74 74.46 - - -
TTCD - - - - - - - 54.73 - - 54.22 -

Baselines 66.09 55.02 60.55 90.09 84.22 87.16 73.18 75.74 74.46 - 54.22 -

To
ke

ni
ze

d
In

te
nt

La
be

ls

Instr.Large 12.41 25.03 18.72 82.71 82.07 82.39 64.50 61.02 62.76 51.86 47.62 49.74
E5-v2Base 13.20 27.58 20.39 77.30 76.96 77.13 65.33 62.40 63.87 49.91 45.97 47.94
E5-v2Large 14.67 38.61 26.64 70.83 69.15 69.99 61.56 59.24 60.40 50.88 46.83 48.85
mE5Large 16.41 28.53 22.47 59.90 58.80 59.35 59.13 55.56 57.34 47.63 44.34 45.98
E5Large 44.71 36.43 40.57 75.68 73.21 74.44 70.27 67.96 69.11 51.30 49.78 50.54
Ada-002 21.88 30.09 25.98 83.32 82.19 82.75 68.25 65.70 66.97 51.50 47.90 49.70
GTESmall 14.28 27.21 20.75 74.94 73.04 73.99 69.38 67.55 68.47 55.78 51.90 53.84
GTEBase 68.99 42.34 55.66 82.37 81.14 81.75 71.56 69.74 70.65 55.15 51.44 53.30
GTELarge 45.14 34.42 39.78 80.13 78.60 79.36 70.44 68.64 69.54 52.88 49.08 50.98
BGESmall 11.40 27.60 19.50 79.20 76.81 78.00 71.67 69.89 70.78 59.21 52.43 55.82
BGEBase 52.15 39.34 45.74 77.73 75.88 76.81 73.85 72.24 73.05 60.55 55.89 58.22
BGELarge 48.24 40.11 44.17 80.60 78.74 79.67 74.05 72.45 73.25 58.19 54.53 56.36

In
te

nt
La

be
lD

es
cr

ip
tio

ns

Instr.Large 41.24 43.12 42.18 85.85 85.35 85.60 77.95 76.55 77.25 57.95 55.52 56.73
E5-v2Base 64.84 40.04 52.44 87.75 87.23 87.49 72.15 69.68 70.92 55.57 53.73 54.65
E5-v2Large 62.33 41.98 52.16 87.84 86.77 87.31 72.39 70.59 71.49 57.30 55.65 56.48
mE5Large 75.85 45.16 60.51 84.64 83.11 83.88 73.09 71.39 72.24 60.09 56.67 58.38
E5Large 63.60 41.52 52.56 89.00 88.83 88.92 75.50 74.25 74.88 58.00 56.32 57.16
Ada-002 58.97 43.71 51.34 89.71 89.28 89.50 78.75 76.86 77.81 59.49 58.03 58.76
GTESmall 66.62 42.80 54.71 84.62 84.22 84.42 71.19 69.22 70.20 55.18 51.86 53.52
GTEBase 63.21 41.99 52.60 86.60 86.22 86.41 75.90 74.30 75.10 56.47 54.62 55.55
GTELarge 66.91 44.79 55.85 86.65 86.01 86.33 76.62 75.04 75.83 59.27 57.85 58.56
BGESmall 55.69 39.99 47.84 86.01 85.01 85.51 73.04 71.01 72.03 57.31 54.27 55.79
BGEBase 53.14 44.37 48.76 88.66 87.98 88.32 78.38 76.85 77.61 60.91 58.92 59.91
BGELarge 62.07 47.70 54.88 89.58 89.01 89.30 79.70 78.46 79.08 63.29 62.88 63.09

+
Pa

ra
ph

ra
se

an
d

M
as

ki
ng

Instr.Large 52.03 46.11 49.07 90.22 89.49 89.86 80.82 79.51 80.17 61.54 59.79 60.66
E5-v2Base 78.39 43.47 60.93 90.33 89.72 90.03 75.80 74.31 75.06 59.48 57.81 58.65
E5-v2Large 52.10 44.02 48.06 86.88 84.24 85.56 75.15 74.22 74.69 60.02 58.27 59.15
mE5Large 77.50 37.93 57.72 85.09 81.62 83.36 75.68 74.31 75.00 61.04 57.67 59.35
E5Large 65.37 42.19 53.78 91.96 91.89 91.92 76.40 76.13 76.27 61.01 59.17 60.09
Ada-002 67.81 46.22 57.02 90.88 90.14 90.51 80.50 78.97 79.73 62.30 59.92 61.11
GTESmall 68.03 38.94 53.48 88.46 87.75 88.11 72.05 70.95 71.50 60.04 57.53 58.78
GTEBase 80.50 47.91 64.20 86.68 85.07 85.88 76.16 75.33 75.75 60.14 58.41 59.27
GTELarge 71.27 50.00 60.63 92.00 91.40 91.70 79.46 78.31 78.89 62.61 61.63 62.12
BGESmall 62.12 46.20 54.16 91.07 90.45 90.76 75.81 74.27 75.04 61.52 59.11 60.31
BGEBase 67.91 49.46 58.69 92.00 91.63 91.81 80.34 79.25 79.80 63.09 61.98 62.53
BGELarge 69.57 52.51 61.04 92.81 92.33 92.57 81.95 81.09 81.52 65.49 65.76 65.62

Table 9: Performance of baseline and selected models on 4 intent classification tasks. We report accuracy, macro-f1
score and the mean of both for each dataset. For each metric, bold denotes highest score, underline denotes
second-highest
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Setup ATIS SNIPS CLINC MASSIVE Overall
embeds only 47.84 85.51 72.02 55.79 65.29
pp only 55.57 84.73 71.18 59.14 67.65
masked only 21.77 71.66 29.94 26.66 37.51
embeds + pp 52.87 86.83 75.56 60.12 68.85
embeds + masked 44.11 90.53 67.12 54.01 63.94
pp + masked 52.44 91.16 68.17 57.95 67.43
embeds + pp + masked 54.16 91.19 74.47 59.82 69.91
(overlap) embeds + masked 44.11 90.69 69.39 55.35 64.89
(overlap) pp + masked 52.44 90.68 69.41 58.32 67.71
(overlap) embeds + pp + masked 54.16 90.76 75.04 60.23 70.05

Table 10: Ablations on 4 intent classification datasets using a bge-small-en-v1.5 model. Overall denotes the
mean of accuracy and macro-f1 scores across all datasets.

Setup ATIS SNIPS CLINC MASSIVE Overall
embeds only 55.85 86.33 75.83 58.56 69.14
pp only 51.39 83.93 75.87 60.49 67.92
masked only 35.15 75.00 35.71 31.45 44.33
embeds + pp 55.26 86.39 78.86 62.29 70.70
embeds + masked 61.38 92.34 72.92 57.10 70.94
pp + masked 59.17 91.69 73.21 59.86 70.98
embeds + pp + masked 60.64 91.89 78.64 61.97 73.29
(overlap) embeds + masked 61.38 92.31 74.41 57.91 71.50
(overlap) pp + masked 59.17 91.42 74.33 60.06 71.25
(overlap) embeds + pp + masked 60.64 91.70 78.89 62.14 73.34

Table 11: Ablations on 4 intent classification datasets using a gte-large model. Overall denotes the mean of
accuracy and macro-f1 scores across all datasets.

H Embedding Similarities Analysis

We perform additional analysis on the mean em-
bedding similarity of sentences within the same
intent class (in-class) and of different intents (out-
class). For a set of intent classes C and utterances
U , we calculate the mean in-class similarity sin and
out-class similarity sout as

sin =
1

|C|
∑

c∈C

∑

ui∈Uc

∑

uj∈Uc\{ui}

s(h(ui),h(uj))

nc(nc − 1)

sout =
1

|C|
∑

c∈C

∑

ui∈Uc

∑

uj∈Uc′

s(h(ui),h(uj))

ncnc′

where Uc and Uc′ denotes the set of utterances be-
longing to class c and all classes other than c′ re-
spectively, nc is the number of utterances in set Uc.
The mean in-class and out-class similarity scores
are shown per dataset (Table 13). From a basic cor-
relation analysis of the mean embedding similarity
against a number of metrics, we note for model

performance on the MTEB benchmark there exists
a strong positive correlation to the difference ∆s

between in-class and out-class examples (Pearson
r = 0.72, p < 0.01) as well as %∆s (Pearson
r = 0.73, p < 0.01), and there exists a strong neg-
ative correlation to the mean out-class similarity
µsout (Pearson r = −0.72, p < 0.01).

I Synthetic Examples

We compare additionally against synthetic utter-
ance generated for each intent class. We leverage
gpt-3.5-turbo (OpenAI, 2023) for this pur-
pose, by including the tokenized intent labels and
label description within the prompt to generate a
set S of questions or commands fitting said intent
i.e. “Given a category tokenized_intent and
the description description, Please generate
n different example sentences of users asking ques-
tions or making commands that fit the given cate-
gory.". At inference time, we sample k synthetic
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Intent Description Paraphrase

abbreviation
user is asking what an
abbreviation stands for or mean

"user is asking for a definition or explanation of an abbreviation"
"user wants clarification on an abbreviation meaning"
"user is asking about the meaning of an abbreviation"

aircraft user is asking about an aircraft
"user is asking about an aircraft ticket or booking details"
"user wants to know about an aircraft"
"user wants information about an aircraft"

airfare
user is asking about fares, costs
or airfares

"user wants to know airfare prices"
"user wants to know about airfare prices"

AddToPlaylist
user wants to add a song to a
playlist

"user wants to include a song in their playlist"
"user wants to incorporate a song into their music collection"
"user wants to add a song to their playlist"

RateBook
user wants the rating of/to rate a
book

"user wants to give an opinion on a book"
"user wants to leave a rating for a book"
"user wants to leave a review on/ rate the book"

SearchScreeningEvent
user wants to know when a
movie is on/screening time of a
movie

"user wants movie screening information"
"user wants to know movie screening schedule"
"user wants to know movie screening time"

accept_reservations
user wants to know if a location
accept reservations

"user wants to check if the place allows reservations"
"user wants to check if a place allows reservations"
"user wants to check location reservations"

alarm user wants to set or get an alarm
"user wants a time alarm"
"user wants to set a reminder or schedule an alarm"
"user wants to set an alarm clock"

calendar
user wants to know about
events from their calendar

"user is asking for event details from their calendar"
"user wants to see their calendar for upcoming events"
"user wants to check events in their calendar"

email_query user is asking about email
"user wants to know how to send an email"
"user wants to know how to use email effectively"
"user wants an email response or clarification"

general_greet user is saying a greeting
"user wants to talk or greet someone"
"user wants to greet or say hello"
"user wants to greet you or acknowledge your presence"

news_query user is asking about the news
"user wants to learn about the latest news"
"user wants to know the latest news"
"user wants news update or clarification"

Table 12: Intents, descriptions and example paraphrases from all 4 intent classification datasets.
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Dataset µsin σsin µsout σsout ∆s %∆s

ATIS 0.80 0.06 0.77 0.06 0.03 3.86
SNIPS 0.76 0.04 0.69 0.05 0.07 8.65
CLINC 0.83 0.05 0.68 0.05 0.15 17.86
MASSIVE 0.80 0.05 0.69 0.05 0.11 13.73

Table 13: Mean embedding similarity of sentences
within the same class (in) and different classes (out).
∆s denotes the average difference between in-class and
out-class, %∆s denotes the percentage average differ-
ence of similarity.

k Metric ATIS SNIPS CLINC
µ σ µ σ µ σ

k
=

1 Mean 23.59 8.42 71.37 5.51 53.87 5.42
∆Label -6.15 -4.23 -4.94 -1.02 -13.31 0.37
∆Desc -24.08 4.38 -15.54 2.57 -20.60 2.48

k
=

3 Mean 28.63 7.41 77.27 4.16 64.65 3.21
∆Label -1.10 -5.23 0.96 -2.37 -2.53 -1.84
∆Desc -19.03 3.37 -9.64 1.22 -9.82 0.27

k
=

5 Mean 30.05 6.74 78.54 3.98 67.29 2.81
∆Label 0.31 -5.90 2.24 -2.55 0.11 -2.23
∆Desc -17.62 2.70 -8.36 1.04 -7.18 -0.13

k
=

1
0 Mean 30.80 5.33 79.63 3.57 69.24 2.48

∆Label 1.06 -7.31 3.32 -2.96 2.06 -2.57
∆Desc -16.87 1.29 -7.28 0.63 -5.23 -0.46

k
=

1
5 Mean 31.12 5.15 80.06 3.46 69.99 2.50

∆Label 1.38 -7.49 3.75 -3.07 2.80 -2.55
∆Desc -16.55 1.12 -6.85 0.52 -4.49 -0.44

Table 14: Averaged mean of accuracy and macro-f1
scores experiments conducted across 20 samples and
12 models using k number of synthetic examples per
intent class. ∆Label and ∆Desc are differences to the
averaged performance of methods using tokenized la-
bels and intent descriptions respectively.

examples for c classes and make prediction ŷi as
follows:

ŷi = argmax
c

∑k
m s(h(ui),h(s

c
m))

k

where scm denotes the mth example utterance be-
longing to intent class c ∈ C. Examples of syn-
thetic utterances can be found in Appendix I. We re-
port on the results separately in Section I.1 and the
full results can be seen in Appendix J. We also con-
sider synthetic examples generated using gpt-4
but found the average performance to be lower on
our task (Appendix K).

I.1 Results: Methods using Synthetic Data

We evaluate the efficacy of methods using syn-
thetic examples by generating a set of n = 20
synthetic examples, from which we sample k to
act as class prototypes, we repeat this procedure
20 times and compute the average performance

across all samples. Table 14 shows averaged model
performance across all 12 selected models and sam-
ples for k = [1, 3, 5, 10, 15]. For full results see
Table 18 in Appendix J. We conducted additional
experimentation with k > 15 but found further in-
creasing k did not yield significant improvements
in performance. We note our method using k = 15
synthetic examples outperforms tokenized labels
on SNIPS (80.06 vs 76.30) and CLINC (69.99 vs
67.18) datasets, but underperforms slightly on the
ATIS dataset (31.12 vs 31.70). Synthetic examples
underperforms description-based methods by a con-
siderable margin on all datasets, suggesting single
intent label descriptions can be more powerful as
class prototypes than synthetic instances. We note
also the higher standard deviation σ in performance
compared to the description-augmented method but
lower compared to methods using tokenized labels.

I.2 Table of intents, descriptions and sampled
synthetic examples generated using
gpt-3.5-turbo

See Table 15 (ATIS), Table 16 (SNIPS) and Table
17 (CLINC).

J Full table of results for approach using
synthetic examples generated using
gpt-3.5-turbo

See Table 18.

K Table of averaged mean and standard
deviation statistics for examples
generated using gpt-4

See Table 19.
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Intent Description Synthetic Examples

abbreviation
user is asking what an
abbreviation stands for
or mean

“what does eta stand for?"
“can you tell me the meaning of atc?"
“what is the abbreviation vfr referring to?"

aircraft user is asking about an
aircraft

“what is the maximum speed of this aircraft?"
“can you provide me with the dimensions of the aircraft?"
“how many passengers can this aircraft accommodate?"

airfare user is asking about
fares, costs or airfares

“what are the airfare options for a round-trip flight from new york to los angeles?"
“can you provide me with the cost of a first-class airfare from london to paris?"
“how much does it usually cost for a one-way airfare from tokyo to sydney?"

airline user is asking about an
airline/airlines

“which airline offers the most affordable tickets from los angeles to new york?"
“can you recommend any airlines that provide extra legroom for tall passengers?"
“what are the baggage restrictions for this airline?"

airport user is asking about an
airport/airports

“which airports in new york have direct flights to los angeles?"
“can you provide me with information about the nearest airport to my current location?"
“how long does it take to get from the city center to heathrow airport?"

capacity user is asking about
capacity (of an aircraft)

“what is the seating capacity of a boeing 747 aircraft?"
“can you tell me the maximum passenger capacity of a airbus a380?"
“what is the cargo capacity of a cessna 172 aircraft?"

cheapest user is asking about the
cheapest (fare)

“can you find me the cheapest flight from new york to los angeles?"
“i need the cheapest airfare available for a one-way trip from london to barcelona."
“what is the cheapest flight i can get from chicago to miami during the christmas holidays?"

city user is asking about a
city or place

“can you provide me with flight options to new york city?"
“what are the popular attractions in san francisco?"
“which airlines operate flights to tokyo?"

day_name user is asking about a
day (of the week)

“which day of the week is the best to book a flight?"
“can you tell me the day of the week for my flight to new york?"
“what is the departure day for the flight to london?"

distance
user is asking for the
distance between
places/locations

“what is the distance between new york and los angeles?"
“calculate the distance from london to paris."
“how far is it from sydney to melbourne?"

flight user is asking about
available flights

“what flights are available from new york city to los angeles tomorrow?"
“can you please check if there are any direct flights from london to tokyo?"
“i need to book a one-way flight from chicago to miami on the 15th of june."

flight_no user is asking about a
flight number

“what is the flight number for the flight from new york to london?"
“can you provide me with the flight number for the 6:00 am departure to los angeles?"
“i need to know the flight number for the red-eye flight to chicago."

flight_time
user is asking about
departue time or
schedule for a flight

“what is the flight time for the next available flight to new york?"
“can you tell me the departure time for flight 123 to london?"
“i need to know the schedule for flights leaving tomorrow morning."

ground_fare
user is asking about the
ground fare at a
destination

“what is the average ground fare in los angeles?"
“can you provide information about ground fares in paris?"
“how much should i expect to pay for ground transportation in london?"

ground_service
user is asking about
ground service at a
location

“what are the available ground services at this airport?"
“can you provide me with information about ground services at the destination airport?"
“is there wheelchair assistance available as part of the ground services?"

meal user is asking about
meals/catering

“what meal options are available for the flight?"
“can i request a vegetarian meal for my flight?"
“do you have any special meals for passengers with dietary restrictions?"

quantity
user is asking about the
quantity/amount of
something

“how many flight attendants are there on this flight?"
“could you tell me the total weight of the luggage allowed per passenger?"
“how many passengers are currently on board the plane?"

restriction user is asking about
restrictions

“can you please provide me with the baggage restrictions for my upcoming flight?"
“what are the restrictions on carrying liquids in my hand luggage?"
“are there any age restrictions for children traveling alone on your flights?"

Table 15: Intents, descriptions and synthetic examples for the ATIS dataset.
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Intent Description Synthetic Examples

AddToPlaylist user wants to add a song to a
playlist

“hey, can you please add this new release to my workout
playlist?"
“add the latest hit by taylor swift to my party playlist, please."
“can you include this classic rock track in my road trip playlist?"

BookRestaurant user wants to book/make a
reservation at a restaurant

“can you help me book a table at a fancy restaurant for this
saturday?"
“i would like to make a reservation for two at the most popular
restaurant in town."
“what is the best way to book a restaurant online?"

GetWeather user wants to know about the
weather

“what will be the weather like tomorrow?"
“can you provide me with a detailed weather forecast for the
next week?"
“is it going to rain today?"

PlayMusic user wants to play a song
“hey, playmusic! can you play ’shape of you’ by ed sheeran?"
“playmusic, please play some soothing music to help me relax."
“i’m in the mood for some throwback tunes. playmusic, can you
play ’don’t stop believin’ by journey?"

RateBook user wants the rating of/to rate a
book

“can anyone recommend a ratebook website where I can find
reviews and ratings for the latest bestsellers?"
“what’s the highest-rated ratebook on the market right now? i
want to make sure i’m picking something worthwhile."
“i’d like some suggestions for popular ratebooks in the fantasy
genre. any recommendations?"

SearchCreativeWork user wants to find a creative
work (book, song etc.)

“can you help me search for a creative work that is similar to
harry potter?"
“i’m looking for a book recommendation, search for a creative
work with a thrilling mystery plot."
“find me a song that has won multiple awards and has a catchy
melody."

SearchScreeningEvent
user wants to know when a
movie is on/screening time of a
movie

“when is the next screening event for the movie avengers:
endgame?"
“what are the screening times for the romantic comedy crazy,
stupid, love?"
“can you tell me the showtimes for the movie joker in theaters
nearby?"

Table 16: Intents, descriptions and synthetic examples for the SNIPS dataset.
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Intent Description Synthetic Examples

timezone user is asking about
timezone

“can you please tell me the current timezone in new york city?"
“what is the timezone difference between san francisco and
tokyo?"
“i need to know the exact timezone utc offset for london."

fun_fact user wants to know a
fun fact

“tell me a fun fact about the eiffel tower!"
“i need a fun fact to impress my friends at dinner tonight."
“give me a fun fact about dolphins, please."

date user wants to know the
current date

“what is today’s date?"
“can you tell me the current date?"
“i need to know the date, please."

what_can_i_ask_you user wants to know
what can be asked

“what kind of questions are appropriate to ask you?"
“can you provide me with a list of topics that i can ask you
about?"
“i’m curious, what type of questions am i allowed to ask in this
category?"

todo_list_update user wants to update or
change todo list

“how can i edit my current todo list?"
“can you show me how to modify my existing tasks in the todo
list?"
“is there a way to change the priority of items on the todo list?"

bill_balance user wants to know
their bill balance

“what is my current bill balance?"
“can you please provide the details of my bill balance?"
“i need to know how much is due on my bill."

schedule_meeting user wants to schedule
meeting

“can you help me schedule a meeting for next week?"
“i need assistance in setting up a meeting with our new client."
“how do i go about scheduling a team meeting for tomorrow?"

routing user wants to know
about routing number

“what is a routing number and why is it important for banking?"
“how can i find the routing number for my bank account?"
“can you explain the specific purpose of a routing number in
online transactions?"

food_last user wants to know how
long a food lasts

“how long can i safely keep cooked chicken in the refrigerator?"
“what is the shelf life of fresh milk at room temperature?"
“can you give me some tips on how to extend the life of avoca-
dos?"

bill_due user wants to know
when a bill is due

“hey, can you remind me when my electricity bill is due?"
“what’s the due date for my credit card bill this month?"
“i need to know when my phone bill is due. can you help me
with that?"

time user is asking for the
time

“what is the current time?"
“could you please tell me what time it is?"
“do you have the time?"

freeze_account user wants to freeze
their account

“how can i freeze my account temporarily?"
“i need to put a hold on my account, can you assist me?"
“please freeze my account until further notice."

rollover_401k user wants to know
about 401k rollover

“how can i rollover my 401k into a new retirement account?"
“can you explain the process of a 401k rollover to me?"
“what are the benefits of doing a rollover with my 401k?"

travel_alert user wants to know
about travel alerts

“are there any current travel alerts that i should be aware of?"
“notify me if there are any travel alerts for my upcoming desti-
nation."
“can you provide me with the latest travel alerts for international
travel?"

translate user wants to translate
“can you translate this document from english to french?"
“excuse me, i need assistance translating this menu into spanish."
“how can i translate this phrase into italian?"

Table 17: Intents, descriptions and synthetic examples for 15 intents from the CLINC dataset.
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Model ATIS SNIPS CLINC
Acc F1 Mean Acc F1 Mean Acc F1 Mean

n
=

1
InstructORLarge 32.77 23.99 28.38 72.60 69.26 70.93 56.94 53.71 55.32
E5-v2Base 27.01 19.30 23.16 70.28 66.52 68.40 50.05 47.21 48.63
E5-v2Large 29.50 19.12 24.31 68.09 64.41 66.25 47.24 44.54 45.89
Multilingual-E5Large 23.85 18.37 21.11 64.02 60.24 62.13 45.68 43.54 44.61
E5Large 28.57 20.22 24.40 69.35 66.13 67.74 54.44 51.38 52.91
OpenAI-Ada-002 30.86 19.40 25.13 75.35 72.78 74.07 57.70 54.42 56.06
GTESmall 25.87 20.15 23.01 65.42 62.17 63.80 51.37 48.41 49.89
GTEBase 25.34 20.33 22.83 69.09 65.89 67.49 53.10 50.04 51.57
GTELarge 29.94 21.83 25.88 70.02 66.56 68.29 54.95 51.72 53.34
BGESmall 27.44 21.32 24.38 66.60 62.76 64.68 52.69 49.56 51.13
BGEBase 24.57 20.62 22.59 70.39 66.52 68.46 55.24 52.21 53.72
BGELarge 33.97 23.83 28.90 71.31 67.29 69.30 58.17 54.73 56.45

n
=

3

InstructORLarge 39.20 29.25 34.22 76.71 72.39 74.55 67.88 64.84 66.36
E5-v2Base 35.75 26.97 31.36 76.25 71.56 73.90 63.52 60.63 62.08
E5-v2Large 40.41 27.85 34.13 75.68 70.98 73.33 62.35 59.47 60.91
Multilingual-E5Large 25.07 25.90 25.48 75.67 70.93 73.30 60.56 58.19 59.37
E5Large 37.33 29.64 33.48 74.57 70.24 72.40 67.18 64.25 65.72
OpenAI-Ada-002 46.96 26.53 36.74 82.42 80.27 81.34 68.77 65.77 67.27
GTESmall 24.50 26.95 25.72 71.00 67.40 69.20 62.38 59.16 60.77
GTEBase 30.05 27.82 28.93 74.57 70.63 72.60 64.69 61.76 63.23
GTELarge 40.40 29.40 34.90 75.04 71.23 73.14 65.78 62.67 64.23
BGESmall 29.24 27.49 28.37 73.49 68.98 71.23 64.59 61.72 63.16
BGEBase 28.35 27.00 27.67 73.83 69.23 71.53 66.59 63.66 65.13
BGELarge 38.30 28.14 33.22 74.83 70.09 72.46 68.05 64.62 66.34

n
=

5

InstructORLarge 41.77 32.86 37.31 78.36 74.08 76.22 70.30 67.51 68.90
E5-v2Base 34.49 28.76 31.63 78.53 73.47 76.00 66.75 63.94 65.34
E5-v2Large 36.82 29.53 33.17 78.02 73.66 75.84 65.70 62.76 64.23
Multilingual-E5Large 31.29 29.28 30.29 76.21 72.18 74.19 64.36 61.78 63.07
E5Large 37.24 32.79 35.01 76.04 71.20 73.62 69.63 66.62 68.13
OpenAI-Ada-002 45.01 28.38 36.70 84.56 82.60 83.58 70.81 68.03 69.42
GTESmall 32.92 30.05 31.48 73.21 69.16 71.18 65.63 62.58 64.10
GTEBase 29.90 30.02 29.96 76.54 72.13 74.33 67.11 63.95 65.53
GTELarge 41.92 32.41 37.17 75.73 71.18 73.45 68.48 65.38 66.93
BGESmall 35.33 32.64 33.99 72.85 68.06 70.46 67.15 64.35 65.75
BGEBase 27.94 29.49 28.72 76.61 71.90 74.25 69.42 66.52 67.97
BGELarge 35.79 32.38 34.08 76.26 71.00 73.63 70.68 67.64 69.16

n
=

1
0

InstructORLarge 47.38 33.77 40.58 80.58 76.50 78.54 72.37 69.68 71.03
E5-v2Base 37.04 32.17 34.60 80.31 74.92 77.61 69.59 66.86 68.23
E5-v2Large 46.80 32.53 39.66 79.11 74.31 76.71 68.65 65.70 67.17
Multilingual-E5Large 30.88 32.70 31.79 78.71 74.43 76.57 67.87 65.39 66.63
E5Large 41.44 34.74 38.09 77.83 73.35 75.59 72.42 69.62 71.02
OpenAI-Ada-002 46.60 32.90 39.75 85.57 83.46 84.51 73.30 70.60 71.95
GTESmall 32.71 33.53 33.12 74.77 70.42 72.59 67.48 64.56 66.02
GTEBase 28.05 31.23 29.64 77.35 72.76 75.06 69.50 66.44 67.97
GTELarge 45.05 35.25 40.15 76.29 71.67 73.98 69.86 66.90 68.38
BGESmall 36.24 34.44 35.34 75.95 71.13 73.54 68.96 66.27 67.61
BGEBase 31.14 31.62 31.38 78.15 73.07 75.61 71.48 68.73 70.10
BGELarge 43.19 35.56 39.38 77.77 72.44 75.10 72.36 69.39 70.88

n
=

1
5

InstructORLarge 40.59 35.40 37.99 80.57 75.75 78.16 73.10 70.54 71.82
E5-v2Base 42.17 34.44 38.31 80.25 74.65 77.45 70.18 67.50 68.84
E5-v2Large 47.71 33.67 40.69 79.86 74.66 77.26 69.70 66.69 68.19
Multilingual-E5Large 28.31 33.48 30.89 79.91 75.32 77.61 69.31 66.76 68.03
E5Large 42.42 36.31 39.36 78.02 73.00 75.51 73.13 70.26 71.69
OpenAI-Ada-002 48.13 34.26 41.20 87.04 85.03 86.03 73.97 71.36 72.66
GTESmall 38.54 34.38 36.46 75.03 70.32 72.68 68.63 65.60 67.12
GTEBase 33.68 32.35 33.02 78.27 73.56 75.92 69.86 66.73 68.29
GTELarge 37.98 34.38 36.18 77.78 72.93 75.36 70.51 67.62 69.07
BGESmall 28.06 34.30 31.18 75.43 70.54 72.98 70.20 67.56 68.88
BGEBase 27.20 31.08 29.14 78.92 73.65 76.29 71.93 69.15 70.54
BGELarge 42.22 37.06 39.64 78.76 73.43 76.10 73.17 70.24 71.71

Table 18: Results per model using k synthetic examples averaged across 20 samples.
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k Metric ATIS SNIPS CLINC
µ σ µ σ µ σ

k
=

1 Mean 24.51 10.15 67.63 5.48 51.63 5.13
∆Label -7.19 -2.58 -8.68 -1.05 -15.56 0.08
∆Desc -27.38 6.37 -19.29 2.46 -22.92 2.12

k
=

3 Mean 31.19 8.61 73.25 4.49 63.71 2.76
∆Label -0.51 -4.11 -3.06 -2.04 -3.47 -2.29
∆Desc -20.70 4.84 -13.66 1.47 -10.83 -0.25

k
=

5 Mean 33.29 7.90 74.73 4.16 66.54 2.35
∆Label 1.59 -4.82 -1.57 -2.37 -0.64 -2.70
∆Desc -18.60 4.13 -12.18 1.14 -8.00 -0.67

k
=

1
0 Mean 36.12 7.51 76.28 3.49 68.92 2.08

∆Label 4.42 -5.21 -0.02 -3.04 1.73 -2.97
∆Desc -15.77 3.73 -10.63 0.48 -5.63 -0.94

k
=

1
5 Mean 36.17 7.13 76.78 3.75 69.74 1.93

∆Label 4.47 -5.59 0.48 -2.78 2.55 -3.12
∆Desc -15.72 3.36 -10.13 0.73 -4.81 -1.09

Table 19: Averaged mean of accuracy and macro-f1 scores experiments conducted across 20 samples and 12
models using k number of synthetic examples per intent class generated using gpt-4-1106-preview. ∆Label

and ∆Desc are differences to the averaged performance of methods using tokenized labels and intent descriptions
respectively.
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure 3: t-SNE (van der Maaten and Hinton, 2008) visualisation of embeddings for CLINC and MASSIVE
datasets computed using BGELarge, class label description embeddings are shown in black and labelled. (Row 1)
Embeddings of top 15 and bottom 15 classes from CLINC, (Row 2) Embedding + Paraphrasing and Masking of top
15 and bottom 15 classes from CLINC, (Row 3) Embeddings for top 15 and bottom 15 classes from MASSIVE,
(Row 4) Embedding + Paraphrasing and Masking of top 15 and bottom 15 classes from CLINC.
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Abstract

Most task-oriented dialogue (TOD) bench-
marks assume users that know exactly how to
use the system by constraining the user behav-
iors within the system’s capabilities via strict
user goals, namely “user familiarity” bias. This
data bias deepens when it combines with data-
driven TOD systems, as it is impossible to
fathom the effect of it with existing static eval-
uations. Hence, we conduct an interactive user
study to unveil how vulnerable TOD systems
are against realistic scenarios. In particular, we
compare users with 1) detailed goal instruc-
tions that conform to the system boundaries
(closed-goal) and 2) vague goal instructions
that are often unsupported but realistic (open-
goal). Our study reveals that conversations in
open-goal settings lead to catastrophic failures
of the system, in which 92% of the dialogues
had significant issues. Moreover, we conduct
a thorough analysis to identify distinctive fea-
tures between the two settings through error
annotation. From this, we discover a novel
“pretending” behavior, in which the system pre-
tends to handle the user requests even though
they are beyond the system’s capabilities. We
discuss its characteristics and toxicity while
showing recent large language models can also
suffer from this behavior.

1 Introduction

Task-oriented dialogue (TOD) systems aim to ac-
complish specific user goals by comprehending
their requests and making appropriate API calls or
database (DB) searches (Young et al., 2013). TOD
systems typically use a pipeline approach, connect-
ing separate modules such as intent detection, dia-
logue state tracking, policy management, and natu-
ral language generation, often requiring complex
rules or heuristics. End-to-end (E2E) TOD systems

†Work done as a research intern at NAVER AI Lab.
‡Work done while at NAVER AI Lab.

High User Familiarity with the System

Low User Familiarity with the System

(I should provide price range, food type,
area (north, east, south, west), and booking info)

Hi! Please book a fancy Italian restaurant in the 
south area. Five people at 13:30, on monday.

ABC restaurant is an Italian 
restaurant that matches your requests. 
Do you wish to reserve a table at the 
restaurant?

Can the AI find me any restaurant I need?

Are there any gluten-free restaurant in 
Cambridge where I can bring my dog as well?

ABC restaurant is an Italian 
restaurant that matches your requests.

Dialogue State
Area: none   Price: free
Food: Italian

Figure 1: Contrastive dialogues according to user fa-
miliarity with the system. Users with high familiarity
converse with the system within the predefined scenario
since they already know the system well. However,
users with low familiarity are more likely to talk about
a broad range of topics beyond the system’s capacities
leading to the erroneous response of the system.

have been highlighted as a fully data-driven solu-
tion because of their concise implementation (Bor-
des et al., 2017; Wen et al., 2017). Recently, such
TOD systems have significantly improved on top
of pre-trained language models (Hosseini-Asl et al.,
2020; Ham et al., 2020; Peng et al., 2021; He et al.,
2022).

However, despite the numerous studies on TOD
systems and the great successes of large language
models, we argue that there is a huge gap between
the TOD studies and deployable TOD systems.
Among the many reasons hindering end-to-end sys-
tems from being widely adopted in the industry, the
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instability of such systems makes it harder to match
the robustness of conventional pipeline systems.

We hypothesize that the major source of this
instability lies in the naive assumption about the
users during TOD data collection. We call this
the user familiarity bias, as illustrated in Figure 1.
For instance, during Wizard-of-Oz style data col-
lection (Kelley, 1984), the user-role workers are
provided with detailed instructions on the goal they
need to achieve which conforms with the system ca-
pabilities (Budzianowski et al., 2018; Byrne et al.,
2019). Hence, as the user behaviors are strictly
constrained, this process simulates users who know
exactly how to use the system (Larson et al., 2019).
Other datasets based on user simulation, such as
M2M and SGD (Shah et al., 2018; Rastogi et al.,
2020), include the same user familiarity bias, as
they simulate users based on predefined user goals
and rules specifying how to converse. On the other
hand, real users in the wild often have fairly cre-
ative or vague goals way beyond the system cover-
age, and this user-side bias prevents us from mod-
eling such realistic conversations.

In this paper, we conduct an interactive user
study on one of the most-used Wizard-of-Oz-styled
TOD benchmarks, MultiWOZ (Budzianowski et al.,
2018), to investigate the impact of user familiarity.
The main objective of this study is to determine
whether the familiarity of the user with the TOD
system’s capabilities influences the successful com-
pletion of a conversational task. To do this, we
first divide the users into two groups: closed-goal
and open-goal. The former user group is provided
with detailed user goal instructions that are from
the MultiWOZ, while the latter is given only a por-
tion of the instructions along with some realistic
goals that are not supported by the system, thereby
simulating users who are not familiar with TOD
systems. Based on each goal type they are assigned
to, the users converse with a recent E2E TOD sys-
tem, GALAXY (He et al., 2022), which is trained
on diverse TOD datasets including MultiWOZ.

Our user study reveals that 92% of the dialogues
in the open-goal setting has significant issues that
often lead to failure in achieving the user goals.
Moreover, we find that various inconveniences
caused by the TOD system force users to quit
the conversation regardless of the goal types. We
thoroughly analyze the resulting conversations to
identify the impact of user familiarity by annotat-
ing erroneous turns. In particular, we figure out

six prevalent errors in both goal settings. As ex-
pected, open-goal dialogues contain more problem-
atic turns, and the open-goal setup causes more
irrelevant and unfaithful responses.

In addition, we identify unfaithful responses as
“pretending” behaviors of the system that primar-
ily arises in the open-goal setting. This is a phe-
nomenon similar to hallucination, in which the dia-
logue system pretends to handle the user’s requests
even though they are beyond the system’s bound-
aries, but more potentially harmful because it is
almost impossible for users to verify the reliabil-
ity of the information during conversation since
the hallucinated pieces of information are usually
service-specific. We believe this issue is relatively
underexplored as we witness most previous works
focused on the closed-goal setting, and our quali-
tative analysis of the open-goal dialogues demon-
strates that such pretending behaviors are prevalent
and crucial.

Finally, we conduct case studies to check
whether recent large language models with strong
zero-shot performance can mitigate each conversa-
tional error. We show that large language models
are proficient to handle errors within given context,
but preventing pretending problem highly depends
on the system design, not only on language models’
performance.

Our contributions are threefold: (1) interactive
user study that breaks away from the closed-goal
assumption; (2) examination of the characteristics
of erroneous situations in both dialogue- and turn-
levels; and (3) demonstration of the “pretending”
problem of the TOD systems, especially as ob-
served in an open-goal assumption, where the agent
deceives users as if it handled their exceptional re-
quests.

2 Related Works

2.1 TOD Benchmarks

MultiWOZ is one of the largest TOD bench-
marks containing about 10,000 multi-domain di-
alogues (Budzianowski et al., 2018), following
the Wizard-of-Oz protocol (Kelley, 1984). In this
setup, human workers participate in a conversa-
tion as either a user or system role. To guide the
user-side workers to behave within the desired sce-
narios, the authors provide goal instructions to the
user-side worker detailing what to inform and re-
quest to the system-side worker. Meanwhile, the
Taskmaster-1 dataset is more severe in that each
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conversation of the dataset is collected by one hu-
man worker playing both user and system roles,
namely the self-play method (Byrne et al., 2019).
Thus, these datasets naturally contain significant
user familiarity bias. Similarly, other datasets con-
structed by an automatic user simulator also con-
tain the same bias since the simulation is based on
predefined goals and rules bound to the system’s
coverage (Shah et al., 2018; Rastogi et al., 2020).

2.2 Benchmark Reality in TOD
Recently, there have been studies concerning the
reality of the benchmark dataset in the area of TOD.
Kim et al. (2020) incorporate an external unstruc-
tured knowledge (i.e., FAQ) to complement the
language model trained on limited scenarios. Even
though the dataset includes knowledge-seeking
turn detection to handle out-of-scope requests, it
still assumes high user familiarity with the system
in that users require information specified in the
external knowledge. Qian et al. (2022); Kim et al.
(2022); Yang et al. (2022) point out the limited
coverage of dialogue expression by modifying the
utterances of the user and system. Furthermore,
Sun et al. (2021); Li et al. (2022); Young et al.
(2022) improve the model’s natural conversation
skills in terms of engagingness by combining with
open-domain dialogue. However, we believe the
combination cannot be a solution for dealing with
users who have open-ended goals. On the other
hand, Qin et al. (2021) argue inconsistent responses
can be a more critical problem in TOD, and propose
an accompanying new dataset to mitigate it.

2.3 TOD in Deployment
Potential issues related to interaction or deploy-
ment were discussed among communities. For
example, Larsson (2017) mainly discussed tech-
nical and architectural difficulties in deploying dia-
logue systems. More similarly, Leuski and Artstein
(2017) presented challenges where dialogue sys-
tems do not properly handle users’ sub-dialogues of
different topics or domains (i.e., lack of affordance).
However, these discussions were mainly tested on
proprietary products such as Siri and Alexa.

2.4 Evaluation of TOD System
Many recent works evaluate performance using
quantitative metrics for predefined slots and re-
sponses. Specifically, Budzianowski et al. (2018)
define two task-specific metrics, Inform and Suc-
cess rate, which measure how often the system has

provided the appropriate entities and answered all
the requested attributes. In addition, BLEU (Pap-
ineni et al., 2002) is used to measure the fluency
of the generated responses. However, Nekvinda
and Dušek (2021) report inconsistencies in data
preprocessing for these metrics in an attempt to
make standardized evaluation scripts. Furthermore,
Cheng et al. (2022) build a user simulator capable
of dynamic evaluation to solve the static evaluation
problem for TOD systems. However, the evaluation
is still limited to the closed-goal setup.

Apart from the automatic quantitative evaluation,
there are consistent works of user evaluation in spo-
ken dialogue research (Walker et al., 1998; Ai et al.,
2007; Gašić et al., 2008). Our work is more closely
inspired by user studies in the Human-Computer
Interaction (HCI) area that investigated live interac-
tions between chatbots and users. In particular, Yeh
et al. (2022) investigate the impacts of various guid-
ance types and timing on performance metrics for
TOD systems. Li et al. (2020) analyze conversation
logs between users and TOD chatbots and claimed
that identifying conversational “non-progress” is
crucial for improving chatbot usability.

3 Interactive User Study

In this section, we explain the experimental setups
of our interactive user studies on the current state-
of-the-art data-driven TOD model. Our focus lies
on creating realistic scenarios, breaking away from
evaluation solely based on TOD benchmarks. In
particular, we are curious about the influence of
user familiarity on the TOD system. We describe
the details of the study in the following sections.

3.1 User Goal

Most TOD systems assume the users have specific
goals in a given domain, e.g., restaurant or hotel
reservations. Typically, such goals can be repre-
sented by sentences in natural language to control
user-side human participants when collecting dia-
logue data (Budzianowski et al., 2018; Byrne et al.,
2019). The following is one of the user goal in-
structions provided in Budzianowski et al. (2018).

You are looking for a place to stay. The hotel should
be in the north and should include free parking.
The hotel should be in the type of guesthouse. Once
you find the hotel, you want to book it for 3 people
and 2 nights starting from wednesday. ... Make sure
you get the reference number.
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However, all user goals in most TOD bench-
marks are based on a naive assumption that the
users have sufficient knowledge about the dialogue
system in advance. Thus, conversations based on
such goals are always within expected scenarios
from the TOD system’s point of view. On the other
hand, we argue that most real users are not familiar
with TOD systems, and such users are prone to
making exceptional requests beyond the system’s
capacity. To investigate the impact of user familiar-
ity, we set up two user groups that have different
types of goals considering their familiarity with
TOD systems, which we refer to as closed-goal and
open-goal, respectively.

Closed Goal Closed goals contain predefined
scenarios which TOD systems can accomplish eas-
ily. In other words, it does not include any excep-
tional requests or actions from the perspective of
the tested TOD system. As we mentioned, most di-
alogues in existing TOD datasets constructed based
on such predefined user goals fall within the capac-
ity that the system can correspond to. We use these
user goals from the restaurant and hotel domains
of MultiWOZ (Budzianowski et al., 2018) as our
set of closed goals.

Open Goal Contrary to the closed-goal setting,
open-goal settings are used to simulate realistic situ-
ations for users who have little idea about the TOD
systems except for the domain. Real-world users
may have a wider range of purposes than the prede-
fined situations because the system capacity cannot
include every possible scenario within its bound-
aries. Thus, we include exceptional requests which
are not covered by the original dataset. Specifically,
we create an open-goal by inserting the exceptional
requests into a subset of closed-goal. By doing so,
we are able to cover essential user requirements
covered by the system (e.g., time to visit), while
also simulating real-life requests that are unsup-
ported. In our experiments, we limit the number
of exceptional requests in a single open-goal to a
maximum of two.

To construct the set of exceptional requests, we
use InstructGPT (Brown et al., 2020; Ouyang et al.,
2022) text-davinci-003 by OpenAI API. First,
we input high-level task information as a prompt
and let InstructGPT come up with the remaining
requests to complete the task instruction. Table 1 is
an example input prompt and output of the gener-
ated exceptional request. Then, we manually vali-

Input Prompt

Imagine that you are planning to travel UK.
The following goal is user specification to
find information from the bot. Freely fill in
the remaining specification.
(Goal) You are looking for a place to stay.

Example Output

Find a hotel that is nearby Cambridge city,
close to public transportation, good customer
reviews from past guests, include daily meals
in the cost, WiFi included, and reasonable
cost.

Table 1: An example input and output of exceptional
requests generation based on InstructGPT. We guide
InstructGPT to perform text completion from the given
input prompt, and manually select exceptional requests
not handled in MultiWOZ. After collecting generated
outputs, we construct an open-goal ontology demon-
strated in the Appendix Listing 1.

date the generated outputs to filter out noisy outputs
and categorize commonly observed requests for the
target domains into an ontology, which is shown in
Appendix Listing 1.

3.2 Participants

We recruit 20 participants working at a tech com-
pany who meet our inclusion criteria1 : (1) having
some experience with AI chatbots and (2) feeling
comfortable carrying on written conversations in
English. In terms of the number of participants,
our sample size is congruent with the guidelines
and standards for the sample size for HCI studies
(Hwang and Salvendy, 2010; Caine, 2016). Follow-
ing suggestions by Hwang and Salvendy (2010),
we aim to recruit around 10 participants per group.
We randomly assign participants one of the two
conditions: Open-goal (N = 10; referred to as O1–
O10; 7 females) or Closed-goal (N = 10; referred
to as C1–C10; 5 females). Each group of partici-
pants is provided with the corresponding type of
goal instructions.

3.3 Procedure

We implement a chat interface on Gradio (Abid
et al., 2019) web platform illustrated in Appendix
Figure 4. For the system agent, we use one of
the most performant2 E2E TOD model (He et al.,
2022) trained on diverse benchmarks including
MultiWOZ 2.1 (Eric et al., 2020). Please note that

1Refer to Appendix A for exhaustive demographics.
2Based on the official MultiWOZ leaderboard: https:

//github.com/budzianowski/multiwoz.
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this TOD model also contains the user familiarity
bias in TOD benchmark datasets, and our exper-
iment can be generalized to every model trained
with datasets constructed with similar manner (re-
fer to Section 2.1). We give users structured goals
instead of the sentence format in order to prevent
copying biases brought on by sentences. After
completing each conversation, participants are in-
structed to specify whether they finish the conver-
sation until the end (whether the goal is achieved)
and whether they have encountered any significant
inconveniences.

If participants mention that they cannot prop-
erly complete the conversation or they experience
any inconvenience, we prompt a follow-up check-
box field to ask the categories of inconveniences:
(1) Repetitions for repeatedly responding with
the same text, (2) Unrelated for irrelevant re-
sponses to what users request, (3) Not-aligned for
responses contradicting with previous context, and
(4) Awkward for grammatically wrong or unfluent
responses. We also add a free-form answer field
where participants can describe the situations that
do not fall within the above four categories. For
each study session, we invite one or two partic-
ipants to a Zoom video call, where a moderator
briefs the study and instructs participants to com-
plete five conversations with the TOD model. Dur-
ing the group session, participants are not allowed
to disclose anything related to their conversations
with a chatbot. The moderator supports participants
only when they encounter technical issues. When
the chatbot provides wrong responses, participants
are guided to repeat their original intent up to two
times, as we expect the TOD model to recover from
its mistakes. Moreover, participants can continue
the conversation with their own arbitrary goals if
the chatbot cannot provide services related to the
given goals because it is possible for the chatbot to
fail to search entities satisfying all requests from
users (even in closed-goal settings).

4 Analysis

4.1 Dataset and Descriptive Statistics
We collect 49 open-goal and 50 closed-goal dia-
logues from 20 participants; due to technical issues,
one open-goal participant missed a conversation.
The open-goal dialogues consisted of an average
10.53 turns (an adjacent pair of the user and system
messages; SD 3 = 4.33), whereas the closed-goal

3Standard deviation.
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Figure 2: Distributions of the dialogue termination by
goal type (left) and participant (right). The green bar
refers to situations that users finish the conversation with
satisfaction, and the yellow bar refers to situations that
users finished the conversation but experience some er-
rors or inconveniences. Lastly, the red bar expresses the
proportion of users’ strong dissatisfaction by forcedly
stopping the conversation. C1-C10 and O1-O10 denote
users with a closed-goal and open-goal, respectively.

dialogues had 8.92 turns on average (SD = 3.62).

4.2 Dialogue Stability
Figure 2 shows the proportion of forced termina-
tion during our experiment. We find that only
8% (4 out of 49) of the total open-goal dialogues
have finished without any inconveniences, while
almost half of the closed-goal dialogues (24 out
of 50) show normal termination without any in-
conveniences. Meanwhile, it is important to note
that more than half of the dialogues in both goal
types had problematic situations for participants.
Statistical tests (and Figure 2) reveal that open-
goal settings result in significantly more erroneous
dialogues. We describe the analysis method be-
low, but, in short, we find interactive conversations
in the wild to have a clear difference from static
benchmark evaluations for both goal settings and
especially for the open-goal setting.

Termination Pattern To assess the difference in
termination patterns between the two goal types,
we use mixed-effect models. These multi-level lin-
ear regression models can model the effect of the
independent variables (i.e., fixed effect) while con-
trolling the random variance among subjects (i.e.,
random effect) where multiple data points came
from the same subject (Pinheiro and Bates, 2000).
Treating each dialogue as a data point, we fit a
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Error Type Decription Proportion
Closed Open

Irrelevant Irrelevant responses from the given dialogue context. 14.6% 23.4%

Self-Contradiction Contradictory responses with previous bot’s responses. 4.2% 5.8%

Repetition Unnecessary repeated responses with the same semantics. 4.8% 6.6%

Poor Fluency Awkward or grammatically broken responses 4.8% 3.7%

Pretending Hallucinated responses on unverifiable requests 2.4% 23.6%

Miscellaneous All other less frequent errors 2.9% 2.7%

Table 2: Definitions of each error type and corresponding proportion by two goal-types. As demonstrated in the
bold text, while other error types occur with the similar proportion, the irrelevancy and pretending problems occur
significantly often in the open-goal circumstance (8.8%p and 21.2%p more often, respectively).

mixed-effect model to the termination type mapped
to a numeric scale (0: normal termination, 1: nor-
mal termination with inconvenience, and 2: abnor-
mal termination) in increasing order of severity.
We put participants as a random effect and the goal
type as a fixed effect to see whether the average
severity levels of each group are different.

The maximum-likelihood test reveals that there
is a significant random effect of participants (p <
.0001, t(17.98) = 5.06), and a significant fixed
effect of goal type (p = .002, t(18.14) = 3.71).
The estimated mean of the severity scale is 0.68 for
closed-goal (SE = 0.13) and 1.39 for open-goal
(SE = 0.14) with 95% confidence. This indicates
that the severity levels of termination of the two
groups are significantly different, and the open-goal
dialogues tend to fall in either normal termination
with inconvenience or abnormal termination.

Learning Effect We also assess whether there
is a learning effect on carrying on a successful
conversation as participants go through more con-
versations. We use a mixed-effect model similar to
the above analysis but put the order of dialogue per
participant (i.e., 0 to 4) as a fixed effect, instead of
the goal type. The maximum likelihood test reveals
that the order does not have a significant impact on
the model (p = .85). This implies that participants
do not seem to “learn” the system’s conversation
and request capabilities within 5 times of trials.

4.3 Erroneous Turn Analysis
In this section, we thoroughly analyze erroneous
dialogue turns that occurred in both goal types by
categorizing dominant error types.

We qualitatively annotate the erroneous turns.
First, all authors of this paper separately annotate a
subset (10 dialogues; ∼10%) of the user study data
with candidates for the error category. Then they

iterate several discussions to generate a codebook
of the errors. After the codebook is defined and
agreed upon, the main author revisits the entire
dataset to annotate erroneous turns. As a result, we
identify six types of errors that commonly appeared
in the conversations (Table 2). We further describe
each error category and corresponding example in
the following paragraphs. We denote as a user
and as a system in the examples.

Irrelevant If the system response is irrelevant
to the dialogue context, especially to the previ-
ous user utterance, we annotate such responses as
Irrelevant. It is the most frequent error type in
the user study. Moreover, the error proportion from
open-goal dialogues is significantly higher, 8.8%
points, than that from closed-goal dialogues. The
following quote is an illustrative example by O1:

: Please let me know the cancellation policies
of Alexander.

: Yes, I will work on getting this

booked for you.

Self-Contradiction Self-Contradiction rep-
resents cases that the system response is contra-
dictory with the previous system’s responses. This
error is severe because it makes the users confused
and also causes doubt over the systems in terms
of proceeding given task, as illustrated in the be-
low quote by C9. We find that open-goal dialogues
contain 1.6% points more self-contradiction than
closed-goal dialogues.

: how about 3 stars?

: Bridge guest house is available, would

you like to try that?

· · ·
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: I want 3 stars guesthouse which has a park-
ing lot.

: I don’t have anything 3 stars. would

you like to try a different area?

· · ·
: Thank you. Can you repeat my reservation?

Repetition Repetition refers to cases that the
system repeats unnecessary responses across mul-
tiple turns. This error is also one of the main ob-
stacles to achieving task success as it often annoys
the users to quit the conversation. The following
quote shows a severe repetition error that happened
during our user study (by O5):

: Yes. Can you make a reservation for 11:45?

: · · · Can you tell me the day for the

reservation, the number of people in

your party, and the number of people?

: Tomorrow. 2 people.

: I have your table booked for 2 people

on Tuesday at 11:45, · · · What day would

you like to dine?

: You already said Tuesday! Thank you for
your help.

Poor Fluency When the system’s response is
awkward from a given dialogue context or itself,
we judge the response as a Poor Fluency. Also,
grammatical error belongs to this type. Closed-goal
dialogues include about 1% more Poor Fluency
errors than open-goal dialogues. The following
example represents this type of error (It is from a
conversation with C8).

: Hmm, that’s not that I want. Can you cancel
the current reservation and make one for an
African restaurant?

: No, it does not. I can try a new

restaurant if you would like.

Pretending Pretending represents system be-
haviors pretending to handle user’s requests be-
yond the system’s scope or answer user’s non-
verifiable questions. For instance, in the below
example by O4, the system provides false infor-
mation to the users because the presence of a pet-
friendliness is not verifiable information for the
system. Pretending is the most prominent error
type of the open-goal setup; meanwhile, it occurs
about 10 times more than in the closed-goal setting.

Closed-goal

Number of dialogues

Repetitions

Unrelated

Not-aligned

Awkward

Others

Open-goal

Figure 3: Inconvenience categories collected from par-
ticipants by two goal types. It can be seen as an implicit
or explicit reason to terminate a conversation from the
perspective of the user.

This indicates that this Pretending error might
have been overlooked in previous works that fo-
cused on static closed-goal evaluations. We further
describe and discuss more details of this pretending
error type in Section 4.5.

: Is Wagamama pet-friendly?

: Yes it is. Would you like to book it

for you?

: Yes. Today at 7pm please.

Miscellaneous The Miscellaneous category,
which is less frequent, usually includes arbitrary
system behaviors like suddenly making a booking
request and ignoring the user’s intent. The follow-
ing example by C10 describes such a situation.

: Then, is the Indian Cuisine you mentioned
earlier available for reservation on Wednes-
day at 15:45?

: Yes it is. I have booked it for you

and your reference number is 64o8zpsl.

: Suddenly? The person I’m going with just
now asks if we can change it to the same time
as Thursday?

: Ok. I will try to book that for you.

4.4 Participant Feedback

We collect negative feedback from participants at
a dialogue-level if there are any inconveniences
during the conversation. Figure 3 shows the in-
convenience categorization results. As expected,
open-goal dialogues show a significantly higher
proportion in most inconvenience categories than
closed-goal dialogues because the model must have
difficulty in handling novel requests in the open-
goals. In addition to the inconvenience categories
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we specify, we also collect feedback from users
in a text form (Others category in Figure 3), and
the full table after removing duplicated feedback
will be made public in the Appendix. Interestingly,
we find that most inconveniences align with our
error categories of Section 4.3 well except for the
Pretending error type. In other words, the pre-
tending behaviors are not identified as inconve-
niences from the users’ perspective.

4.5 Why does Pretending Matter?
In this subsection, we take a deeper look at the
“pretending” behaviors of the TOD systems. The
pretending behavior is similar to the hallucination
problem (Ji et al., 2022) prevalent in generative
models in that it provides false information to the
users. However, one distinct feature of the pretend-
ing behavior is that it is hard to be recognized
as an error at the time of occurrence by only
its surface form because most TOD systems rely
on variable service-specific knowledge that users
cannot easily access while using the service. It
also differs from the knowledge base inconsistency
(KBI) in Qin et al. (2021). While the KBI only
regards the wrong responses based on “verifiable”
knowledge, Pretending indicates responses over
“non-verifiable” knowledge beyond the system’s
scope.

It is a severe problem for both agents and users
since it interrupts accurate decision-making to
achieve users’ goals. For example, other error types
such as Irrelevant, Self-Contradiction, and
Repitition can be easily recognized as superficial
problems by the users. In those cases, the users can
avoid unwanted conversation flow by complaining
and terminating the conversations. However, when
the TOD system naturally responds to users’ excep-
tional requests and does not take corresponding ac-
tion behind, users have no way to perceive the fact
that the ongoing conversation is wrong from their
initial requests. For this reason, the Pretending is
not exposed in any user evaluation shown in Figure
2, Figure 3, or Appendix Table 6. In other words,
even users who normally terminated dialogue with-
out any inconvenience (i.e., green bar in Figure 2)
can suffer from the pretended dialogues.

4.6 Can Large Language Models Solve TOD
Problems?

Although previous studies demonstrate the imper-
fectness of large language models in TOD sys-
tems (Jakobovits et al., 2022; Bang et al., 2023),

we conduct case studies to verify large language
models’ capacities to resolve aforementioned con-
versational errors. Since it is impossible to equalize
every experimental setup between fine-tuned lan-
guage models and proprietary large language mod-
els4, we proxy intermediate modules of TOD sys-
tems with instruction prompts by modifying those
of Chung et al. (2023). On top of that, we pin-
point erroneous turns in Section 4.3 and compare
generated responses of each model. We describe
detailed setup such as prompts and action definition
in Section C.1.

Based on the result of our case studies, as il-
lustrated in Table 5, we observe that large lan-
guage models mitigate most conversational incon-
venience, presumably due to their strong zero/few-
shot capabilities on unseen domains. However, re-
garding Pretending, responses of both cases con-
tain significant flaws. Specifically, according to
Table 5, both conventional TOD model and large
language model do not recognize the fact that pet-
friendliness does not belong to the service range
and provide untrustworthy responses, which can
lead to physical harm (e.g., wrong reservation) in
real services. One of the expected causes is lan-
guage models’ overconfidence of unseen scenar-
ios, but we also find that predefined actions given
to TOD models are confined to deal with diverse
situations in a flexible manner5. Controlling over-
confidence in language models (Miao et al., 2021;
Mielke et al., 2022) can partially resolve conversa-
tional errors, but defining available actions mostly
belongs to the range of system design, especially in
service-specific scenarios. We further discuss the
future direction in Section D.

5 Conclusion

In this work, we demonstrate user familiarity bias
in current TOD benchmarks, which the recent TOD
research community has overlooked. To effectively
unveil the bias, we contrast two user groups with
different user goals via an interactive user study.
Against the closed-goal within the constrained sce-
narios, we introduce a control user group by as-
signing unconstrained scenarios to the participants,
namely open-goal. Users in the two groups con-
verse with the academically-discussed TOD chat-
bot following the given closed or open-goals. Our

4gpt-4-turbo in our case studies.
5Notably, there are roughly-defined actions in conventional

TOD scenarios, such as inform, request, recommend,
etc.
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study reveals the TOD system exposed to the user
familiarity bias significantly fails to converse with
the users with open-goals. We identify prevalent er-
ror types by analyzing the resulting conversations.
Furthermore, we highlight the pretending behaviors
of the TOD system with its characteristics and toxi-
city, which are not easily solved by simply utilizing
large language models.

6 Limitations

Regarding the participants of our user study, all of
them are internal employees of a giant tech com-
pany, the majority of whom are highly educated
(60% hold a master’s or doctoral degree). However,
they show various experiences with chatbots, not
correlated with educational degree. Some of them
are bilingual, while others are not native English
speakers. Furthermore, since we assume a travel-
ing situation, the conversational scenario was not
challenging, even for non-native speakers.

7 Ethics Statement

In our user study, we collected demographic infor-
mation such as name, age, gender, the highest level
of education, occupation, native language, and ex-
periences with the AI chatbot, after informing them
that it would be used only for research purposes and
acquiring their consent. We clearly introduced the
purpose of our study and the usage of collected in-
formation before experiments, and all participants
consented to our instructions.

Throughout the interaction with the chatbot, we
instructed participants to play the role of potential
users only, without disclosing any personally iden-
tifiable information about themselves. Collected
dialogues were de-identified by giving anonymized
user IDs. Throughout the annotating process, the
authors examined all the gathered conversations,
and no offensive content was found. Participants
took part in the chat for roughly 30 minutes and
were compensated with a 5,000 KRW (equivalent
to 3.7 USD) gift card, which was somewhat higher
than the Korean minimum wage at that time.
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madan, and Milica Gašić. 2018. MultiWOZ - a large-
scale multi-domain Wizard-of-Oz dataset for task-
oriented dialogue modelling. In Proceedings of the
2018 Conference on Empirical Methods in Natural
Language Processing, pages 5016–5026, Brussels,
Belgium. Association for Computational Linguistics.

45

https://aclanthology.org/2007.sigdial-1.23
https://aclanthology.org/2007.sigdial-1.23
https://aclanthology.org/2007.sigdial-1.23
https://doi.org/10.1145/3290605.3300233
https://aclanthology.org/2022.findings-emnlp.276
https://aclanthology.org/2022.findings-emnlp.276
https://doi.org/10.18653/v1/2023.ijcnlp-main.45
https://doi.org/10.18653/v1/2023.ijcnlp-main.45
https://doi.org/10.18653/v1/2023.ijcnlp-main.45
https://openreview.net/forum?id=S1Bb3D5gg
https://proceedings.neurips.cc/paper/2020/file/1457c0d6bfcb4967418bfb8ac142f64a-Paper.pdf
https://doi.org/10.18653/v1/D18-1547
https://doi.org/10.18653/v1/D18-1547
https://doi.org/10.18653/v1/D18-1547


Bill Byrne, Karthik Krishnamoorthi, Chinnadhurai
Sankar, Arvind Neelakantan, Ben Goodrich, Daniel
Duckworth, Semih Yavuz, Amit Dubey, Kyu-Young
Kim, and Andy Cedilnik. 2019. Taskmaster-1: To-
ward a realistic and diverse dialog dataset. In Pro-
ceedings of the 2019 Conference on Empirical Meth-
ods in Natural Language Processing and the 9th In-
ternational Joint Conference on Natural Language
Processing (EMNLP-IJCNLP), pages 4516–4525,
Hong Kong, China. Association for Computational
Linguistics.

Kelly Caine. 2016. Local standards for sample size
at chi. In Proceedings of the 2016 CHI Conference
on Human Factors in Computing Systems, CHI ’16,
page 981–992, New York, NY, USA. Association for
Computing Machinery.

Qinyuan Cheng, Linyang Li, Guofeng Quan, Feng Gao,
Xiaofeng Mou, and Xipeng Qiu. 2022. Is Multi-
WOZ a solved task? an interactive TOD evaluation
framework with user simulator. In Findings of the
Association for Computational Linguistics: EMNLP
2022, pages 1248–1259, Abu Dhabi, United Arab
Emirates. Association for Computational Linguistics.

Hyunsoo Cho, Choonghyun Park, Jaewook Kang,
Kang Min Yoo, Taeuk Kim, and Sang-goo Lee. 2022.
Enhancing out-of-distribution detection in natural
language understanding via implicit layer ensem-
ble. In Findings of the Association for Computa-
tional Linguistics: EMNLP 2022, pages 783–798,
Abu Dhabi, United Arab Emirates. Association for
Computational Linguistics.

Willy Chung, Samuel Cahyawijaya, Bryan Wilie, Holy
Lovenia, and Pascale Fung. 2023. InstructTODS:
Large language models for end-to-end task-oriented
dialogue systems. In Proceedings of the Second
Workshop on Natural Language Interfaces, pages
1–21, Bali, Indonesia. Association for Computational
Linguistics.

Li Dong, Nan Yang, Wenhui Wang, Furu Wei, Xi-
aodong Liu, Yu Wang, Jianfeng Gao, Ming Zhou,
and Hsiao-Wuen Hon. 2019. Unified language model
pre-training for natural language understanding and
generation. In Advances in Neural Information Pro-
cessing Systems, volume 32. Curran Associates, Inc.

Mihail Eric, Rahul Goel, Shachi Paul, Abhishek Sethi,
Sanchit Agarwal, Shuyang Gao, Adarsh Kumar, Anuj
Goyal, Peter Ku, and Dilek Hakkani-Tur. 2020. Mul-
tiWOZ 2.1: A consolidated multi-domain dialogue
dataset with state corrections and state tracking base-
lines. In Proceedings of the Twelfth Language Re-
sources and Evaluation Conference, pages 422–428,
Marseille, France. European Language Resources
Association.
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A Participant Information

Participants are aged between 24 to 35 (Median = 29.5), and 12 are female. Three participants
report that they are native English speakers. Eight participants have used AI chatbots for less than one
month. Participants consist of 7 infrastructure engineers, 6 software engineers, 3 AI research scientists, 2
self-employed, a UX designer, and a data scientist. Detailed information can be found in Table 3.

User ID Age Range Gender Education Occupation Chatbot Proficiency

C1 26-30 Male Bachelor’s Infrastructure Engineer Less than 1 month

C2 26-30 Female Master’s Software Engineer Less than 1 month

C3 26-30 Male Master’s Software Engineer Less than 1 month

C4 26-30 Male Master’s Data scientist 1 year to 3 year

C5 26-30 Female Bachelor’s Software Engineer 1 year to 3 year

C6 26-30 Female Bachelor’s Software Engineer Less than 1 month

C7 31-35 Male Master’s UX Designer 1 year to 3 year

C8 31-35 Female Master’s Research Scientist 1 year to 3 year

C9 31-35 Male Ph.D./M.D. Infrastructure Engineer Less than 6 months

C10 31-35 Female Bachelor’s Self-employed 1 year to 3 year

O1 26-30 Male Ph.D./M.D. Infrastructure Engineer Less than 1 month

O2 21-25 Female Bachelor’s Software Engineer Less than 1 month

O3 21-25 Female Bachelor’s Infrastructure Engineer Less than 1 year

O4 26-30 Female Bachelor’s Self-employed 1 year to 3 year

O5 26-30 Female Master’s Infrastructure Engineer Less than 1 month

O6 21-25 Female Bachelor’s Infrastructure Engineer Less than 1 month

O7 21-25 Female Master’s Infrastructure Engineer Less than 6 months

O8 31-35 Male Ph.D./M.D. Research Scientist More than 3 years

O9 31-35 Male Master’s Software Engineer 1 year to 3 year

O10 31-35 Female Ph.D./M.D. Research Scientist More than 3 years

Table 3: Participant information of our user study. We anonymize the name of each participant by assigning user ID
and categorizing the range of their age. Users whose ID starts with C conduct closed-goal conversation, whereas
those whose ID starts with O conduct open-goal conversation.

B Model Implementation Details

For the TOD system in our experiments, we use the public implementation of GALAXY6 (He et al., 2022).
The model specification follows He et al. (2022); initialized with UniLM (Dong et al., 2019), which
has a transformer-based architecture with 109M parameter size. We fine-tune this model on MultiWOZ
2.17 (Eric et al., 2020). We follow the default hyper-parameter settings provided by the authors. Training
is completed within a few hours using 1 NVIDIA A100. PyTorch8 library is used for model training, and
NLTK9 and spaCy10 are for text processing. We implemented a chat interface on Gradio11 (Abid et al.,
2019) web platform. At inference time, greedy search is used for output prediction.

6https://github.com/siat-nlp/GALAXY. Apache license 2.0.
7https://github.com/budzianowski/multiwoz. MIT license.
8https://pytorch.org/
9https://www.nltk.org/

10https://spacy.io/
11https://gradio.app/
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C Case Studies on Large Language Model

C.1 Setup
With a slight modification of Chung et al. (2023), we build prompts for action decision and response
generation, demonstrated in Table 4, in order to simulate TOD systems utilizing large language models.
We adopt predefined actions in GALAXY model as available actions. For end-to-end simulation, large
language models generate responses by referring to conversation context and selected action (which is
also generated).

Prompt for Action Decision

In a task-oriented dialogue setting, generate an appropriate system ACT to the USER query in the
conversation provided in CONTEXT. A single system ACT should be selected within the list of
available actions. Make sure that selected action should not contradict with previous conversation.
Only generate the selected action.

You can follow this example:

Conversation domain: restaurant
Available actions: ["inform", "request", "nooffer", "recommend", "select", "offerbook"]
CONTEXT:
USER: I need a place to eat foods.
SYSTEM: Any preference in the type of food?
USER: Preferably Italian, but Chinese is also fine.
ACT: recommend

Conversation domain: {{domain}}
Available actions: {{action}}
CONTEXT:
{{context}}
ACT:

Prompt for Response Generation

In a task-oriented dialogue setting, generate a natural and helpful SYSTEM response to the USER
query in the conversation provided in CONTEXT. You should follow the information provided in ACT to
generate this answer. Do not mention that you are referring to a dataframe and don’t overload the
user with too many choices.

You can follow this example:

USER: I need a place to eat foods.
SYSTEM: Any preference in the type of food?
USER: Preferably Italian, but Chinese is also fine.
ACT: [restaurant] recommend
SYSTEM: How about in Bouly’s Italy?

CONTEXT:
{{context}}
ACT: {{action}}
SYSTEM:

Table 4: Prompts used for large language model simulation.

C.2 Response Comparison
We compare responses of GALAXY model with those of proprietary large language model on sampled
dialogues, specifically mentioned in Section 4.3. Table 5 demonstrates each example with partial dialogue
turns.
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Error Type Response (GALAXY) Response (gpt-4-turbo)

Irrelevant

No. tell me the other option.
The alexander is located at 56 saint barnabas road and the phone number

is 01223525725.
Please let me know the cancellation policies of Alexander.

Yes, I will work on getting this booked
for you.

I apologize, but I don’t have information
about cancellation policies for the Alexander
Bed and Breakfast. Would you like me to
help you with anything else?

Self-Contradiction

How about 3 stars?
Bridge guest house is available, would you like to try that ?
Okay. I have a car. Is there a parking lot?

I am sorry , there isn’t anything that meets your criteria .
I want 3 stars guesthouse in the south which has a parking lot.

I don’t have anything 3 stars.
would you like to try a different area?

I’m sorry, but currently, there are no
3-star guesthouses in the south area that
offer parking facilities. Is there anything else
I might assist you with or perhaps another
area you would consider?

Repetition

Yes. Can you make a reservation for 11:45?
I would be happy to. can you tell me the day for the reservation, the number of people

in your party, and the number of people.
Tomorrow. 2 people.

I have your table booked for 2 people on
Tuesday at 11:45 , your reference number is
zbznwq27. What day would you like to dine?

Great! Your reservation at Curry Prince
for 2 people tomorrow at 11:45 AM is all set.
If you need to make any changes or have
more requests, feel free to let me know.
Enjoy your meal!

Poor Fluency

Does the place offer halal or African food?
It serves modern european food.
Hmm, that’s not that I want. Can you cancel the current reservation and make one for

an African restaurant?

No, it does not. I can try a new
restaurant if you would like.

I’ve cancelled your reservation at the
Cambridge Chop House. I can book a table
for you at Bedouin, which serves African
cuisine. Would you like me to proceed with
the booking for 6 people this Monday at
17:15?

Pretending

It’s just going to be me. Make sure its pet-friendly though.

It is expensive. What time would you like to dine?
Is Wagamama pet-friendly?

Yes it is. Would you like to book it for you?
Wagamama does not allow pets inside.

Would you like to find another restaurant or
something else?

Table 5: Comparison of GALAXY and gpt-4-turbo (LLM) on sampled dialogues in our user studies. Upper
part of conversation on each error type illustrates partial context. For large language model prompt, full dialogues
become an input as a context. Irrelevant: While GALAXY does not handle cancellation policies, LLM correctly
understands the requirement and provides relevant response. Self-Contradiction: By providing explicit context (i.e.,
no 3-star guesthouses with parking), response of LLM does not contradict with previous conversation. Repetition:
LLM mostly does not unnecessarily ask the same question. Poor Fluency: LLM shows fluent conversational skills
by understanding the current topic of the conversation. Pretending: Both GALAXY and LLM have no capability
to verify whether Wagamama is enrolled as a pet-friendly restaurant. Therefore, both responses are not true.
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D Discussion

As the importance of real user study or interactive evaluation gets bigger, we discuss the future direction
in two folds: enhancing transparency to let users trust the chatbot, and managing fallback situations to
detect users’ exceptional requests.

D.1 Enhancing Transparency
Our participants often struggle to confirm their booking options as in Appendix Table 6. As a way to
improve the reliability of TOD systems, we suggest enhancing transparency of the system, which has
been actively discussed in the HCI community (Amershi et al., 2019). Transparency is a mechanism
exposing hidden (i.e., non-obvious) information to users who have difficulty in getting the information
directly (Rader et al., 2018). As our findings show that the lack of user familiarity provokes various
inconveniences including the pretending problem, TOD systems in natural language processing field
should also be designed to display intermediate by-products during the conversation in order to provide
explainable rationales for their decisions (Amershi et al., 2019; Liao et al., 2020).

In the era of billion-scale large language models, the necessity of transparency is still valid. Although
emerging works on grounded LLMs (e.g., Yao et al. (2023), ChatGPT with plugins (OpenAI, 2023) try to
enhance trustworthiness using executable sources, they are still exposed to familiarity bias problem as
long as they keep black-boxed service pipeline.

D.2 Managing Fallback Situation
Users with low familiarity with the system inevitably make exceptional requests. As we can find in user
comments in Appendix Table 6, a large number of users in an open-goal setup go through irrelevant and
pretending responses from the bot. We emphasize the need to recognize exceptional requests and manage
fallback situations towards robust TOD systems.

Out-of-Scope Detection In the field of intent classification, previous literature has studied detecting
out-of-scope intents to prevent generating erroneous responses from the original intent (Larson et al., 2019;
Zhang et al., 2022a,b; Cho et al., 2022). Moreover, Shrivastava et al. (2021) try to generate contextualized
fallback responses to users’ exceptional requests. However, more datasets for fallback detection are
required especially for multi-turn and multi-domain TOD scenarios beyond the single-turn detection
scenarios.

Handling Request as Unstructured Form Kim et al. (2020) combine unstructured knowledge, FAQ
pairs, with structured knowledge, DBs. The work includes (unstructured) knowledge-seeking turn
detection to handle domain-specific requests with FAQs beyond the scope of structured knowledge.
However, the work still assumes high user familiarity, i.e., it always contains relevant knowledge for a
given request. We believe retrieval-augmented detection leveraging the FAQ pairs can be a promising
approach to strengthen the approach towards a low user familiarity setup effectively (Thulke et al., 2021).

On the other hand, typical dialogue state tracking to access structured knowledge is not robust in
terms of handling exceptional requests since it works based on predefined slots. Bae et al. (2022) adopts
a text-formed dialogue state by summarising the dialogue context for effective memory management
in multi-session open-domain dialogue. We believe that dialogue management based on unstructured
information can have advantages not only in avoiding exceptional requests but also in leveraging advanced
language understanding abilities of recent language models at a scale, as its generalizable text format.
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E Subjective User Feedback

Goal Type Error Type Feedback

Closed

Relevancy
I told about the reservation conditions, but the chatbot answered irrelevantly.
There was an answer that seemed to have forgotten the context of the past,
but generally the conversation ended without any problems.
I was asked how many people would visit, so I said I was alone. But the chatbot said
it didn’t have a room, and it couldn’t continue conversation after that.

Awkward The chatbot said “Yes, I can” when I asked the parking availability in the hotel.
Repetition The chatbot repetitively asked “What area would you like to stay in?”.

Contradiction The chatbot said there is no place to park, but it reversed its saying.
It also told there is a 3-star hotel, then reversed.

Redundant I told the model that I can look up the address by myself, but it gave me the address.

Booking

The chatbot just ended conversation by just recommending, not booking.
I asked the chatbot to recommend, but it arbitrarily booked it.
It booked without any options I prefer.
It did not confirm my requests.
I wanted to confirm that my reservation is at 9:30 but chatbot did not say.
I wished to reserve Varsity, but the chatbot booked Bloomsbury and did not fix.
I requested to confirm my reservation because I did not trust, but it could not.

Open

Relevancy

The bot couldn’t understand my additional requests.
The bot couldn’t understand and answer my question about additional information.
After being asked whether the Asian restaurant serves Italian wines,
it keeps answering that the Asian restaurant serves Italian food.
Following correction questions did not work.
The model does not understand the question correctly.
It does not get back with the list of menus from the pizza hut city centre.
The model keeps saying about night clubs information instead of accommodation.
The chatbot doesn’t understand additional requests on gluten-free and pet-friendliness.
The chatbot understood “Slightly more expensive [than cheap]” expression as “expensive,”
which is wrong.
The chatbot asked whether I wish for a different cuisine,
when I never stated any in the firstplace.
I asked for hotel amenities, but the chatbot thought I was asking for the address.
I asked whether a certain restaurant serves gluten-free,
but the chatbot didn’t directly address the request.
It would not answer my question.
It suddenly says “Your booking was successful , the reference number is i23gx1yf”.
I don’t feel like the model remembers the conversation context.
It often made weird responses.
I stopped conversation because it never answer what I asked.

Awkward Sometimes the bot would repeat the same options twice in the same sentence.

Repetition
It made a reservation for tuesday, but still asked me what day I’d like to dine.
Although I answered, it would ask me the same thing again.
Regardless of my answer it just repeats the same thing.

Contradiction “Since there are several hotel-s in the centre of town we have only 2 guest house.”
didn’t make sense.

Redundant
Right after booking a guest house,
the model asked about hotel booking which is unnecessary.
The chatbot said relevant, but unnecessary questions.

Booking

I am not sure the chatbot truly understand my booking requests.
The chatbot unnecessarily tried to push me into booking the places/restaurants
when my goal is to simply get information.
I am not sure if the model really booked successfully.
The chatbot seems to be obsessed with the purpose of booking something.

Table 6: A dialogue-level user feedback based on goal types. Similar feedbacks are categorized with error types.
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F Ontology Used for Open-Goal Dialogues

1 {
2 "hotel": {
3 "Requests": [
4 "Outdoor seating",
5 "Rooms with exceptional views",
6 "24-hour front desk",
7 "Breakfast options",
8 "Check -in/out policies",
9 "Cancellation policies",

10 "Cost around $150 per nights"
11 ],
12 "Facilities": [
13 "Facilities: Gym",
14 "Facilities: Spa",
15 "Facilities: Swimming pool",
16 "Facilities: Outdoor terrace",
17 "Facilities: Non -smoking room"
18 ],
19 "Amenities": [
20 "Amenities: Mini -fridge",
21 "Amenities: Tea and coffee facilities",
22 "Amenities: Private bath"
23 ]
24 },
25 "restaurant": {
26 "Requests": [
27 "Cost under $50 per person",
28 "Open until late",
29 "Italian wine serving",
30 "List of menus",
31 "Comfortable seating with enough space",
32 "Delivery or take -out service"
33 ],
34 "FoodOptions": [
35 "Food option: Gluten -free",
36 "Food option: Vegetarian"
37 ]
38 },
39 "common": {
40 "Requests": [
41 "Wheelchair access",
42 "Weather forecast",
43 "Website link",
44 "Good customer review",
45 "Located in safe environment",
46 "Accept payment via cards",
47 "Easy access to public transportation",
48 "Near the tourist attraction"
49 ],
50 "Friendly": [
51 "Pet -friendly", "Kid -friendly", "Family -friendly"
52 ]
53 }
54 }

Listing 1: A postprocessed ontology for exceptional requests generated from GPT-3. We collect raw task descriptions
and categorize common scenarios which are not seen during the model training.
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G Demo Interface for User Study

Figure 4: A Gradio demo example of an interactive user study. Unlike sentence-based user goal guidance of
conventional Wizard-of-Oz setup, we provide user goals in a structured form.
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Abstract

Dialogue summarization involves summariz-001
ing long conversations while preserving the002
most salient information. Real-life dialogues003
often involve naturally occurring variations004
(e.g., repetitions, hesitations), and in this study,005
we systematically investigate the impact of006
such variations on state-of-the-art open dia-007
logue summarization models whose details are008
publicly known (e.g., architectures, weights,009
and training corpora). To simulate real-life010
variations, we introduce two types of pertur-011
bations: utterance-level perturbations that mod-012
ify individual utterances with errors and lan-013
guage variations, and dialogue-level perturba-014
tions that add non-informative exchanges (e.g.,015
repetitions, greetings). We perform our analy-016
sis along three dimensions of robustness: con-017
sistency, saliency, and faithfulness, which aim018
to capture different aspects of performance of019
a summarization model. We find that both fine-020
tuned and instruction-tuned models are affected021
by input variations, with the latter being more022
susceptible, particularly to dialogue-level per-023
turbations. We also validate our findings via hu-024
man evaluation. Finally, we investigate whether025
the robustness of fine-tuned models can be im-026
proved by training them with a fraction of per-027
turbed data and find that this approach does not028
yield consistent performance gains, warranting029
further research. Overall, our work highlights030
robustness challenges in current open models031
and provides insights for future research.032

1 Introduction033

Real-life conversations often exhibit a wide range034

of language variations, including typographical er-035

rors, grammatical mistakes, and certain exchanges036

such as repetitions and speaker interruptions, which037

are unrelated to the primary purpose of the con-038

versation (Sacks et al., 1974). However, existing039

dialogue summarization datasets, which are used040

to train current summarization models, do not ad-041

equately capture these variations, as they are typi-042

cally constructed by annotators simulating specific043

Any news on what happened to the 9.13am train? It was delayed, 
now it appears to have disappeared.

Hi there. There were animals on the line so the train had to
bypass the station at a reduce speed.

[....] How do I formally complain?

Sorry for the inconvenience. We always try to impact as few
customers as possible. Make a complaint by emailing __ email__

sorry, couldn’t hear you, can you repeat?

Sure, we try to impact as few customers as possible
and you can make a complaint by emailing  __ email__

Request to repeat 

Customer is complaining about the
delay in the train. Agent states that
there were animals on the line and

train had to bypass at reduced speed. 

Customer is complaining about the delay
in a train. Agent states that they always

try to impact as few customers as
possible and requests to make a

complaint by emailing 
Summary of the perturbed dialogue Summary of the original dialogue 

Summarize Summarize

Figure 1: An example dialogue drawn from the Tweet-
Sum dataset, with a repeated utterance introduced as
a perturbation. While the reference summary for the
original dialogue includes the agent’s explanation about
the train delay, the summary of the perturbed dialogue
includes information from the repeated utterance.

scenarios (Yuan and Yu, 2019) or extracted from 044

English-speaking practice websites (Gliwa et al., 045

2019). Even the datasets consisting of real-life 046

conversations (Feigenblat et al., 2021) can exhibit 047

only a limited range of variations owing to practi- 048

cal limitations posed by the data collection process 049

(e.g., high or low prevalence of conversations from 050

different social demographics). Consequently, dia- 051

logue summarization models deployed in business 052

scenarios encounter diverse variations not observed 053

during training. This raises a crucial question: Can 054

current dialogue summarization models effectively 055

handle conversations with naturally occurring vari- 056

ations that are legitimate inputs but not observed in 057

the training data? 058

In this work, we study the impact of naturally 059

occurring variations on the performance of the 060

state-of-the-art open dialogue summarization mod- 061

els (with publicly known architecture, weights, 062

and training corpus) using three publicly avail- 063
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able datasets. We examine the performance of064

encoder-decoder Transformer models in two setups065

a) fine-tuned on specific dialogue summarization066

datasets (Lewis et al., 2020; Zhang et al., 2019;067

Raffel et al., 2020b), and b) instruction-tuned mod-068

els which have shown impressive zero-shot perfor-069

mance more recently (Gupta et al., 2022; Chung070

et al., 2022). Such models are often preferred071

in high-stakes business settings (e.g., medical, le-072

gal, and customer support) over proprietary models073

(e.g., ChatGPT), owing to user privacy concerns.074

To simulate variations we design two kinds of075

perturbations: (a) utterance-level perturbations,076

and (b) dialogue-level perturbations (defined in077

Section 3), which are inspired by common real-life078

interaction patterns from the Natural Conversation079

Framework (Moore and Arar, 2019). We evaluate080

the performance of summarization models along081

three conceptually distinct robustness dimensions—082

consistency, saliency, and faithfulness—and elabo-083

rate on their empirical relationship.084

Our analysis reveals that both fine-tuned and085

instruction-tuned models are impacted by utterance086

and dialogue-level perturbations. Instruction-tuned087

models are impacted more than fine-tuned models088

and are also more susceptible to dialogue-level per-089

turbations than utterance-level perturbations. Both090

types of models show a preference for information091

from repeated, long, and leading utterances in the092

dialogue. Figure 1 shows an example where the093

model includes repeated utterances in the summary,094

whereas the non-repeated original utterance wasn’t095

included in the summary before perturbation. We096

also validate our findings via human evaluation.097

Finally, we investigate whether fine-tuned mod-098

els improve by training with perturbed data. We099

find that this approach does not consistently en-100

hance performance, and different perturbations re-101

quire varying amounts of training examples for102

gains. Thus, further research is needed to address103

these robustness challenges.104

2 Related Work105

Prior work has investigated the robustness of lan-106

guage understanding models mainly focusing on107

classification tasks (Moradi and Samwald, 2021).108

Some dialogue-related classification tasks have109

also been explored, including dialogue act predic-110

tion (Liu et al., 2021), intent detection and slot111

tagging (Einolghozati et al., 2019; Sengupta et al.,112

2021), state tracking and dialogue modeling (Cho113

et al., 2022; Tian et al., 2021; Zhu et al., 2020; Kim114

et al., 2021; Peng et al., 2020).115

Some studies have also investigated the robust- 116

ness of neural language generation models, includ- 117

ing neural machine translation (Niu et al., 2020; 118

Karpukhin et al., 2019; Vaibhav et al., 2019), ques- 119

tion answering (Peskov et al., 2019), and open do- 120

main multi-document summarization (Giorgi et al., 121

2022). However, some of these studies consider 122

perturbations that are of extreme nature (e.g., ran- 123

dom shuffling and deletion of words) and may oc- 124

cur rarely in the real world. Ganhotra et al. (2020) 125

investigated the impact of natural variations on re- 126

sponse prediction tasks in goal-oriented dialogues. 127

For summarization task in particular, previous 128

studies focused on summarizing news articles and 129

documents (Jing et al., 2003; Meechan-Maddon, 130

2019; Krishna et al., 2022). However, the nature 131

of noise in a multi-party dialogue differs signifi- 132

cantly from noise in documents. While some types 133

of noise (e.g., spelling mistakes, grammatical er- 134

rors) could occur in both, the patterns such as rep- 135

etitions, reconfirmations, hesitations, and speaker 136

interruptions (Sacks et al., 1974; Feng et al., 2021; 137

Chen and Yang, 2021) are peculiar to dialogues, 138

posing unique challenges for accurate and robust 139

summarization. The focus of this work is to assess 140

the robustness of dialogue summarization models 141

in the presence of naturally occurring variations, 142

which has been understudied in the prior literature. 143

3 Simulating Naturally Occurring 144

Variations 145

To introduce naturally occurring variations in con- 146

versations, we consider two kinds of simulated 147

perturbations, utterance-level and dialogue-level. 148

We apply each perturbation individually to a dia- 149

logue to study its impact systematically. Our per- 150

turbations are inspired by the Natural Conversation 151

Framework (Moore and Arar, 2019), created after 152

analyzing real-world conversations across various 153

use cases and provides common interactive pat- 154

terns that occur in real life.1 Appendix A.1 lists 155

examples for each perturbation. 156

3.1 Utterance-level Perturbations 157

The utterance-level perturbations modify a single 158

utterance and are adapted from (Liu et al., 2021). 159

We perturb each utterance of the dialogue. For per- 160

turbations where multiple words in an utterance 161

can be perturbed (e.g., spelling mistake, character 162

casing), we consider only low-modification levels 163

(i.e., perturb a word with 0.2 probability), which 164

1Some examples include patterns such as C1.0 (opening
greeting agent), C4.6 (closing success check), B2.1.0 (repeat
request), A2.8 (hold request).
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also cause a considerable change in model perfor-165

mance.2166

Typographical Errors Typographical errors oc-167

cur when participants try to type quickly in chat-168

based interactions. We use simple regex-based per-169

turbations, e.g., punctuation marks removal, whites-170

pace removal or addition, changing letter casing,171

and substitutions of common expansions and con-172

tractions. We introduce spelling errors following173

the approach of Yorke as used in (Mille et al., 2021),174

replacing random letters with other letters closely175

co-located on the keyboard positions. We ensure176

that mistakes are not introduced in a proper-noun177

phrase (e.g., restaurant name) to avoid changes in178

important information.179

Grammatical Errors We focus on two frequent180

grammatical errors: dropping determiners and181

subject-verb disagreements. To drop determiners,182

we drop all the words in a sentence with the DET183

tag. To introduce subject-verb disagreement, we184

identify auxiliary verbs (via AUX tag) and convert185

between plural and singular forms as appropriate,186

keeping the tense unchanged.187

Language-use Variations Users can vary in their188

choices of dialect and vocabulary. We consider189

three language-use perturbations: substituting ad-190

jectives with synonyms, inflectional variations, and191

synthetic African American Vernacular English192

(AAVE) dialect. For synonym substitution, we sub-193

stitute adjectives in an utterance with their WordNet194

(Miller, 1998) synonyms. To introduce inflectional195

variations, we follow the approach proposed in196

Dhole et al. (2021), where we lemmatize each con-197

tent word in an utterance, randomly sample a valid198

POS category, and re-inflect the word according to199

the chosen category. To transform an utterance to200

synthetic AAVE dialect, we use the set of lexical201

and morphosyntactic transformation rules proposed202

by Ziems et al. (2022).203

3.2 Dialogue-level Perturbations204

We introduce new utterances that contribute no205

additional information, to test a model’s ability to206

focus on the overall meaning of a conversation and207

identify salient information.208

Repetitions Repeating and rephrasing occur209

commonly in real-life spoken conversations. In210

this perturbation, we randomly select an utterance211

2See Appendix A.5 for analysis with different perturbation
rates.

to repeat.3 We then inject a synthetic utterance 212

requesting the other participant to repeat the in- 213

formation (e.g., ‘Sorry, I couldn’t hear you, can 214

you repeat?’).4 Since humans tend to rephrase the 215

original message slightly instead of repeating it 216

verbatim, we paraphrase the original utterance be- 217

fore including it as a response to the request for 218

repetition. We use Qian et al. (2019)’s paraphraser 219

for this task. The rest of the dialogue remains un- 220

changed. This perturbation allows us to examine 221

repetition bias; i.e., does the model consider re- 222

peated utterances more significant, even when they 223

do not contain important information? 224

Time delays A participant may ask the other 225

party to wait while they gather information. To 226

simulate this, we add three synthetic utterances 227

consecutively: a request to wait (e.g., ‘Just give 228

me a few minutes.’), an acknowledgment from the 229

other participant (e.g., ‘Sure’), and an expression 230

of gratitude from the first participant (e.g., ‘Thanks 231

for waiting.’). These utterances are inserted after 232

a randomly selected utterance from the participant 233

being asked to wait. 234

Greeting and closing remarks It is also com- 235

mon to begin a conversation with a friendly greet- 236

ing and end with some closing remarks. For the 237

greetings perturbation, we insert a greeting as the 238

first utterance, such as ‘Hi! I am your customer 239

support assistant. How may I help you today?’ in 240

customer support dialogues and ‘Hey there!’ in 241

open-domain chit-chat. For the closing remarks 242

perturbation, we insert a final message: ‘Thank 243

you for contacting us.’ in customer support dia- 244

logues and ‘Cool, talk to you later!’ in open domain 245

chit-chat. Each perturbation is applied individually 246

to a dialogue. Both of these perturbations help 247

us investigate structural biases present in dialogue 248

summarization models, also known to impact news 249

summarization models (Xing et al., 2021; Jung 250

et al., 2019). For instance, the greeting perturba- 251

tion helps examine lead bias (preference for the 252

first utterance), and closing remarks perturbation 253

helps examine recency bias (preference for the last 254

utterance). 255

3See Appendix A.4 for targeted perturbations, where we
select an utterance to repeat based on its saliency.

4We use this utterance to operationalize the repetition per-
turbation, inspired by spoken dialogues. However, repetitions
can also appear in written dialogues (e.g., sending the same
message multiple times to ensure communication, emphasiz-
ing points, or dealing with technical issues.). Furthermore,
models trained on written dialogues are often deployed to sum-
marize transcripts of spoken dialogues, where such utterances
are more common.
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Split and combined utterances In chat-based256

conversations, participants can have varying prefer-257

ences for either conveying information over multi-258

ple consecutive utterances or sending one long mes-259

sage. To simulate split utterance perturbation, we260

divide a randomly sampled utterance into consec-261

utive utterances by splitting it at every five words.262

Conversely, to simulate combined utterance per-263

turbation, we identify sequences of consecutive264

utterances from a single participant in a dialogue265

and concatenate them. We combine consecutive ut-266

terances from only one participant at a time. Each267

perturbation is applied individually to a dialogue.268

Both these perturbations allow us to examine long269

bias (the model’s preference to include a long utter-270

ance over shorter utterances, even when multiple271

short utterances include salient information).272

3.3 Quality evaluation of perturbed dialogues273

We conduct a human validation of the perturbed274

dialogues. The goal of this evaluation is to ensure275

that our perturbations do not alter the dialogue’s276

meaning or introduce new information, thereby277

validating the quality of our perturbed test set. We278

sample 20 dialogues and their summaries from each279

of the three datasets (§5.1) and perturb each dia-280

logue with all of the utterance and dialogue-level281

perturbations, resulting in a total of 480 dialogues.282

Two annotators are asked to determine whether283

the reference summary for the original dialogue re-284

mains valid for all the perturbed dialogues (see Ap-285

pendix A.2 for details on annotation guidelines). In286

cases of disagreement, a third annotator breaks the287

tie. The annotators marked 97.5% of the perturbed288

dialogues as being reasonably summarized by the289

summary of the original dialogue, thus validating290

the use of proposed perturbations to investigate the291

robustness of dialogue summarization models. Our292

human evaluation also suggests that our perturba-293

tions do not drastically alter the dialogue and the294

dialogues remain readable and semantically con-295

sistent. Otherwise, for an altered dialogue, the296

original summary would have been marked invalid.297

4 Quantifying Robustness298

For tasks involving text generation, such as di-299

alogue summarization, measuring robustness in-300

volves determining the relationship between differ-301

ent pairs of natural language texts. As a result, the302

robustness of generative tasks is less well-defined,303

compared to a classification task (Liu et al., 2021)304

and can manifest in several ways. We consider305

three dimensions for measuring robustness issues306

that can arise in dialogue summarization.307

Let x denote the original dialogue, yr be the 308

reference summary of the original dialogue, f be 309

the summarization model trained on (x, yr) ∼ D, 310

and f(x) be its prediction over x. Let x′ = x + 311

δ denote the perturbed dialogue and f(x′) be its 312

predicted summary. 313

Consistency A model is consistent (and hence 314

robust) under a perturbation (δ) if the two sum- 315

maries, f(x) and f(x′ = x+ δ), are semantically 316

similar, resulting in minimal change. We quantify 317

the change in model-generated output as follows, 318

∆zc =
|SCORE(f(x), f(x))− SCORE(f(x), f(x′))|

SCORE(f(x), f(x))
(1) 319

further simplified as, 320

∆zc = 1− SCORE(f(x), f(x′)) (2) 321

where SCORE is any text similarity metric (e.g., 322

BERTScore) that assigns a value of 1 for identical 323

inputs and 0 for dissimilar inputs. By definition, 324

∆zc ∈ [0, 1]. Note that consistency is sufficient but 325

not necessary for robustness: a good summary can 326

be expressed in diverse ways, which leads to high 327

robustness but low consistency. 328

Saliency Assuming that the reference summary 329

includes the most salient information conveyed 330

in the input dialogue, we compute the change 331

in salient information captured by the model- 332

generated summaries (before and after perturba- 333

tion) w.r.t the reference summary as follows: 334

∆zs =
|SCORE(yr, f(x))− SCORE(yr, f(x

′))|
SCORE(yr, f(x))

(3) 335

where SCORE is any text similarity metric (e.g., 336

BERTScore). Since ∆zs measures the normalized 337

change in similarity scores, ∆zs ∈ [0, 1]. 338

Faithfulness Faithfulness refers to the extent 339

to which the generated summary is supported by 340

the content of the input dialogue, thus accurately 341

reflecting the information without introducing spu- 342

rious or fabricated details, commonly termed as 343

hallucinations. We compute the change in faithful- 344

ness as follows: 345

∆zf =
|SCORE(x, f(x))− SCORE(x, f(x′))|

SCORE(x, f(x))
(4) 346

where SCORE is any text-based precision met- 347

ric measuring the fraction of information in the 348

summary (f(x)) supported by the input dialogue 349
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(x) (e.g., BERTScore-Precision). Since ∆zf mea-350

sures the normalized change in precision scores,351

∆zf ∈ [0, 1]. Note that, the second term in the352

numerator compares x with f(x′) since we are353

interested in measuring the fraction of summary354

information supported by the ‘original dialogue.’355

Furthermore, since our added perturbations do not356

add any new information to the dialogue, x and357

x′ would essentially contain the same information.358

Clearly, for all three dimensions, the higher the ∆z,359

the lower the robustness of the model.360

5 Evaluating Robustness361

We present our key observations on how various362

perturbations impact the model performance.363

5.1 Implementation Details364

Datasets We consider two task-oriented dia-365

logues, TWEETSUMM (Feigenblat et al., 2021) and366

TODSum (Zhao et al., 2021), both consisting of367

conversations between an agent and a customer.368

TODSum comprises dialogues from multiple sub-369

domains (restaurants, movies, etc), collected via370

crowdsourcing where annotators are tasked to gen-371

erate dialogues based on a given scenario. In con-372

trast, TWEETSUMM focuses solely on customer sup-373

port conversations occurred at Twitter. We also374

include SAMSUM (Gliwa et al., 2019), a corpus of375

chit-chat dialogues between two or more friends.376

Models We analyze the robustness of three Trans-377

former based encoder-decoder models for dialogue378

summarization, Pegasus-large (568M parame-379

ters) (Zhang et al., 2019), BART-large (400M380

parameters) (Lewis et al., 2020) and T5-base381

(220M parameters) (Raffel et al., 2020a), whose382

details are publicly available. All models have383

a comparable number of parameters. We fine-384

tune each model on the train split of the respec-385

tive dataset. We use beam search5 with size 5 to386

generate summaries. We also investigate the robust-387

ness of instruction-tuned versions of two of these388

models, DIAL-BART0 (406M parameters) (Gupta389

et al., 2022) and FLAN-T5-large (783M parame-390

ters) (Chung et al., 2022), used as zero-shot sum-391

marizers, without fine-tuning on the three dialogue392

summarization datasets considered in this work.393

Metrics We evaluate summaries using394

BERTScore (Zhang et al., 2020), which has395

been shown to better correlate with human judg-396

ment (Fischer et al., 2022). BERTScore calculates397

precision, recall, and F1 scores by comparing a398

5Nucleus sampling omitted to avoid sampling variance.

model-generated summary to a reference summary. 399

We use F1 to compute consistency and saliency, 400

and precision to compute faithfulness. To 401

validate observed trends, we additionally evaluate 402

summaries using ROUGE-L metric (Lin, 2004), 403

which measures lexical overlap, and SummaC 404

metric (Laban et al., 2022), which measures 405

factual consistency. For all the reported results, we 406

observe similar trends via ROUGE-L and SummaC 407

(Tables 11,12,13 in Appendix A.8). While we 408

report results using these metrics, the three 409

robustness dimensions can be computed using 410

any evaluation metric. For each reported result, 411

we use a non-parametric bootstrap (Wasserman, 412

2004, ch. 8) to infer confidence intervals (CIs). We 413

utilize 104 bootstrap samples of the dialogues to 414

report 95% bootstrap CIs via the normal interval 415

method (Wasserman, 2004, ch. 8.3). 416

5.2 How robust are fine-tuned models? 417

Fine-tuned dialogue summarization models are 418

affected by both utterance and dialogue level 419

perturbations Table 1 shows the change in con- 420

sistency, saliency, and faithfulness owing to utter- 421

ance and dialogue level perturbations on all three 422

datasets. All three models are equally impacted by 423

various perturbations. Models trained on TweetSum 424

and SAMSum are impacted equally by both utterance- 425

level and dialogue-level perturbations. TODSum 426

is the least impacted, since this dataset contains 427

template-based summaries where only entities from 428

the dialogue are required to be filled. We see a ma- 429

jor impact on faithfulness, with the highest impact 430

on the model trained on the TODSum dataset. 431

Impact of utterance perturbations Table 2 432

shows that these perturbations have a compara- 433

ble impact (shown averaged over all three models). 434

Models trained on TODSum exhibit little change in 435

consistency and saliency, but a significant change 436

in faithfulness. This is expected since the TODSum 437

summaries are extractive, following a pre-defined 438

template, and only require substituting entity infor- 439

mation extracted from the dialogue. Since the tem- 440

plate is fixed and the summaries can only change 441

in entity information before and after perturbation 442

and w.r.t reference summary, we see a small change 443

in consistency and saliency. However, we observe 444

a large change in faithfulness, as this dimension 445

focuses on the factual correctness of the summary. 446

Impact of dialogue perturbations: Table 3 re- 447

ports the impact of dialogue-level perturbations 448

(averaged over all models) and shows significant 449

changes for repetition, time delays, greetings, and 450
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Dataset Model Utterance Perturbations Dialogue Perturbations
∆zc% ∆zs% ∆zf% ∆zc% ∆zs% ∆zf%

TweetSum
BART 17.48±0.32 13.37±0.68 24.68±1.98 16.77±0.40 10.25±2.04 14.48±1.98
Pegasus 16.73±0.42 17.18±1.04 29.51±5.20 16.67±0.42 11.33±1.97 21.03±5.20
T5 17.89±0.37 14.44±0.82 16.67±2.94 17.02±0.38 11.78±1.35 9.81±2.94

TODSum
BART 7.26±0.24 3.87±0.16 51.71±17.09 5.85±0.24 2.70±0.42 19.07±15.06
Pegasus 5.20±0.21 3.50±0.17 37.85±10.74 3.26±0.17 1.74±0.32 22.92±19.33
T5 7.19±0.26 3.86±0.17 35.25±11.46 5.12±0.23 2.11±0.34 28.13±29.91

SAMSum
BART 13.06±0.36 6.57±0.25 11.39±0.73 22.05±0.52 5.11±0.65 6.62±1.28
Pegasus 14.21±0.39 6.59±0.26 8.21±2.05 20.59±0.54 4.35±0.5 6.74±5.52
T5 13.58±0.36 6.72±0.28 4.08±2.77 21.18±0.49 4.5±0.48 4.78±2.22

Table 1: Robustness scores of fine-tuned models using BERTScore. Higher the score, the lower the robustness.

Dimension Dataset Typographical Grammar Language Use

∆zc%
TweetSum 24.65±0.54 23.32±0.87 20.43±0.69
TODSum 9.97±0.30 5.82±0.38 5.73±0.28
SAMSum 16.27±0.36 16.93±0.71 17.78±0.48

∆zs%
TweetSum 16.27±1.93 16.93±2.7 17.78±1.96
TODSum 5.59±1.32 3.12±1.04 2.96±0.89
SAMSum 7.38±2.23 7.44±1.54 7.38±1.13

∆zf%
TweetSum 28.01±6.43 26.13±9.42 19.55±8.14
TODSum 36.73±6.76 25.30±9.81 30.31±8.82
SAMSum 11.17±1.75 9.98±1.83 8.97±1.57

Table 2: Impact of utterance perturbations. Models are
equally impacted by different perturbations.

split utterances. For instance, when subjected to451

repetitions, the models tend to include repeated452

utterances in the summary, even if they were pre-453

viously deemed unimportant (repetition bias; Fig-454

ure 1). Additionally, the models demonstrate a455

preference for the first utterance in a dialogue (lead456

bias), rendering them susceptible to greetings per-457

turbation. This observation aligns with prior find-458

ings for news summarization, where sentences at459

the beginning of an article are more likely to con-460

tain summary-worthy information. Similarly, in461

customer-support conversations, the first utterance462

frequently addresses the primary issue faced by the463

customer. Consequently, models trained on such464

datasets exhibit lead bias. Finally, the models pre-465

fer lengthy utterances in the summary (long bias),466

by being more affected by split perturbations, and467

less affected by short utterances combined.468

5.3 Effect of model size on robustness469

Table 4 shows the change in consistency for models470

with different number of parameters: BART-base,471

BART-large, T5-base, and T5-small. The mod-472

els are almost equally affected by perturbations,473

irrespective of size, suggesting that robustness is-474

sues cannot be mitigated by scaling the model size.475

5.4 How robust are instruction-tuned models476

when used as zero-shot summarizers?477

DIAL-BART0 and FLAN-T5-large are instruction-478

tuned on multiple tasks, with DIAL-BART0, in479

particular, is instruction-tuned on dialog-specific480

tasks. However, neither model was trained on the481

TweetSum dataset, providing a zero-shot setting482

to evaluate their dialogue summarization capabil- 483

ities. As depicted in Table 5, both DIAL-BART0 484

(∆zc=30.37% for utterance and 34.30% for dia- 485

logue) and FLAN-T5 (∆zc=38.23% for utterance 486

and 44.12% for dialogue) are much more sensitive 487

to perturbations compared to their fine-tuned coun- 488

terparts (∆zc=17.36% for utterance and 16.82% 489

for dialogue, averaged over three models). 490

In contrast to fine-tuned models, the zero-shot 491

models are affected more by the dialogue-level 492

perturbations (∆zc=34.30% for DIAL-BART0 and 493

∆zc=44.12% for FLAN-T5) than utterance-level 494

perturbations (∆zc=30.37% for DIAL-BART0 and 495

∆zc=38.23% for FLAN-T5). Among utterance-level 496

perturbations, similar to the fine-tuned models, 497

zero-shot models are also impacted equally by all 498

perturbations. Among dialogue-level perturbations 499

as well, similar to the fine-tuned models, zero-shot 500

models are most impacted by repetitions, greetings 501

and split utterances (Appendix A.6). 502

We additionally consider a recent instruction- 503

tuned large language model, Llama-2-70B, with 504

only publicly available weights. This model is also 505

significantly larger (70B) than the other models 506

(<0.9B). Our results show high sensitivity to per- 507

turbations for this model (∆zc=47.10% for utter- 508

ance and ∆zc=54.53% for dialogue perturbations), 509

though we leave detailed human evaluation of the 510

outputs of this model for future work. 511

5.5 Validity of findings with human evaluation 512

We conduct another human evaluation to con- 513

firm the trends observed with automatic similar- 514

ity metrics. Specifically, we collect similarity 515

scores between summary pairs using human an- 516

notations instead of automated similarity metrics 517

(e.g., BERTScore). The goal is to ensure that ro- 518

bustness trends observed with automated metrics 519

are similar to those from human evaluation. 520

We use the consistency dimension for this eval- 521

uation for two main reasons: 1) Empirically, the 522

three robustness dimensions exhibit a strong cor- 523

relation (Table 10). Thus, using any of the three 524

6
61



Dimension Dataset Repetitions Time Delays Greetings Closing Remarks Split Combine

∆zc%
TweetSum 18.04±0.59 14.15±0.85 20.01 ±1.34 9.80±1.0 16.71±0.83 6.77±0.36
TODSum 5.96±0.39 4.31±0.4 6.61±0.59 2.02±0.4 4.38±0.36 -
SAMSum 27.32±0.46 22.19±0.67 32.89±0.99 16.29±0.89 11.63±0.59 7.80±0.52

∆zs%
TweetSum 12.49±3.45 10.53±1.47 15.23±5.98 6.03±2.23 11.13±1.45 5.40±1.34
TODSum 3.31±0.98 2.20±0.67 3.48±0.88 1.10±0.66 2.19±1.11 -
SAMSum 10.87±0.23 8.38±0.98 12.63±0.95 6.04±1.14 14.65± 0.96 7.05±1.26

∆zf%
TweetSum 19.34±5.91 15.81±1.2 18.31±9.23 6.99±8.28 15.11±7.47 8.65±1.42
TODSum 64.74±6.67 22.74±1.66 50.98±9.51 10.52±9.89 23.37±8.23 -
SAMSum 17.99±8.91 12.76±2.44 21.25±0.91 10.28±0.95 16.05±5.91 10.21±1.91

Table 3: Robustness to dialogue perturbations. Models are most susceptible to repetitions and time delays (repetition
bias), greetings (lead bias), and split utterances (long bias). TODSum dataset has no consecutive utterances from the
same speaker, thus we do not perform combine utterance perturbation on this dataset.

Model Parameters Utterance Perturbations Dialogue Perturbations
∆zc% ∆zs% ∆zf% ∆zc% ∆zs% ∆zf%

BART-large 440 17.48 ±0.33 13.37±0.68 24.68±0.85 16.77±0.40 10.25±2.01 14.48±1.98
BART-base 140 18.2 ±0.30 16.42±0.58 25.78±0.89 18.2±0.30 13.28±1.84 15.6±2.29
T5-base 220 17.89 ±0.37 14.44±0.82 16.67±2.94 17.02±0.38 11.78±1.35 9.81±2.94
T5-small 60 19.15 ±0.32 14.18±0.53 25.31±2.16 19.15±0.32 8.03±2.72 18.64±5.69

Table 4: Evaluating robustness of different sized fine-tuned models on the TweetSum dataset.

dimensions would suffice for human evaluation,525

and (2) Among the three dimensions, consistency526

is easiest to use for human evaluation since it only527

requires the comparison of two summaries.528

We collected annotations via the Appen platform529

(https://appen.com/), asking annotators to com-530

pare summaries of the perturbed and unperturbed531

dialogue, ranking their similarity on a Likert scale532

of 1 (dissimilar) to 4 (identical or paraphrases). To533

collect annotations, we used the same set of 20 dia-534

logues as in §3.3 from the TweetSum dataset. Each535

dialogue was perturbed with one of the eight cate-536

gories (utterance- and dialogue-level), yielding 160537

summary pairs to be annotated.538

We collected 3 annotations per summary pair,539

totaling 480 annotations; after filtering out noisy540

annotations, we conducted our analysis on the re-541

maining 314 examples (Appendix A.3 provides an-542

notation procedure and guidelines). We aggregate543

annotations using majority voting to get similar-544

ity scores. To compute consistency scores (equa-545

tion 1), we map the Likert scale to continuous nu-546

meric scores from 0 to 1. We compute mean scores547

across all pairs for a given dataset and perturbation.548

As shown in Figure 2, we observe similar trends,549

with models exhibiting repetition, long, and lead550

biases, and that models are affected nearly equally551

by all utterance perturbations. While the absolute552

values of ∆zc differ between calculations using au-553

tomatic metrics and human annotations, the relative554

impact of different perturbations on the model is555

similar. For instance, combined utterances and clos-556

ing remarks have the least impact than repetition,557

greetings, and split utterance perturbations.6558

6Except time delays, owing to noise in human annotations.

Figure 2: Comparison of consistency scores obtained
via human annotations of similarity and the automatic
metric on the TweetSum dataset. While the absolute
values of ∆zc differ, the relative impact of different
perturbations on the model is similar.

5.6 Relationship among dimensions 559

While theoretically, three dimensions (§4) measure 560

different aspects of robustness, empirically they ex- 561

hibit a strong correlation of > 84% across datasets 562

and models (details in Table 10 in Appendix). 563

This observation can be conceptually explained 564

to some extent. For instance, high saliency implies 565

high consistency: if summaries before and after per- 566

turbation are similar to the reference summary, they 567

will be similar to each other, leading to low ∆zs 568

and thus low ∆zc. Similarly, high saliency implies 569

high faithfulness: if the model-generated summary 570

is similar to the reference summary, it will also be 571

factually consistent with the input dialogue, lead- 572

ing to low ∆zs and thus low ∆zf . However, if 573

∆zs is large, the model could remain faithful un- 574

der perturbation (small ∆zf ): summaries can be 575

different from the reference summary yet consis- 576

tent with the input dialogue. Thus, conceptually, 577
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Utterance Perturbations Dialogue PerturbationsModel
∆zc% ∆zs% ∆zf% ∆zc% ∆zs% ∆zf%

DIAL-BART0 30.37±0.39 21.80±3.54 37.09±2.57 34.30±0.44 26.44±8.31 47.13±7.51
FLAN-T5 38.23±0.57 41.36±9.10 46.80±14.53 44.12±0.71 39.89±9.09 48.23±11.44
LLAMA-2-70B 47.10±0.17 35.16±0.01 33.19±0.09 54.53±0.48 33.59±0.03 31.69±0.02

Table 5: Robustness of zero-shot summarizers on the TweetSum dataset.

the relation can be explained in only one direction,578

but empirically the dimensions are highly corre-579

lated. Nevertheless, our findings are insightful in580

their own right, suggesting that the high correlation581

among all dimensions could be valuable for future582

robustness studies. For instance, the consistency583

or faithfulness dimension can serve as reference-584

free measures of robustness. Consistency is also585

the easiest to use for human evaluation, as it only586

requires comparing two summaries.587

6 Improving Robustness588

One solution to address robustness issues could be589

to employ reverse heuristics to remove perturba-590

tions from dialogues. However, not all perturba-591

tions can be easily discovered and removed. For592

example, in repetition or time delay perturbations,593

the repeated utterance may include less information594

or be paraphrased compared to the original. While595

greetings and closing remarks might be simpler596

to remove, we include these perturbations as they597

offer a systematic approach to investigating model598

behavior, such as potential lead and recency biases.599

Another potential solution to address robustness600

issues can be to use recent large language models to601

pre-process dialogues by removing errors and rep-602

etitions. However, this approach suffers from two603

challenges: (1) During deployment, additional pre-604

processing could increase latency, and (2) language605

models may hallucinate content, posing the risk of606

introducing factual errors in the input dialogue.607

Finally, we examine if training with perturba-608

tions can help to mitigate robustness issues. We609

fine-tune BART on the training data augmented with610

perturbations and re-evaluate its performance. We611

create multiple training datasets, each modified by612

a specific kind of perturbation (typographical errors613

and language use variations for utterance level; rep-614

etitions, split utterances, and greetings for dialogue615

level), using TweetSum’s training split. These mod-616

ified datasets, with 5-50% of dialogues perturbed,617

are used to fine-tune BART, which we then test on a618

similarly altered TweetSum’s test split.7 We hypoth-619

esize that training with more perturbed dialogues620

7We experimented with training and evaluating a single
model on data with all perturbations. However, since different
perturbations can have varied impacts on model performance,
we found perturbation-wise analysis more interpretable.
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Figure 3: Impact of fine-tuning with perturbations.

will initially improve performance until a threshold, 621

after which overfitting may reduce effectiveness. 622

Figure 3 shows the change in model consistency 623

when fine-tuned with perturbations. The lower the 624

change in consistency, the higher the model robust- 625

ness to the perturbations. One takeaway is that 626

different perturbations necessitate varying amounts 627

of perturbed examples in the training set to achieve 628

maximum performance gain. For example, typo- 629

graphical errors and language use variations yield 630

the largest drop in ∆zc when approximately 40% 631

and 45% of the dialogues are perturbed during train- 632

ing. In contrast, dialogue-level perturbations re- 633

quire significantly less perturbed data during train- 634

ing, with approximately 30% split-utterances, 15% 635

greetings, and only 5% repetitions being sufficient. 636

Overall, the results demonstrate that fine-tuning 637

with perturbed data does not yield consistent per- 638

formance improvements, warranting more detailed 639

exploration as part of future work. 640

7 Conclusion 641

We investigate the impact of naturally occurring 642

variations on state-of-the-art dialogue summariza- 643

tion models using three publicly available datasets. 644

To simulate variations, we introduce utterance-level 645

and dialogue-level perturbations. We conduct our 646

analysis using three dimensions of robustness: con- 647

sistency, saliency, and faithfulness, which capture 648

different aspects of the summarization model’s per- 649

formance. Our results show that both fine-tuned 650

and instruction-tuned models are affected by pertur- 651

bations, with instruction-tuned models being more 652

susceptible, particularly to dialogue-level perturba- 653

tions, spurring the need for future research. 654
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8 Limitations655

We list some of the limitations of our study which656

researchers and practitioners would hopefully ben-657

efit from when interpreting our analysis. 1) Our658

analysis uses automatic metrics to measure seman-659

tic similarity. Established metrics such BERTScore660

are imperfect (Deutsch et al., 2022). However, they661

are widely used in the summarization literature,662

and also correlate with human judgements of sum-663

mary quality, and thus are useful for comparing664

system-level performance. To validate our findings,665

we also conduct a human evaluation to better under-666

stand trends observed due to various perturbations.667

The investigation of better-automated metrics for668

natural language generation is an active field of re-669

search, and we hope to integrate novel performance670

metrics in future work. (2) While our perturbations671

are motivated by real-life scenarios, they are still672

synthetic in nature. However, we take care wher-673

ever possible to avoid unrealistic changes to the di-674

alogues. (3) Our study limits to only open-sourced675

models and does not investigate the robustness of676

proprietary LLMs (e.g., ChatGPT), which may be677

more robust. We decided to limit our study to open-678

sourced models as it allows us to carefully control679

what is in the training data, which is not possible680

with proprietary LLMs and the possibility of data681

contamination also makes it hard to draw conclu-682

sions. (4) Our study mainly focuses on text-based683

dialogue summarization datasets and does not in-684

clude spoken conversations, which would bring in685

very different and diverse nuances of spoken con-686

versations compared to text-based conversations,687

and is currently out of the scope of this paper. (5)688

Our study proposes one possible method to mea-689

sure robustness, and we acknowledge that there690

can be many other viable ways to quantify robust-691

ness. However, quantifying the robustness of tasks692

involving text generation (e.g., summarization) is693

an active area of research (Wang et al., 2022) and694

we hope our work will spur further investigation695

as part of future work. (6) We did not investigate696

the robustness of models under both utterance and697

dialogue level perturbations occurring together in698

a single dialogue, as that would result in a large699

number of possible combinations to consider. We700

leave this for future work.701

9 Ethics Statement702

All annotators in our human evaluation were re-703

cruited via Appen platform and were presented704

with a consent form prior to the annotation. They705

were also informed that only satisfactory perfor-706

mance on the screening example will allow them 707

to take part in the annotation task. None of the ma- 708

terial/examples they looked at had any hateful or 709

abusive content. We also ensured that the annota- 710

tors were paid fair amount of wages using Appen’s 711

Fair Pay Price Per Judgment which equates to an 712

hourly rate matching a little over the minimum 713

wage of annotators in their respective countries. 714

All the datasets used in this work are publicly avail- 715

able under the CDLA-Sharing license and do not 716

contain any private information. 717
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A Appendix 1011

A.1 Details/Examples of Perturbations 1012

See Table 6. 1013

A.2 Details of annotation guidelines of quality 1014

validation in §5.2 1015

For annotation collection, we only allowed anno- 1016

tators proficient in English from a small group of 1017

the most experienced annotators adjudicated by the 1018

Appen platform; from any country. We also used 1019

hidden test questions for quality control and re- 1020

quired annotators to maintain at least 80% accuracy 1021

throughout the job on these hidden test questions. 1022

These test questions are pre-labeled and are used 1023

before and during the task to quiz the annotator. We 1024

selected 15 test questions from the validation split 1025

of each dataset ensuring that these questions do not 1026

overlap with questions seen by the annotators for 1027

the actual annotation task. Figure 4 shows the an- 1028

notation guidelines and Figure 5 shows examples 1029

provided for this task. 1030

A.3 Details of annotation guidelines for the 1031

validity of trends in §5.6 1032

Quality Control: For this task, as well we only 1033

allowed annotators proficient in English from a 1034

small group of the most experienced annotators 1035

adjudicated by the Appen platform; from any coun- 1036

try. We also used hidden test questions for quality 1037

control and required annotators to maintain at least 1038

80% accuracy throughout the job on these hidden 1039

test questions. Figure 6 shows the annotation guide- 1040

lines, and Figure 7 shows examples provided for 1041

this task. 1042

Number of annotations: In the main task, each 1043

annotator was shown 5 examples per page with one 1044

hidden test example. For each example, we col- 1045

lected three annotations. In cases where there was 1046

no agreement among the initial three annotations, 1047

we obtained additional annotations. A maximum 1048

of five annotations was considered. 1049

Noise Filtering: Before computing consistency 1050

scores, we took several steps to filter out noisy an- 1051

notations. The Appen platform estimates the trust 1052

score for each worker (by calculating accuracy on 1053

hidden test examples) and also marks examples 1054

as tainted if it is annotated by an annotator whose 1055

accuracy score has fallen below the minimum accu- 1056

racy threshold. To retain only the highest quality an- 1057

notations, we remove annotations that were marked 1058

as tainted and only keep annotations from workers 1059
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Perturbation Type Perturbation Category Perturbation Name Examples

Utterance Level

Typographical Errors

remove punctuation great!→ great
remove/add whitespace Customer → Custo mer
change letter casing action→ actIon
common substitutions expansions n’t → not
common substitutions contractions I am → I’m

Grammatical Errors dropping determiners a, the, an
subject-verb disagreements She likes apples. → She like apples.

Spoken Language Errors

homophone swaps their → there

filler words and disfluencies

uhm, uh, erm, ah, er, err,
actually, like, you know
I think/believe/mean, I would say
maybe, perhaps, probably, possibly,
most likely

Dialogue Level

Repetitions N/A ‘Sorry, I couldn’t hear you, can you repeat?’

Time Delays N/A
‘Just give me a few minutes..’
‘sure’, ‘yup!’
‘Thanks for waiting.’

Greeting and closing remarks

greeting (Customer Support) ‘Hi! I am your customer support assistant. How may I help you today?’
greeting (friends) ‘Hi!’ or ‘Hey there!’

closing (Customer Support) ‘Thank you for contacting us. Have a nice day!’
closing (friends) ‘Cool, talk to you later!’, ‘Bye.’

Table 6: Examples of each perturbation

Figure 4: Annotation guidelines for quality validation of perturbed dialogue-summary pairs.

whose trust score is 100%. On qualitatively exam-1060

ining the annotations we also found cases where1061

the two summaries were word-by-word the same,1062

yet the annotator did not give a rating of 4 (highly1063

similar or exact match). Since this is a case of ob-1064

vious noise, we remove such cases. If an example1065

has less than 3 annotations left after the filtering1066

step, we drop the example. After this filtering, we1067

finally use 314 annotations to conduct our analysis.1068

A.4 Targeted dialogue perturbations to1069

investigate the repetition bias1070

To delve deeper into the repetition bias observed in1071

the models, we conducted targeted perturbations,1072

where we repeat utterances based on whether the in-1073

formation conveyed in those utterances was consid-1074

ered important by the reference summary. Specif-1075

ically, we identify utterances that are highly rele-1076

vant and least relevant to the reference summary.1077

To measure relevance, we compute semantic simi-1078

Dataset Model Repeated Utterance
Most Relevant Least Relevant Random

TweetSum
BART 12.40 14.53 14.46
Pegasus 13.49 16.68 14.22
T5 9.26 11.46 10.84

TODSum
BART 1.94 4.32 3.52
Pegasus 2.05 2.05 2.92
T5 1.85 3.66 3.50

Table 7: Saliency scores of fine-tuned models with tar-
geted perturbations. Perturbing the least relevant utter-
ance results in the highest change in saliency, suggesting
that the model exhibits repetition bias.

larity8 between each utterance and each sentence 1079

in the reference summary. For each summary sen- 1080

tence, we then determine the most (least) relevant 1081

utterance by selecting the one with the highest (low- 1082

est) similarity with the summary sentence. When 1083

perturbing the most relevant utterance, we perturb 1084

the utterances that were identified as relevant to 1085

at least one summary sentence. When perturbing 1086

8using sentence transformers [CITE]
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Figure 5: Examples provided as part of annotation guidelines for quality validation of perturbed dialogue-summary
pairs

Figure 6: Annotation guidelines for the validity of trends; to collect similarity annotations for pair of summaries.

the least relevant utterance, we perturb the utter-1087

ances that were identified as least relevant to all the1088

summary sentences.1089

As shown in Table 7, we observe that the model1090

exhibits the highest change in saliency scores when1091

we perturb the least relevant utterance, which fur-1092

ther demonstrates the model’s tendency to consider1093

repeated information as important, even though it1094

was not considered important as per the reference1095

summary. In contrast, repetition of the most rele-1096

vant utterance shows the least change in the scores,1097

since the model already focuses on the most rele-1098

vant information before perturbation and after re-1099

peating that utterance, it still remains important to1100

be included in the summary.1101

A.5 Sensitivity to perturbation rate 1102

A.6 Perturbation-wise impact on zero-shot 1103

models 1104

See Table 8 and Table 9 1105

A.7 Correlation analysis 1106

Table 10 shows the Pearson correlations between 1107

pairs of dimensions on the TweetSum dataset. Cor- 1108

relations scores are also visualized in Figures 10, 1109

11, 12. Similar correlation are also observed on 1110

SAMSum (Figures 14, 15, 13) and TODSum datasets 1111

(Figures 17, 18, 16). 1112

A.8 Analysis using ROUGE-L and SummaC 1113

scores 1114

14
69



Figure 7: Examples provided as part of annotation guidelines to collect similarity annotations for pair of summaries.

Model Perturbation
repetitions time_delays greetings Closing remarks split_utterances combined_utterances

DIAL-BART0 35.30 31.15 35.02 23.07 35.10 18.31
FLAN-T5 45.65 32.88 60.10 48.11 41.45 20.34

Table 8: Change in consistency scores due to dialouge-level perturbations on instruction-tuned models when used as
zero-shot summarizers. Models are more affected due to repetitions, time-delays, greetings, and split utterances
compared to closing remarks and combined utterances.

Figure 8: Consistency scores for spelling error perturba-
tion, when varying the percentage of words perturbed
per utterance. We perturb all utterances in a dialogue.
A perturbation rate of 20% also causes a considerable
drop in model performance.

Figure 9: Consistency scores for spelling error perturba-
tion, when varying the percentage of words perturbed
per utterance. We also vary the number of utterances
being perturbed. Perturbing more than 30% utterances
also causes a considerable drop in model performance.

Figure 10: Correlation between consistency and saliency
dimensions on TweetSum dataset.

Figure 11: Correlation between faithfulness and
saliency dimensions on TweetSum dataset (Outliers ex-
cluded for the purpose of visualization).
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Model Perturbation
typographical grammar language_use speech_recognition

DIAL-BART0 33.74 32.26 27.53 30.33
FLAN-T5 42.60 48.03 39.75 33.86

Table 9: Change in consistency scores due to utterance-level perturbations on instruction-tuned models when used
as zero-shot summarizers. Models are equally affected due to all perturbations.

Model Pair of dimensions
(∆zc, ∆zs) (∆zc, ∆zf ) (∆zf , ∆zs)

BART 0.89 0.91 0.85
T5 0.94 0.93 0.89
Pegasus 0.86 0.85 0.84

Table 10: Pearson correlations between pairs of dimen-
sions on the TweetSum dataset. Similar correlation ob-
served on SAMSum and TODSum (Appendix A.7).

Figure 12: Correlation between faithfulness and consis-
tency dimensions on TweetSum dataset.

Figure 13: Correlation between consistency and saliency
dimensions on SAMSum dataset.

Figure 14: Correlation between faithfulness and
saliency dimensions on SAMSum dataset (Outliers ex-
cluded for the purpose of visualization).

Figure 15: Correlation between faithfulness and consis-
tency dimensions on SAMSum dataset.

Figure 16: Correlation between consistency and saliency
dimensions on TODSum dataset.

Figure 17: Correlation between faithfulness and
saliency dimensions on TODSum dataset (Outliers ex-
cluded for the purpose of visualization).

Figure 18: Correlation between faithfulness and consis-
tency dimensions on TODSum dataset.
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Model Utterance Perturbations Dialogue Perturbations
Consistency Saliency Faithfulness Consistency Saliency Faithfulness

BART Large 14.00±0.22 10.91±0.01 9.18±0.01 14.37±0.37 10.37±0.01 8.97±0.01
BART Base 14.18±0.29 10.65±0.01 9.60±0.01 15.40±0.31 9.74±0.01 9.04±0.09
Pegasus 13.50±0.46 13.24±0.01 11.29±0.02 14.78±0.39 12.14±0.02 9.80±0.01
T5 Base 14.72±0.36 13.43±0.01 11.01±0.01 13.88±0.42 12.27±0.02 9.79±0.01
T5 Small 14.66±0.33 14.40±0.01 10.11±0.01 15.75±0.31 10.99±0.01 8.72±0.08
DIAL-BART0 29.72±0.36 22.70±0.01 20.53±0.01 34.09±0.30 26.3±0.02 23.29±0.01
FLAN-T5 34.06±0.55 34.63±0.01 36.67±0.02 39.84±0.53 36.98±0.03 40.82±0.06
LLAMA-2 47.1±0.17 35.16±0.01 33.19±0.09 54.53±0.48 33.59±0.03 31.69±0.02

Table 11: Results on TweetSum using ROUGE-L

Model Utterance Perturbations Dialogue Perturbations
Consistency Saliency Faithfulness Consistency Saliency Faithfulness

BART Large 19.18±0.35 6.66±0.01 3.37±0.01 20.85±0.60 7.70±0.02 2.11±0.01
BART Base 19.35±0.41 6.67±0.01 4.23±0.02 21.08±0.47 5.34±0.02 3.07±0.01
Pegasus 19.67±0.50 8.33±0.02 3.75±0.01 21.70±0.53 7.43±0.03 3.67±0.03
T5 Base 19.20±0.50 7.81±0.03 3.87±0.03 21.40±0.58 7.76±0.04 3.44±0.01
T5 Small 20.77±0.55 8.44±0.06 3.69±0.01 21.17±0.63 5.93±0.01 2.38±0.04
DIAL-BART0 43.05±0.52 12.8±0.03 4.55±0.01 51.75±0.47 16.05±0.02 6.32±0.03
FLAN-T5 39.54±0.64 14.96±0.00 5.95±0.01 45.93±0.65 15.35±0.04 7.72±0.02
LLAMA-2 45.05±0.44 20.51±0.04 18.06±0.02 56.32±0.43 20.58±0.11 12.79±0.06

Table 12: Results on TweetSum using SummaC

Dimension Repetitions Time Delays Greetings Conclusion Split Utterances Combine Utterances
Consistency 31.03±0.52 25.73 ±0.77 36.89±1.07 18.17±0.95 13.34±0.75 8.7±0.62
Saliency 12.16±0.66 9.64±0.97 16.72±2.36 5.62±0.73 11.63±1.05 6.62±0.77
Faithfulness 10.17±0.45 7.54±0.58 10.84±0.93 5.3±0.69 8.96±0.6 5.33±0.49

Table 13: Impact of Dialouge Perturbations on TweetSum using ROUGE-L
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Abstract
Conversational search systems enable informa-
tion retrieval via natural language interactions,
with the goal of maximizing users’ informa-
tion gain over multiple dialogue turns. The
increasing prevalence of conversational inter-
faces adopting this search paradigm challenges
traditional information retrieval approaches,
stressing the importance of better understand-
ing the engineering process of developing these
systems. We undertook a systematic literature
review to investigate the links between theo-
retical studies and technical implementations
of conversational search systems. Our review
identifies real-world application scenarios, sys-
tem architectures, and functional components.
We consolidate our results by presenting a lay-
ered architecture framework and explaining the
core functions of conversational search systems.
Furthermore, we reflect on our findings in light
of the rapid progress in large language models,
discussing their capabilities, limitations, and
directions for future research.

1 Introduction

Accessing information has always been one of the
primary functions of computer systems. Early sys-
tems relied on command-line interfaces with a spe-
cific syntax for data retrieval. As search systems
evolved, database query languages enabled more
complex queries but required technical knowledge.
Then, free-text search engines allowed users to en-
ter keywords in natural language, with information
typically displayed as a result page listing relevant
items (Höchstötter and Lewandowski, 2009). In
recent years, the evolution of search systems has
continued in the direction of human-like dialogues.

Conversational search has emerged as a novel
search paradigm, marking a shift from traditional
search engines to interactive dialogues with in-
telligent agents (Radlinski and Craswell, 2017;
Zhang et al., 2018). Many people have grown ac-
customed to using conversational interfaces like

chatbots and voice assistants (Klopfenstein et al.,
2017). The widespread usage of dialogue sys-
tems has changed how humans expect to interact
with computers (McTear et al., 2016). Although
modern conversational agents have impressive skill
sets, their information-seeking capabilities are rel-
atively limited and often confined to answering
simple questions. As a consequence, there is a
growing research interest in developing conver-
sational search interfaces that go beyond simple
query-response interactions by supporting more
complex mixed-initiative dialogues, which is fur-
ther fueled by the surging popularity of large lan-
guage models (LLMs) and their integration into
many kinds of search applications.

Even though the topic of conversational search
is relatively new, its fundamental concepts can
be traced back to early works from the natural
language processing (NLP) and information re-
trieval fields. So far, this emerging topic has been
approached from different angles. While some
researchers focus on theories and conceptual as-
pects (Azzopardi et al., 2018), others conduct dia-
logue analyses and build prototypes to ground ab-
stract models in empirical studies (Vakulenko et al.,
2021a). Yet, despite the ample literature about re-
quired properties, many proposed systems are too
complex to implement. This apparent gap high-
lights the need for a more holistic inspection that
connects theoretical requirements with realizable
functional components.

We conducted a systematic literature review
investigating different aspects of conversational
search systems (CSSs) to address this research gap.
The three main contributions are as follows:
(1) We identify the conceptual system properties
and suitable application scenarios of CSSs.
(2) We consolidate architectures from the literature
into a layered architecture framework and elaborate
on the core functional components of CSSs.
(3) We discuss the manifold implications for aug-
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menting CSSs with LLMs, highlighting their po-
tential capabilities, limitations, and risks.

2 Related Work

In the related research literature on systems for con-
versational information-seeking, three categories
are usually distinguished: search, recommenda-
tion, and question-answering (QA) (Zamani et al.,
2023). As the name suggests, CSSs actively involve
users in the search process. Through multi-turn di-
alogues, users enter queries, locate information,
examine results, or refine their search goals. In
contrast to search systems, recommender systems
usually rely on data about user preferences and past
interaction histories to help with decision-making
by providing personalized recommendations. QA
systems have been an active area of research for
many decades. Given a text corpus or knowledge
base and a dialogue history, conversational QA
systems aim to find answers to natural language
questions (Vakulenko et al., 2021b). It is worth
noting that the boundaries between conversational
search, recommender, and QA systems are blurred
and overlap. Although surveys exist on the two
latter system categories (Jannach et al., 2021; Zaib
et al., 2022), our literature review is dedicated to
search-oriented conversational interfaces.

Despite the growing body of research on conver-
sational search, related work, such as surveys or
systematic literature reviews, remains scarce. The
few studies we found tend to have a narrow topic
focus on certain application domains or challenges.
For example, the survey from Adatrao et al. (2023)
gives an overview of conversational search applica-
tions in biomedicine. In a different study, Keyvan
and Huang (2022) address the challenge of dealing
with ambiguous queries. Another literature study
from Gerritse et al. (2020) investigates problematic
biases in personalized content that conversational
search agents can exhibit. Yet another work by
Kiesel et al. (2021) is a comprehensive survey on
meta-information in search-oriented conversations.

To the best of our knowledge, we are the first
to provide a system-centric review across the de-
velopment process, ranging from conceptualizing
core functions to implementing architectural com-
ponents. Unlike the mentioned studies, we do not
look into specific challenges or domains within
conversational search but take on a broad engineer-
ing perspective. We summarize valuable insights
regarding the design and development of CSSs for

several application use cases. Additionally, we ad-
dress the recent interest surrounding LLMs and
their potential implications for engineering CSSs.

3 Method

We conducted our systematic review based on the
guidelines from Kitchenham et al. (2004). Our
study aims to shed light on the complex engineer-
ing process behind CSSs from initial system re-
quirements to technical implementations by focus-
ing on three key aspects: (1) definitions and pro-
posed application scenarios to conceptualize the
functional requirements of CSSs, (2) architectural
elements suggested in the literature to effectively
support these required system properties, and (3)
core functions of CSSs discussed in the academic
literature along with their implementations.

To obtain relevant publications, we devised a
search string for querying six academic databases,
as presented in Table 2 of Appendix A. The pub-
lication period was restricted to the time window
between 2012 and 2022, yielding 212 candidate
papers that predated the emergence of primarily
LLM-based dialogue systems like ChatGPT (Ope-
nAI, 2022). Two researchers screened the papers
for relevance, selecting a final set of 51 papers. Ad-
ditionally, they performed forward and backward
snowballing to include recent papers from 2023
and 2024, mainly focusing on LLMs for CSSs.

4 Results

4.1 Definitions and Application Scenarios
The concept of conversational search is not uni-
formly defined in the literature. We found three
main categories of definitions. System-oriented
definitions describe conversational search referring
to architectural components (Sa and Yuan, 2020;
Vakulenko et al., 2021a). Dialogue-oriented def-
initions emphasize the specifics of the dialogue
interaction (Radlinski and Craswell, 2017; Kiesel
et al., 2021). Task-oriented definitions state tasks
the system must complete (Zhang et al., 2018; Trip-
pas et al., 2020). Despite focusing on different
aspects, the analyzed definitions point out simi-
lar qualities to distinguish CSSs from traditional
search approaches. These qualities are often re-
lated to the theoretical framework of Radlinski and
Craswell (2017), which provides a structure and
set of characteristics for designing and evaluating
CSSs. In summary, we identified four reoccurring
system properties from the analyzed papers. Firstly,
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mixed-initiative interaction lets both user and sys-
tem collaboratively steer the dialogue. Secondly,
mutual understanding involves the system reveal-
ing its capabilities and helping users express their
needs. Thirdly, context awareness and memory
refers to the system’s ability to gather information
from its surroundings and conversation history to
adapt dynamically. Lastly, continuous refinement
denotes improving retrieval performance through
direct feedback or learning from past interactions.

Search Modality. These system properties open
up a wide range of use cases, but the suitability
of conversational search depends on the search
modality and search task. CSSs can support text-
based, speech-based, or hybrid interaction modal-
ities. Aliannejadi et al. (2021) analyze various
modality types and discuss their impact on the
user’s information gain during conversations. The
authors mention examples like voice interfaces as
speech-only options for service hotlines, text-based
systems that can be integrated into messaging plat-
forms or web search engines, and multimodal sys-
tems, such as virtual assistants or smart speakers
with screens to display visual information. Con-
trary to text-based interfaces, spoken CSSs work
without screens and are highly accessible because
they do not require any technical expertise. Yet,
conveying search results solely through speech out-
put can overwhelm users (Deldjoo et al., 2021).
Moreover, two studies conducted by Xing et al.
(2022) and Sa and Yuan (2020) indicate that differ-
ent modalities influence the search behavior con-
cerning the frequency of query reformulation or
how long search results are examined. Although
the majority of CSSs in the literature are predomi-
nantly uni-modal and text-based, Liao et al. (2021)
note a growing trend towards multimodal systems.

The modality and the nature of the search task
determine the appropriateness of conversational
interaction. A conventional data lookup with a
graphical user interface may be more efficient in
scenarios where the information need can be easily
expressed. Concerning more ambiguous scenarios
where the search goal is multi-faceted, and the data
structure complex, a free-form conversation with
iterative clarifications, reasoning steps, and feed-
back loops becomes applicable for conversational
search (Radlinski and Craswell, 2017). In sup-
port of this, Ren et al. (2021b) and Schneider et al.
(2023a) argue that dialogue-based search is partic-
ularly effective for exploratory search goals that

involve progressively narrowing down information
items from unfamiliar information spaces (White
and Roth, 2009). Other tasks for which the useful-
ness of conversational search was highlighted are
sequential QA, learning about a new topic, asking
for personal recommendations, or making plans
(Anand et al., 2020).

Application Scenarios. In our analysis of conver-
sational search scenarios, we identified several real-
world application domains that have been explored.
While business and health were the most popular
domains, we observed a significant diversification
in the last years, including aerospace, gastronomy,
law, news media, public services, or tourism (Liao
et al., 2021). For example, several researchers have
studied product search in e-commerce scenarios for
eliciting user preferences across multiple dialogue
turns (Bi et al., 2019; Xiao et al., 2021). A study
from Bickmore et al. (2016) proposed a CSS to sup-
port people with low health and computer literacy
to find information about clinical trials for which
they may be eligible. In the domain of news media,
Schneider et al. (2023b) demonstrate the integra-
tion of knowledge graphs with conversational inter-
faces to enhance exploratory search of newspaper
articles. They present a knowledge-driven dialogue
system and, through a large-scale user study with
54 participants, evaluate its effectiveness and derive
design implications regarding functional improve-
ments. Liu et al. (2021) compared conversational
versus traditional search in a legal case retrieval
scenario, showing that users achieve higher satis-
faction and success in the conversational approach,
especially when they lack sufficient domain knowl-
edge. We find that the analyzed domain-specific
systems often help overcome the absence of prior
background knowledge, facilitating users in initiat-
ing the search process. Alternatively, these systems
can provide assistance when the interface’s modal-
ity is restricted and does not support conventional
search methods.

4.2 Architecture Framework

Once the application scenario and desired system
requirements are defined, the subsequent steps in
the engineering process are to transform theoreti-
cal properties into technical implementations. This
refers to functional components and their integra-
tion as part of the system architecture. We identi-
fied over 20 system architectures from the litera-
ture and consolidated reoccurring elements into the
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Figure 1: Architectural framework of conversational search systems.

generalized CSS architecture displayed in Figure 1.
The proposed architecture adopts a layered architec-
ture pattern, where each of the six layers performs
a specific role within the CSS. The layers contain
modules and functional components specifically
designed for information-seeking purposes. For
example, the conversational interface layer estab-
lishes the interaction channel between the system
and the user. It receives user requests and presents
search results depending on the modality. The three
layers of natural language understanding, dialogue
management, and natural language generation deal
with processing input utterances, handling conver-
sation logic, and producing responses as output. In
CSSs, the correct understanding and meaningful
pre-processing of user queries are essential to max-
imize the information gain. The search layer, in
conjunction with the knowledge layer, performs
search operations within the information space,
ensuring access to various data structures. Pos-
sible data sources are corpora with unstructured
text documents, application programming inter-
faces (APIs), or structured knowledge bases like
knowledge graphs (Schneider et al., 2022). Data
items can be stored in various databases, such as
relational, graph, or vector databases, each with
distinct benefits and drawbacks based on the data
characteristics and application needs.

Modules group functional components and thus
represent a specific functionality inside the lay-
ers. There is a separation of concerns among the
modules, which deal only with logic pertinent to
their respective layer. For instance, the query pre-
processing module is a functionality from the lan-
guage understanding layer, which enhances user
queries through reformulation, clarification, sug-
gestion, or other functions. The components per-
form specific tasks on the lowest abstraction level

using NLP techniques. Implementing a component
usually requires training NLP models that receive
an input and classify, retrieve, or generate textual
data, in some instances also structured data. Com-
ponents can be implemented independently, requir-
ing knowledge only of how they are connected to
other components. While the displayed architec-
ture encompasses all components encountered in
the literature, implementations of a concrete CSS
usually employ only a subset of these components.
For example, reacting to user feedback is an essen-
tial function often mentioned in theoretical frame-
works, but only a few studies implement it as part
of an actual system (Bi et al., 2019; Wang and
Ai, 2021). Since most architectures focus only on
specific functional components like query sugges-
tions or generating clarifying questions, there is a
discrepancy between theoretical frameworks and
practical implementations. Section 4.3 provides
a more detailed overview of the various conver-
sational search-specific core functions from the
architectural components.

In line with common architectural patterns for
dialogue systems, our proposed architecture fol-
lows a layered structure, separating functionality
into different modules. We found that most ana-
lyzed implementations from the literature connect
modules in a pipeline-based approach (Rojas Bara-
hona et al., 2019; Mele et al., 2021; Alessio et al.,
2023, inter alia). However, we observed a growing
number of research works aiming to develop end-
to-end approaches with transformer-based neural
networks instead of classic NLP pipelines (Xiao
et al., 2021; Ferreira et al., 2022). While end-to-end
learning enables training a single model to repre-
sent target modules without the usual intermediate
steps found in pipeline designs, these systems still
depend on multiple task-specific modules and do
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Functions Example Studies Datasets Models Access
Query classification Aliannejadi et al. (2020) TREC CAsT BERT ♦

Voskarides et al. (2020) TREC CAsT, QuAC BERT ✓
Query reformulation Zhang et al. (2021) TREC CAsT HWE, T5 ✓

Yu et al. (2020) TREC CAsT GPT-2 ✓
Query clarification Zamani et al. (2020) Bing search logs BiLSTM ×

Bi et al. (2021) Qulac BERT ♦
Query suggestion Rosset et al. (2020) Bing search logs BERT, GPT-2 ×

Mustar et al. (2022) TREC Session, MARCO, AOL logs BERT, BART, T5 ♦
Candidate retrieval Xiong et al. (2020) TREC DL, NQ, TriviaQA ANCE ✓

Lin et al. (2021) TREC CAst, CANARD, MARCO BERT ♦
Candidate re-ranking Kumar and Callan (2020) TREC CAsT BERT ♦

Mele et al. (2021) TREC CAsT, ConvQ BERT ✓
Knowledge-based
response generation

Zhang et al. (2020) WikiTableQuestions T5, GPT-2 ♦
Ren et al. (2021a) SaaC PPG ✓

Table 1: Example studies, datasets, and implementations of the seven core functions in conversational search.
Legend: ✓ = dataset(s) and system; ♦ = dataset only; × = not available.

not achieve a genuine end-to-end design, where
only one model would handle all functionalities.
To date, even the most advanced LLMs fail to inte-
grate all functions without encountering issues, as
we will discuss in more depth later on.

An example of a pipeline-based architecture is
the open-source framework called Macaw from
Zamani and Craswell (2020). It consists of three
modules implemented in a generic form with re-
placeable NLP models. One module is responsible
for query pre-processing with co-reference reso-
lution and query reformulation or expansion, an-
other for ranking documents with a retrieval model,
and a third module for response generation. Two
system proposals from Zhang et al. (2021) and
Mele et al. (2021) have similar architectural com-
ponents but additionally adopt a neural passage
re-ranker for re-ordering results of the first-stage
retrieval using a BERT model (Nogueira and Cho,
2019). Concerning end-to-end approaches, Xiao
et al. (2021) introduce a CSS for online shopping,
consisting of a sequence-to-sequence transformer
for dialogue state tracking and a multi-head atten-
tion mechanism to match user queries to products.
Comparable architectures from Ren et al. (2021a)
and Ferreira et al. (2022) that aim to implement
conversational search sub-tasks in an end-to-end
manner also include transformers, such as BERT
and T5, for passage re-ranking and response gener-
ation models.

Our presented architecture framework captures
the fundamental aspects of CSSs in the research lit-
erature, and although there might be architectural
adaptations to suit specific application scenarios
with varying interface modalities and data struc-
tures, the body of six layers remains unchanged.
The architecture offers flexibility in adding, remov-

ing, or replacing components within the modules.

4.3 Conversational Search Functions

This section elaborates on the seven core func-
tions of CSSs mentioned in the architecture frame-
work. Implementing these functions using NLP
techniques is the most concrete step in the engi-
neering process. Therefore, we review example
studies that implement commonly used machine
learning models (see Table 1) and list the most pop-
ular training and evaluation datasets in Table 3 of
Appendix A. Despite being essential for conversa-
tional systems, some components like intent detec-
tion are not explicitly explained here as they are
not specific to CSSs. While not all functions may
be present in a given system or are combined, these
main functions have been widely utilized and are
treated as individual sub-tasks in the broader fields
of conversational search and information retrieval.
The order of paragraphs for each function roughly
follows the processing steps needed to generate an
output given an input turn in the conversation.

Query Classification. As part of the initial query
pre-processing module, classifying the given query
can benefit many subsequent system components.
In conversational search scenarios, user requests
may not be self-explanatory and ambiguous due
to a lack of context. Researchers have approached
this problem by classifying what type of question
is being asked (Kia et al., 2020), determining the
search domain of interest (Frummet et al., 2019;
Hamzei et al., 2020), or deciding whether a (past)
query is relevant in the context of the ongoing di-
alogue (Aliannejadi et al., 2020; Voskarides et al.,
2020). Other system components can adapt accord-
ing to classified queries, such as querying domain-
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specific sources, discarding irrelevant utterances,
or selecting relevant past utterances. The often-
used TREC Conversational Assistant Track (CAsT)
datasets contain many sessions where a user in-
quires about two subjects and later asks questions
to compare the two. Classification can be used to
select the previous relevant utterances.

Query Reformulation. Since a CSS is pro-
cessing dialogue turns, it has to deal with many
subtleties and challenges. Conversational search
primarily deals with ambiguity and co-reference
issues (Keyvan and Huang, 2022). Reformulating,
also called rewriting, a query to an unambiguous
and explicit form is often needed for effective
information retrieval and to incorporate contextual
information of an ongoing conversation. Numer-
ous approaches incorporate transformer-based
language models for this task (Ferreira et al.,
2022). Either as a classifier to determine what
terms have to be incorporated into the rewritten
query (Mele et al., 2021), a sequence-to-sequence
approach trained on query – rewrite target
pairs (Zhang et al., 2021) or in a weakly-
supervised fashion using LLMs (Yu et al., 2020).
The following is a simple example of rewriting:

User: Who is the director of Citizen Kane?
System: Orson Welles is the director.
User: Does he have children?
Rewrite: Does��he Orson Welles have children?

Query Clarification. When the system cannot
resolve or interpret a query, it can take the initiative
and ask the user for clarification. CSSs that can
show initiative, such as proactively asking ques-
tions, are referred to as mixed-initiative systems.
Different approaches for clarifying questions have
been investigated, including template filling, se-
quence editing models, sequence-to-sequence mod-
els, and combinations of these methods. Template
filling can be as straightforward as “Did you mean
X?” for a misspelling or co-reference issue. Tem-
plates can cover many clarifying questions, but
their specificity level is something to consider (Za-
mani et al., 2020). Sequence editing models are
related to query rewriting; they choose a clarifica-
tion question and rewrite it with information from
the ongoing dialogue state (Zamani et al., 2023).
Sequence-to-sequence approaches train models
with unclear query – clarifying question pairs to
predict fitting questions.

Asking a clarifying question is not always the
best course of action. Systems have to ensure a

user’s patience or tolerance is not running out by
asking too many questions (Bi et al., 2021). Con-
trolling this ‘risk’ and the system’s information
need is a delicate balance. Current approaches
implement functions that try to approximate the in-
formation gain and tolerance of a user (Salle et al.,
2021; Wang and Ai, 2022). If the system wants
to ask a clarifying question, it uses this function
to decide whether it should proceed. This can be
done for numerous reasons. Braslavski et al. (2017)
provide a taxonomy of six clarification categories.
Their categorical taxonomy is created from analyz-
ing community question-answering websites but
can be applied more generally.

Query Suggestion. CSSs can help users while
they are still in their conversational turn by suggest-
ing relevant queries or even (partial) answers while
the interaction is ongoing (Aliannejadi et al., 2021;
Keyvan and Huang, 2022). Search engines are a
good example of this, where auto-complete is heav-
ily used. Suggesting queries can possibly mitigate
issues addressed by the previously mentioned sys-
tem functions. If the system incorporates dialogue
state information in the suggestions, it can provide
unambiguous versions of an unclear query. Gen-
erating query suggestions is done in many ways,
but all must deal with the query, dialogue state,
and ranking-generated suggestions. An often-used
approach is training a model to determine what to
copy or generate from the dialogue state and input
query to maximize the chance of a user picking the
suggestion (Dehghani et al., 2017; Mustar et al.,
2022). The generated queries can be ranked by the
same or a separate model (Rosset et al., 2020).

Candidate Retrieval. Candidate retrieval fetches
possibly relevant data items by producing a struc-
tured database query given the (pre-processed) user
query or retrieving information from unstructured
text collections. The latter approach falls into two
general categories: sparse retrieval and dense re-
trieval (Gao et al., 2023). Sparse retrieval ranks
documents with methods such as BM25 (Robert-
son and Zaragoza, 2009). These use sparse vectors
encoding term occurrences in queries and docu-
ments, which can be used for retrieval directly, to
perform pre-filtering of results (Vakulenko et al.,
2021b; Zhang et al., 2021), or to represent model
features (e.g., for re-ranking) (Cho et al., 2021). Al-
though computationally efficient, the purely lexical
approach of these methods limits them in dealing
with synonyms, word order, and spelling mistakes.
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Dense retrieval addresses these issues, which
is often implemented as a dual encoder architec-
ture, where one neural model encodes a document
into a dense vector and another the (processed)
query (Lin et al., 2021). These models are trained
by jointly training these two encoders on labeled
query – relevant document pairs. There are varia-
tions with additional encoding strategies, but the
main idea stays the same (Ferreira et al., 2022).

Candidate Re-Ranking. Once the system has a
set of possibly relevant candidate results for the
current turn or utterance, the next step is to rank
this set in order of informativeness. There are many
approaches to re-ranking, with the most dominant
one being some model that either classifies, scores,
or re-orders a given input set (Ferreira et al., 2022).
These models are either fine-tuned on explicitly
labeled query – relevant item pairs (Zhang et al.,
2021; Mele et al., 2021) or use some distance mea-
sure between (part of) the embedded query and
(part of) the relevant document. These are the main
building blocks of most implementations, but they
can be combined into more elaborate setups. Ku-
mar and Callan (2020), for instance, suggest multi-
view re-ranking, where the system creates different
embeddings of the input query. These views in-
clude information from dialogue history, relevant
terms from the retrieved items, and the rewritten
query, which get fused into the final ranking.

Knowledge-Based Response Generation. The
final step of a turn in the conversational system is to
present the response to the user in the form of natu-
ral language. As with information retrieval, natural
language generation is a dedicated research field.
As such, many distinct approaches and methods
within CSSs exist. These are generally grouped
according to three categories: the information type,
generation method, and information source.

Information type refers to the response’s struc-
ture based on the retrieved document(s) or infor-
mation need. These include short answer, long
document retrieval, abstractive summarization or
structured entities (Zamani et al., 2023). For in-
stance, a short factual question often does not re-
quire a large response (“In what year did X hap-
pen?”). In contrast, a query for an explanation
might involve summarizing a relevant passage.

Different generation methods are used for these
different answer types and can serve as a grouping
of approaches. Some general methods include;
template filling (Zhang et al., 2018), sequence-

to-sequence methods (Ferreira et al., 2022) and
weakly supervised approaches (Baheti et al., 2020).
More elaborate approaches have a model choos-
ing from where to copy a token in generating the
response: a vocabulary, the input query, or the re-
trieved passage (Ren et al., 2021a,b).

Generation is also dependent on the information
source being queried. Conversational search is gen-
erally done over a corpus of free text but can also be
done over a knowledge graph (Kacupaj et al., 2022;
Dutt et al., 2022) or other (semi-)structured infor-
mation (Zhang et al., 2020). The source influences
the choice of generation technique; verbalizing a
sub-graph from a knowledge graph is considerably
different from summarizing a text passage.

There are also hybrid methods that fuse informa-
tion sources and generation methods. The most in-
fluential contribution in this area has been retrieval-
augmented generation (Lewis et al., 2020; Shuster
et al., 2021). These hybrid approaches try to bal-
ance the expressiveness and veracity of responses.

5 Discussion and Future Directions

The results from our review give insights into the
engineering behind CSSs from abstract properties
to realizable functional components. Against this
background, our findings unveil a disruptive trend
of adopting larger language models to integrate
end-to-end functional components. Researchers
have emphasized the benefits of streamlined NLP,
reduced error propagation, and data-driven devel-
opment. Hence, rather than reflecting on the numer-
ous general challenges in the evaluation of CSSs,
like Penha and Hauff (2020), we direct our focus
toward discussing how LLMs can augment CSSs
and the implications it has on their future evolution.

While most studies fine-tune language models
(e.g., BERT or T5) on downstream tasks, there has
been a recent surge of interest in using LLMs. By
scaling up models to billions of parameters and
training them on corpora with trillions of tokens,
LLMs have demonstrated emergent capabilities
and prowess in multi-task learning (Radford et al.,
2019). A significant advantage of LLMs is prompt-
based (or in-context) learning. Through carefully
defined prompts, LLMs can perform multiple tasks
without specific training or tuning (Liu et al., 2023).
Furthermore, there has been a growing interest in
optimizing LLMs for dialogue interactions by pre-
training on conversations, instruction fine-tuning,
and reinforcement learning from human feedback
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(Thoppilan et al., 2022). The strengths of LLMs,
such as their language understanding and ability
to generate context-aware responses, make them
highly complementary elements for CSSs.

Opportunities for Conversational Search. A
rapidly growing body of new studies concentrates
on advancing conversational search functions with
LLMs. For instance, addressing the challenge
of better understanding user queries, Anand et al.
(2023) introduce a query formulation framework
to replace multi-component pipelines with a single
LLM. This model initially generates several ma-
chine intents for a user query, followed by options
to accept, edit, or expand these intents until they
align with the user’s query intent. With a quali-
tative feasibility study, the authors show that the
LLM-generated rewrites can improve the down-
stream retrieval performance. In related work, Mao
et al. (2023) investigate different prompting and
aggregation methods for performing few-shot con-
versational query reformulation with LLMs. They
demonstrate that their approach outperforms state-
of-the-art baselines by testing a GPT-3 model on
CAsT’19 and ’20 datasets. Another study from
Chen et al. (2023) introduces a retrieval-based
query rewriting approach, where an LLM leverages
external knowledge from graphs with historical
user-entity interactions and collaborative filtering.
Ye et al. (2023) also demonstrate the potential of
LLMs for query rewriting, showing that rewrites
can significantly enhance retrieval performance in
conversational search. Furthermore, LLMs can aug-
ment CSSs through semantic parsing and convert a
natural language question into a structured database
query. For example, Schneider et al. (2024a) eval-
uate how well different-sized LLMs perform in
generating knowledge graph queries for conversa-
tional QA based on dialogues by comparing vari-
ous prompting and fine-tuning techniques. Aside
from query rewriting and semantic parsing, LLMs
can also be effective for classifying query intents
(Srinivasan et al., 2022) or generating clarification
questions (Kuhn et al., 2023).

In addition to the natural language understanding
layer, LLMs can augment the layers of dialogue
management, search, and natural language gener-
ation. For example, Friedman et al. (2023) devel-
oped a system for conversational video search and
recommendation powered by several LLMs based
on the LaMDA model (Thoppilan et al., 2022).
While one LLM is used as a dialogue manage-

ment module, a second LLM acts as a re-ranker
module. This LLM also generates explanations
for its decisions. The authors discuss how a third
LLM can be instructed to act as a user simulator
for generating synthetic data for training and eval-
uation. Also focusing on synthetic data genera-
tion, a paper from Huang et al. (2023) introduces a
framework called CONVERSER that uses LLMs to
generate conversational queries given a passage in
a retrieval corpus for training dense retrievers. This
can significantly benefit conversational search by
reducing the need for extensive and expensive data
collection while maintaining high retrieval accu-
racy. Concerning knowledge-based text generation,
LLMs have also proven to be effective for verbaliz-
ing semantic triples retrieved from graph-structured
data, with performance improvements achievable
through few-shot prompting, post-processing, and
fine-tuning techniques (Schneider et al., 2024b).
Another noteworthy approach from Sekulic et al.
(2024) employed LLMs in conversational search
for answer rewriting, proposing two strategies by
either providing inline definitions of important enti-
ties or offering users the opportunity to learn more
about entities. Human-based evaluations indicated
a preference for the answers with inline definitions.

Challenges and Risks. Even though LLMs show
great potential for conversational search, they have
known shortcomings that must be considered. First,
the sheer size of these models requires signifi-
cant computational resources. Multiple graphical
processing units are often necessary for enabling
fast inference, a critical factor for conversational
search applications that require responses in near
real-time. The research community has been ac-
tively exploring solutions such as model distilla-
tion, model quantization, or low-rank adaptation to
address these issues. Distillation involves com-
pressing LLMs into smaller and more efficient
versions (Shridhar et al., 2023). Model quantiza-
tion is a technique where the floating point preci-
sion of model parameters is decreased, leading to
smaller memory requirements and faster computa-
tions without significant performance loss (Xiao
et al., 2023). Low-rank adaptation fine-tunes only
a subset of the model’s parameters rather than up-
dating the entire parameter space (Hu et al., 2022).

Other major issues related to LLMs are halluci-
nating or omitting important information and a lack
of transparency regarding the source from which
the output was generated (Dou et al., 2022; Ji et al.,
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2023; Xu et al., 2024). To mitigate these risks,
scholars have looked into approaches to ground the
generated outputs in trustworthy data sources and
mechanisms to curate generated output. For exam-
ple, Peng et al. (2023) introduce a framework for
augmenting LLMs by first incorporating retrieved
evidence from external knowledge as input con-
text and then using LLM-generated feedback as in-
structions to revise responses. Through validation
with two information-seeking tasks, the authors
show that their approach reduces hallucinations
while preserving fluency and usefulness. Another
knowledge-enhancement method from Yang et al.
(2023) fine-tunes a smaller LLM (Llama-7B) to
learn domain-specific knowledge. This model is
consulted to generate expert opinions that are used
to enrich the prompt context of a bigger, general
LLM (GPT-4) to improve its domain-specific QA
capabilities. For a comprehensive survey of over 30
hallucination mitigation techniques, readers are re-
ferred to Tonmoy et al. (2024). Regardless, it must
be noted that LLMs are nondeterministic by nature,
making it challenging to ensure consistent and per-
sistent knowledge during searches due to the inher-
ent randomness in their text generation methods
(Krishna et al., 2022; Mitchell et al., 2023).

Finally, there are efforts to develop software
tools that address the reliability and safety of
generated LLM output by adding programmable
guardrails as well as logical control patterns. Pop-
ular tools that aid the development of LLM-based
CSSs include NeMo (NVIDIA, 2023), Guidance
(Microsoft, 2022), and LangChain (Chase, 2022).
Other tools like DeepEval (Ip, 2024) can evalu-
ate model bias, which is crucial since LLMs in
conversational search can increase selective expo-
sure and opinion polarization by fostering confir-
matory querying behaviors (Sharma et al., 2024).
In summary, ongoing research shows the potential
of LLMs to advance the engineering of dialogue-
based search systems with various approaches to
mitigate their reliability issues. However, it is un-
likely that LLMs will replace CSSs as a single
end-to-end monolith in the foreseeable future. In-
stead, they are more likely to augment the modular
structure of the proposed architecture framework.

6 Conclusion

We conducted a comprehensive review of engi-
neering CSSs, establishing connections between
theoretical application scenarios and technical im-

plementations. Based on our analysis of existing
architectures, we introduced a layered architec-
ture framework and explained its functional core
components. While it is essential to acknowledge
that the field of conversational search is rapidly
evolving, and complete coverage is unattainable,
our framework provides a generalized architecture
based on previously validated systems. The frame-
work does not claim to be exhaustive but rather
serves as a foundational starting point for design-
ing and developing CSSs. Lastly, we discussed
recent work on the capabilities and challenges of
augmenting CSSs with LLMs. We outline where
they fit into our proposed framework, which core
functions they have been used for, and highlight
promising directions for future research.
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A Appendix

The Appendix provides supplementary material for our study, including a list of the six queried academic
databases along with the applied search string (Table 2), as well as an overview of commonly used datasets
for CSSs (Table 3).

Search String
“conversational search” OR
“information-seeking dialogue” OR
“conversational information retrieval” OR
“conversational information-seeking” OR
“information-seeking conversation"
Database Number of Papers Database Link
ACL Anthology 48 https://aclanthology.org
ACM Digital Library 101 https://dl.acm.org
IEEE Xplore 5 https://ieeexplore.ieee.org/Xplore
ScienceDirect 3 https://www.sciencedirect.com
Scopus 46 https://www.scopus.com
Web of Science 9 https://www.webofscience.com/wos/

Table 2: Search string and number of retrieved candidate papers per database.

Dataset Size Source Lang.
Amazon Reviews (Ni et al., 2019) 9M products Amazon product catalog en
CANARD (Elgohary et al., 2019) 40K questions QuAC dataset en
CodeSearchNet (Husain et al., 2019) 2M code queries GitHub repositories en
ConvQ (Christmann et al., 2019) 11K QA dialogues Wikipedia en
DuConv (Wu et al., 2019) 30K dialogues MTime.com zh
MRQA (Fisch et al., 2019) 550K QA pairs 18 existing QA datasets en
MS MARCO (Nguyen et al., 2016) 1M QA pairs Bing search engine en
MSDialog (Qu et al., 2018) 2K QA dialogues Microsoft Community forum en
Natural Questions (Kwiatkowski et al., 2019) 320K QA pairs Google search engine en
QuAC (Choi et al., 2018) 14K QA dialogues Wikipedia en
Qulac (Aliannejadi et al., 2019) 10K QA pairs TREC Web Track en
SaaC (Ren et al., 2021a) 748 QA pairs TREC CAR, MS MARCO, WaPo news en
TREC CAR (Dietz et al., 2017) 30M passages Wikipedia en
TREC CAsT (Dalton et al., 2020) 38M passages TREC CAR, MS MARCO en
TriviaQA (Joshi et al., 2017) 650K QA pairs Wikipedia, quiz and trivia websites en
WikiTableQuestions (Pasupat and Liang, 2015) 22K QA pairs Wikipedia en

Table 3: Commonly used datasets in the literature on conversational search systems.
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Abstract

Recent studies have demonstrated significant
improvements in selection tasks, and a con-
siderable portion of this success is attributed
to incorporating informative negative samples
during training. While traditional methods for
constructing hard negatives provide meaning-
ful supervision, they depend on static sam-
ples that do not evolve during training, lead-
ing to sub-optimal performance. Dynamic hard
negative sampling addresses this limitation by
continuously adapting to the model’s chang-
ing state throughout training. However, the
high computational demands of this method
restrict its applicability to certain model archi-
tectures. To overcome these challenges, we in-
troduce an efficient dynamic hard negative sam-
pling (EDHNS). EDHNS enhances efficiency
by pre-filtering easily discriminable negatives,
thereby reducing the number of candidates
the model needs to compute during training.
Additionally, it excludes question-candidate
pairs where the model already exhibits high
confidence from loss computations, further re-
ducing training time. These approaches main-
tain learning quality while minimizing com-
putation and streamlining the training process.
Extensive experiments on DSTC9, DSTC10,
Ubuntu, and E-commerce benchmarks demon-
strate that EDHNS significantly outperforms
baseline models, proving its effectiveness in
dialogue selection tasks.1

1 Introduction

The problem of selecting the most suitable answer
from multiple candidates has been extensively ex-
plored in the field of natural language processing,
particularly within selection tasks (Lowe et al.,
2015; Wu et al., 2018a; Zhang et al., 2018a; Kim
et al., 2020, 2021). Typically, these tasks involve
one positive candidate and multiple negative can-
didates associated with a given question. Training
on all negative samples can be time-consuming, so

1https://github.com/hanjanghoon/EDHNS

it is common practice to randomly select a subset
of negative samples for training. However, random
negative sampling may not provide meaningful su-
pervision, as models updated with easily discrim-
inable negative samples contribute minimally to
gradient updates (Cai et al., 2020; Xu et al., 2022a).

To address this issue, various strategies for hard
negative sampling have been proposed and have
demonstrated their effectiveness (He et al., 2021;
Mi et al., 2021; Tang et al., 2021). Heuristic and
data-dependent methods (He et al., 2021; Mi et al.,
2021) utilize the unique characteristics of datasets
but are constrained by their limited generalizability,
making them less effective for other datasets. Lin
et al. (2020); Tang et al. (2021) have enhanced these
approaches with model-based strategies. However,
these approaches still face challenges, as they rely
on static (fixed) hard negative samples that do not
dynamically adapt during training.

Recently, dynamic hard negative sampling
(Xiong et al., 2021; Zhan et al., 2021) has been
introduced to overcome these limitations by adap-
tively selecting hard negatives for learning in re-
sponse to model updates, effectively aligning with
changes in model behavior. However, it requires
continual recalculations of matching scores for all
negative candidates throughout training, signifi-
cantly increasing computational costs. This restric-
tion predominantly confines its application to fast
dense retrieval models (Karpukhin et al., 2020; Gao
and Callan, 2021, 2022), and poses implementation
challenges in models with slower inference speeds.

To mitigate these challenges, we propose an Effi-
cient Dynamic Hard Negative Sampling (EDHNS)
method applicable to various model architectures.
Like traditional approaches, our method computes
matching scores for negative candidates at each
training step. However, it alleviates the computa-
tional burden through two main strategies: shortlist-
ing and selective update. In shortlisting, we com-
pute scores only for a filtered subset of candidates
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by removing easily discriminable negative candi-
dates from the pool, enabling the selection of suf-
ficiently hard negatives from a smaller set. In the
selective update, we measure confidence scores for
question-candidate pairs and exclude those with
high scores from training, further save training
time. These strategies enable meaningful learning
with reduced computational demands, enhancing
overall performance. Notably, for the first time, we
have applied dynamic hard negative sampling to
the cross encoder, which has demonstrated strong
performance in selection tasks, leading to signifi-
cant performance improvements.

We empirically demonstrate the efficacy of our
method through extensive experiments on two key
tasks. The first task, knowledge selection, focuses
on choosing relevant knowledge for a given con-
versation. We evaluate the performance of this task
using the DSTC9 (Kim et al., 2020) and DSTC10
(Kim et al., 2021) benchmarks. The second task,
response selection, requires choosing the most ap-
propriate response for a given dialogue context. We
assess this task using the Ubuntu (Lowe et al., 2015)
and E-commerce (Zhang et al., 2018a) benchmarks.
Our experiments show that models using EDHNS
significantly outperform baseline models across all
four benchmarks. Specifically, EDHNS achieves
top performance in most evaluation metrics for
DSTC9 and DSTC10, and also demonstrates supe-
rior performance in the Ubuntu and E-commerce
benchmarks.

2 Related Work

Previous studies have introduced various hard neg-
ative sampling approaches, resulting in notable en-
hancements in various NLP tasks. These strategies
can be categorized into two types: static hard nega-
tive sampling and dynamic hard negative sampling
(Zhan et al., 2021; Xu et al., 2022b).

Static hard negative sampling pre-defines fixed
hard negative samples before the training process.
This method selects hard negative samples based
on data characteristics or by retrieving or generat-
ing them using a model. In the knowledge selection
task, He et al. (2021) introduce a data-dependent
negative sampling strategy by categorizing given
knowledge into different groups. Tang et al. (2021)
adopt a model-based negative sampling method to
sample fixed hard negatives. In the response selec-
tion task, Lin et al. (2020) use retrieval and gener-
ation models to diversify negative samples, while

Lee et al. (2022b) generate adversarial examples
using GPT-3. In text retrieval tasks, since negative
samples are derived from text candidates recalled
by the retrieval module, previous works (Ren et al.,
2021; Zhang et al., 2022a) focus on jointly optimiz-
ing the retriever and reranker modules.

Dynamic hard negative sampling, in contrast,
selects hard negative samples dynamically during
the training process, considering the evolving state
of the model. In response selection, Li et al. (2019)
adapt negative examples to matching models dur-
ing the learning process, exploring various sam-
pling strategies. Particularly, this approach has been
extensively studied in the training of dense retrieval
models. Guu et al. (2020) and Xiong et al. (2021)
use dense retrieval models to pre-retrieve the top
documents as hard negatives during training, pe-
riodically rebuilding the index and refreshing the
hard negatives. Zhan et al. (2021) propose a query-
side training algorithm that directly optimizes the
dense retrieval model using dynamic hard negative
sampling.

However, applying dynamic hard negative sam-
pling to most model architectures—except for the
bi-encoder structure commonly used in dense re-
trieval—poses challenges due to the slower speeds
and high computational demands. This limitation
is especially evident in cross-encoder-based mod-
els, which, despite their superior performance in
selection tasks, require extensive computations for
token-level interactions and cannot pre-compute
candidate embeddings. To overcome these chal-
lenges, we propose a novel and efficient dynamic
hard negative sampling method.

3 Preliminary

3.1 Problem Formalization of Selection Task

Let dataset D = {(qi,Ci)}Mi=1 be a set of M pairs
that consist of a question qi, its corresponding can-
didates Ci = {pi} ∪ NL

i . A candidate pool Ci

contains a positive candidate pi and negative can-
didates NL

i = {ni,1, ni,2, ..., ni,L}, where L is the
number of negative candidates. As we address se-
lection tasks as a unified framework for learning a
matching model that evaluates relevance scores be-
tween a question and its candidates, the task is for-
mulated as learning a matching function f(qi, ci,j)
for a given question-candidate pair (qi, ci,j), where
ci,j ∈ Ci.
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Figure 1: Efficient dynamic hard negative sampling framework. The EDHNS method comprises three key compo-
nents: Candidate Shortlisting, Hard Negative Selection, and Selective Update.

3.2 Cross Encoder Architecture in Dialogue
Selection

Following previous works (Nogueira and Cho,
2019; He et al., 2021; Han et al., 2021; Kim and
Ko, 2021) in selection task, we use pre-trained bidi-
rectional language models (Devlin et al., 2019; Liu
et al., 2019; He et al., 2020) as a cross encoder to
measure the matching degree between a question
qi and a candidate ci,j . The input x of our matching
model is as follows:

x = [CLS] qi [SEP] ci,j [SEP]. (1)

Token embedding for input x are summed with posi-
tion embedding and segment embedding to become
input representations. The input representations are
fed into the transformer layer, and the self-attention
module in the transformer layer computes cross-
attention between those of qi and ci,j . In this way,
multiple transformer layers can deeply understand
the relevance of the question and its candidate, re-
sulting in a high-performance matching model. We
use the final representation ocls ∈ Rd of the [CLS]
token for computing the matching score through an
MLP layer:

f(qi, ci,j) = W2σ(W1ocls + b1) + b2, (2)

where W1 ∈ Rdh×d, W2 ∈ R1×dh , b1 ∈ Rdh , and
b2 ∈ R1 are trainable parameters for fine-tuning.
Eventually, the weights of the model are updated
using the cross-entropy loss function:

L = −E(qi,pi,Ni)∼D[log(
ef(qi,pi)

ef(qi,pi)+
∑l

j=1 e
f(qi,ni,j)

)]

(3)
where l is the number of negative samples and
pi, ni,j denote positive and negative candidates
respectively.

4 Methodology

4.1 Efficient Dynamic Hard Negative
Sampling

In this section, we explain the details of our effi-
cient dynamic hard negative sampling (EDHNS)
framework for selection tasks. As its name shows,
we let the model find hard negative samples that
are difficult to discriminate by itself during training.
Figure 1 illustrate the process of EDHNS where the
model iterates selecting hard negatives and learning
to discriminate positive from them at each training
step. Since hard negatives are collected at every
model update, the selected samples can be the ‘most
challenging’ for the model at that time. Therefore,
the model could learn from more informative hard
negatives, which leads to faster convergence and
performance gain.

4.1.1 Training Procedure

The EDHNS framework can be generalized as Al-
gorithm 1. We first train the base model θ with
random negatives for the initial s step, ensuring the
model is capable of selecting hard negatives. After
initialization, we iteratively select hard negative
samples and update the model with those selected
samples. During the hard negative selection phase,
we randomly sample a negative subset (Nk

i ) from
the pool of negative samples. Subsequently, we
compute matching scores between the question and
the sampled k candidates using the current model
θt−1 at step t, as explained in Equation 2. Based on
these matching scores, we select top-l hard nega-
tives from Nk

i . After hard negative selection, we
update the model θt with the positive pi and the
top-l hard negatives Nl

i using Equation 3.
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Algorithm 1 Efficient dynamic hard negative sam-
pling
Input: Dataset with confined negatives candidate sets D′ =

{(qi, pi, NL
i , NL′

i )}Mi=1, Model parameter θ, Initializing
step s

1. Initialize the model θ with random samples for p steps
Initialize θ
for train step t = 1 to s do

Sample a batch Bt from D′

for (qi, pi, Ni) in Bt do
N l

i := l samples randomly extracted from NL
i

end for
Update the model θt with {(qi, pi, N l

i )}|Bt|
i=1 using

Eq.3
end for

2. Train the model θ
for train step t = s+ 1, ... do

Sample a batch Bt from D′

for (qi, p
+
i , N

m
i ) in Bt do

Nk
i := k random candidates sampled from NL′

i

N l
i := top-l candidates of sorted list of Nk

i along
the matching score computed from the model
θt−1 using Eq.2

end for
Update the model θt with {(qi, p+i , N l

i )}|Bt|
i=1 using

Eq.3
end for

4.2 Time Reduction Strategies in EDHNS

4.2.1 Candidates Shortlisting

Since calculating matching scores for all negative
candidates is considerably time-consuming, a prac-
tical approach is to randomly sample negative can-
didate subset Nk from a pool of all negative sam-
ples NL where k ≪ L. However, there is a trade-
off in choosing the size of the candidate subset Nk.
If the sample size k is not large enough, it may not
include an adequate number of challenging neg-
ative samples. Conversely, if k is increased, the
training time also substantially increases for score
calculation.

To train the model effectively even with a small
size of candidate subset, we construct a confined
negative candidate set, denoted as NL′

, where
L′ ≪ L. This confined negative candidate set is
created by filtering out easy negatives from the orig-
inal negative candidates set (NL). When sampling
a negative subset (Nk) from the confined candidate
set, the likelihood of including difficult samples
increases even with a small number of k. This is be-
cause the easy negatives have already been filtered
out during the construction of NL′

. We configure
a confined candidate set by finding negative sam-
ples relevant to both question and the positive as

Figure 2: Time reduction strategies of EDHNS. Can-
didate shortlisting filters out easy negative candidates,
and Selective update exclude well-known pairs from the
training.

follows.

NL′
i = {ni,j | g(qi ⊕ pi, ni,j) > τ}, (4)

where τ is a threshold, ni,j ∈ NL
i and ⊕ denotes

concatenation.

4.2.2 Selective Update
Another feature of EDHNS is its focused train-
ing solely on informative question-candidate pairs
(qi, Ci). This is achieved by calculating a confi-
dence score for the positive sample during the neg-
ative selection process as follows.

Score(qi , pi ,N
k
i ) =

ef(qi,pi)

ef(qi,pi) +
∑k

j=1 e
f(qi,ni,j)

(5)
where ni,j ∈ Nk

i . If the confidence score exceeds
a predefined threshold, the model considers it a
well-known pair and excludes it from training and
update. This strategy accelerates the training pro-
cedure by minimizing the inclusion of question-
candidate pairs that do not contribute substantial
supervision to the model and prevents the model
from becoming overconfident (Lee et al., 2022a).

5 Experiments

5.1 Implementation Details
We train models with three different random seeds
and report the average value for all experiments.
Our model is trained with 8 NVIDIA A100 GPUs
(with 40GB). For confine function g, we employ
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Dataset
DSTC9 (Knowledge) DSTC10 (Knowledge) Ubuntu (Response) E-commerce (Response)

Train Dev Test Train Dev Test Train Dev Test Train Dev Test
# (q, C) pairs 19k 2673 1981 59k(syn) 104 683 500k 50k 50k 500k 5k 1k
# C per q 2900 2900 12039 9139 9139 9139 2(1000) 10 10 2(1000) 2(10) 10

Table 1: Data statistics for the knowledge selection, response selection benchmarks, q denotes question and C
denotes candidates.

Sentence Transformers (Reimers and Gurevych,
2019)2 and compute cosine similarity to measure
semantic similarity. Details of each experimental
setting can be found in Appendix A.

5.2 Knowledge Selection in
Knowledge-grounded Dialogue System

One of the primary objectives in the ninth and tenth
dialogue System Technology Challenge (DSTC9,
DSTC10) is to develop a knowledge-grounded task-
oriented dialogue system (Kim et al., 2020, 2021).
The challenges consist of three consecutive sub-
tasks: knowledge-seeking turn detection, knowl-
edge selection, and knowledge-grounded response
generation. Our focus is on the knowledge selec-
tion task, which requires the system to identify the
most appropriate knowledge related to the user’s
last utterance.

Table 1 indicates the statistics for the DSTC9
and DSTC10 datasets. DSTC9 knowledge selection
task includes out-of-domain knowledge in its test
set. DSTC10 knowledge selection task involves
speech recognition errors as it comprises spoken
conversations. We sample synthetic data from prior
studies (Tian et al., 2021; Han et al., 2022) and
configure training data since there is no official
training data for DSTC10.

The selection performance is assessed based on
recall at k (R@k) and mean reciprocal rank (MRR)
measures, specifically R@1, R@5, and MRR@5.
These metrics are the official evaluation criteria
for both DSTC9 and DSTC10 datasets (Kim et al.,
2020, 2021).

5.2.1 Baseline Model
RoBERTa-base+EDHNS and RoBERTa-
large+EDHNS are cross-encoder-based matching
models trained with our efficient dynamic hard
negative sampling. To evaluate the effectiveness of
proposed methodology, we compare these models
with RoBERTa-base and RoBERTa-large, which
are identical architectures yet trained using random
negative sampling. Additionally, we evaluate our

2We employ a model for confine function from Sentence-
Transformers: https://www.sbert.net/

approaches against other multiple baselines for the
DSTC9 and DSTC10 tasks as follow.

DSTC9 Baseline TF-IDF, BM25, and BERT-
base from Kim et al. (2020) are the official base-
lines for the DSTC9 competition. TF-IDF and
BM25 are bag-of-words information retrieval base-
lines and BERT-base utilizes a cross-encoder archi-
tecture for selection. Knover from He et al. (2021)
applies a heuristic data-dependent hard negative
sampling called multi-scale negative sampling.
Hirachical-filtering from Jin et al. (2021) selects
knowledge through three modules: domain classi-
fication, entity tracking, and knowledge matching.
Hirachical-selection (Thulke et al., 2023) trains
two different models which determines related do-
mains and entities, and measures the relevance
score of knowledge.

DSTC10 Baseline DSTC9-BERT-base and
DSTC9-Knover are the official baseline models for
the DSTC10 knowledge selection task (Kim et al.,
2021), which are trained using the DSTC9 dataset.
Weighted (Han et al., 2022) trains model utilizing
weighted negative sampling, where different
weight probabilities are assigned to each negative
sample category. Hirachical-selection+ABS
(Thulke et al., 2023) incorporates an Alternative
Beam Search method into the hierarchical selec-
tion. TOD_DA (Tian et al., 2021) employs Data
Augmentation and multi-scale negative sampling
to enhance model’s performance.

5.2.2 Result
Table 2 shows the performance of EDHNS ap-
proach in DSTC9 and DSTC10 benchmarks. The
result highlights changing the negative sampling
method to EDHNS in both the base and large mod-
els led to significant improvements in performance
for both datasets. Specifically, The base model and
the large model exhibit a consistent enhancement
of 4.7% and 3.2%, respectively, in R@1 on the
DSTC9. Similarly, these models demonstrate sig-
nificant 6.4% and 4.5% enhancements in R@1 on
the DSTC10. These improvements indicate the ef-
fectiveness of learning informative negative sam-
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Method PLM R@1 R@5 MRR@5

Knowledge selection in DSTC9
TF-IDF (Kim et al., 2020) - 0.511 0.807 0.618
BM25 (Kim et al., 2020) - 0.498 0.827 0.611
BERT-base (Kim et al., 2020) BERTbase 0.834 0.976 0.891
Knover (He et al., 2021) PLATO-2 (1.6B) 0.910 0.986 0.945
Hirachical-Filtering (Jin et al., 2021) RoBERTalarge 0.925 0.970 0.946
Hirachical-Selection (Thulke et al., 2023) RoBERTalarge 0.932 0.973 -
RoBERTa-base RoBERTabase 0.839 0.989 0.904
RoBERTa-base+EDHNS RoBERTabase 0.886 0.993 0.935
RoBERTa-large RoBERTalarge 0.899 0.995 0.942
RoBERTa-large+EDHNS RoBERTalarge 0.931 0.998 0.962

Knowledge selection in DSTC10
DSTC9-BERT-base (Kim et al., 2021) BERTbase 0.521 0.733 0.606
DSTC9-Knover (Kim et al., 2021) PLATO-2 (1.6B) 0.619 0.800 0.693
TOD-DA (Tian et al., 2021) PLATO-2 (1.6B) 0.801 0.94 0.857
Weighted (Han et al., 2022) RoBERTabase 0.72 0.862 0.780
Hirachical-Selection+ABS (Thulke et al., 2023) RoBERTalarge 0.777 - -
RoBERTa-base+MLM RoBERTabase 0.727 0.897 0.798
RoBERTa-base+MLM+EDHNS RoBERTabase 0.791 0.910 0.841
RoBERTa-large+MLM RoBERTalarge 0.776 0.930 0.838
RoBERTa-large+MLM+EDHNS RoBERTalarge 0.821 0.935 0.869

Table 2: Test set performance of knowledge selection in DSTC9 and DSTC10. The best and second-best results
are in bold and underlined fonts respectively. For the DSTC10 dataset, since spoken errors are present, masked
language modeling is applied for robust token representation.

ples from a model perspective. In addition to the
substantial performance improvement compared to
their base model, the proposed models outperform
other baselines on both datasets. In comparison
to the state-of-the-art model in DSTC9, hierarchi-
cal selection, our RoBERTa-large+EDHNS demon-
strates shows a significant enhancement of 2.5%
in R@5. In the DSTC10 dataset, the RoBERTa-
large+MLM+EDHNS model outperforms the state-
of-the-art TOD-DA by 2% in R@1.

5.3 Response Selection in Retrieval-based
Dialogue Systems

Response selection is a task in retrieval-based di-
alogue systems where the goal is to select the ap-
propriate response from given response candidates
based on the provided dialogue context. We vali-
date the effectiveness of EDHNS using commonly
used benchmarks for this task, namely the Ubuntu
Corpus and the E-commerce Corpus.

The Ubuntu Corpus V1 (Lowe et al., 2015) is
a dataset consisting of multi-turn dialogues ex-
tracted from Ubuntu chat logs. It primarily con-
tains technical-support conversations about Ubuntu
problems. For this study, we utilize the prepro-
cessed data provided by Xu et al. (2017). The E-
commerce Corpus (Zhang et al., 2018a) is a Chi-

nese multi-turn dialogue dataset collected from
Taobao, China’s largest e-commerce platform. It
includes authentic interactions between customers
and customer service representatives, covering vari-
ous conversational topics such as consultations and
product recommendations.

Since the original training set contains only one
negative candidate per dialogue context, we aug-
ment the negative candidates by sampling 1k ut-
terances from 1 million other response candidates
for both benchmarks, as shown in Table 1. Addi-
tionally, we augmented the validation set of the
E-commerce corpus in a similar manner to reduce
discrepancies with the test set.

The response selection performance for both the
Ubuntu Corpus and the E-commerce Corpus is eval-
uated using R10@1, R10@2, and R10@5, following
previous work (Gu et al., 2020; Xu et al., 2021; Han
et al., 2021).

5.3.1 Baseline Model

BERT (Gu et al., 2020) is a BERT-based (De-
vlin et al., 2019) cross encoder matching model.
UMS_bert+ (Whang et al., 2021) and BERT_SL
(Xu et al., 2021) jointly train a PLM-based re-
sponse selection model with other self-supervised
tasks to learn temporal dependencies between ut-
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Models Ubuntu E-commerce
R10@1 R10@2 R10@5 R10@1 R10@2 R10@5

TF-IDF (Lowe et al., 2015) 0.410 0.545 0.708 0.159 0.256 0.477
RNN (Lowe et al., 2015) 0.403 0.547 0.819 0.118 0.223 0.589
CNN (Kadlec et al., 2015) 0.549 0.684 0.896 0.328 0.515 0.792
LSTM (Kadlec et al., 2015) 0.638 0.784 0.949 0.365 0.536 0.828
SMN (Wu et al., 2018b) 0.726 0.847 0.961 0.453 0.654 0.886
DUA (Zhang et al., 2018b) 0.752 0.868 0.962 0.501 0.700 0.921
DAM (Zhou et al., 2018) 0.767 0.874 0.969 0.526 0.727 0.933
IOI (Tao et al., 2019) 0.796 0.894 0.974 0.563 0.768 0.950
ESIM (Chen and Wang, 2019) 0.796 0.894 0.975 0.570 0.767 0.948
MSN (Yuan et al., 2019) 0.800 0.899 0.978 0.606 0.770 0.937
BERT (Gu et al., 2020) 0.808 0.897 0.975 0.610 0.814 0.973
*BERT-VFT (Whang et al., 2020) 0.855 0.928 0.985 - - -
*SA-BERT (Gu et al., 2020) 0.855 0.928 0.983 0.704 0.879 0.985
*UMSBERT+ (Whang et al., 2021) 0.875 0.942 0.988 0.764 0.905 0.986
*BERT-SL (Xu et al., 2021) 0.884 0.946 0.990 0.776 0.919 0.991
*BERT-FP (Han et al., 2021) 0.911 0.962 0.994 0.870 0.956 0.993
*BERT-UMS+FGC (Li et al., 2022) 0.886 0.948 0.990 - - -
*Uni-Enc+BERT-FP (Song et al., 2023) 0.916 0.965 0.994 - - -
BERT+EDHNS 0.837 0.910 0.975 0.868 0.938 0.991
*BERT-FP+EDHNS 0.917 0.965 0.994 0.957 0.986 0.997

Table 3: Test set performance of response selection in Ubuntu and E-commerce corpus. All baseline models employ
BERTbase as their PLM. The models marked with * have been post-trained.

terances. BERT-FP (Han et al., 2021) proposes
a Fine-grained Post-training method that post-
trains the short context response pair before fine-
tuning. BERT-UMS+FGC (Li et al., 2022) is
model that train UMS_bert+ in Fine-Grained
Contrastive learning manner. Uni-Enc+BERT-FP
(Song et al., 2023) apply Uni-encoder architecture
to advanced post-training model from Han et al.
(2021). BERT+EDHNS and BERT-FP+EDHNS are
proposed models that apply efficient dynamic neg-
ative sampling to the BERT and BERT-FP, respec-
tively.

5.3.2 Result

As illustrated in Table 3, the application of EDHNS
significantly enhances model performance in re-
sponse selection tasks across different benchmarks.
In the Ubuntu benchmark, BERT+EDHNS shows
a significant improvement of 2.9% in R@1 com-
pared to its baseline model BERT, while BERT-
FP+EDHNS achieves an enhancement of 0.6%
in R@1 over its baseline BERT-FP. In the E-
commerce benchmark, the performance enhance-
ments are even more pronounced. Specifically,
BERT+EDHNS and BERT-FP+EDHNS demon-
strate performance improvements of 25.8% and
8.7% in R@1, respectively, when compared to their
corresponding baselines BERT and BERT-FP.

Method R@1 R@5 MRR@5

RoBERTa +Random 0.899 0.995 0.942
RoBERTa +Static_model 0.906 0.997 0.947
RoBERTa +BM25 0.910 0.994 0.948
RoBERTa +Multi-scale 0.911 0.992 0.947
RoBERTa +EDHNS 0.931 0.998 0.962

Table 4: Comparison of efficient dynamic hard negative
sampling with diverse hard negative sampling in DSTC9
test set using RoBERTa-large.

6 Further Analysis

6.1 Comparison of EDHNS with Other
Negative Sampling Methods

We compared EDHNS with various other hard neg-
ative sampling approaches on DSTC9 test set as
shown in Table 4. RoBERTa+Random is cross en-
coder matching model with random negative sam-
pling. +Static_model refers to static hard nega-
tive sampling, where the model selects fixed hard
negatives. +BM25, denote obtains hard negatives
through the BM25 algorithm (Yang et al., 2017).
+Multi-scale indicates multi-scale hard negative
sampling proposed by He et al. (2021).

All the hard negative sampling methods
lead to performance improvements compared to
RoBERTa+Random. However, proposed +EDHNS
method surpasses all other hard negative sampling
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Model Variant Training Time Acc
Random 10m 0.926
DHNS(k=100) 1h 16m 0.967
DHNS(k=10) 17m 0.940
DHNS(k=10)+CS 16m 0.967
EDHNS: DHNS(k=10)+CS+SU 8m 0.964

Table 5: Ablation study for time reduction strategy on
DSTC9 validation set using RoBERTa-large. CS, HNS,
SU denote Candidate Shortlisting, Hard Negative Selec-
tion, and Selective Update of EDHNS in Figure 1. Each
model is trained for five epochs.

techniques by a significant margin. This demon-
strates that dynamically selecting hard negative
from a model standpoint is superior in finding in-
formative negative samples which enhance model
performance.

6.2 Ablation Study about Time Reduction
Strategies in EDHNS

We investigated the efficacy of the time reduction
methods in EDHNS through a series of ablation
experiments on the DSTC9 validation set, as shown
in Table 5. CS, HNS, SU denote three main com-
ponents of EDHNS: Candidate Shortlisting, Hard
Negative Selection, and Selective Update, as shown
in Figure 1. k represents the number of candidates
for which the model measures the matching scores
during the HNS phase.

Models with a hard negative selection exhibit no-
table performance improvement compared to previ-
ous random negative sampling. However, when k is
large, such as HNS(k=100), the training time signif-
icantly increases. Conversely, when the k is small,
as in HNS(k=10), the training time is reduced, but
the performance is likewise diminished. The model
with the shortlisting phase CS+HNS (k=10) main-
tain a similar training speed to HNS(k=10) while
achieving comparable performance to HNS(k=100).
This observation underscores that model can suf-
ficiently select informative hard negatives with a
small number of k by removing easy negative sam-
ples from the negative pool through shortlisting.
Moreover, when compared CS+HNS(k=10) to com-
plete EDHNS (CS+HNS(k=10)+SU) including the
selective update phase reduces the training time
by less than half while still exhibiting compara-
ble performance. This result demonstrates exclud-
ing the training of overconfident pairs improves
training efficiency without compromising model
performance.

Conclusion

This study introduces a fast and efficient dynamic
hard negative sampling method for selection tasks.
We overcome the constraints of previous dynamic
hard negative sampling methods by enhancing their
efficiency, thereby enabling their application across
various model architectures. Our approach includes
two time-saving strategies: candidate shortlisting
to filter out easy negative candidates and selective
updates to focus on meaningful question-candidate
pairs for learning. Through this, the model dynami-
cally and efficiently learns from challenging nega-
tive samples, effectively gaining valuable supervi-
sion. Specifically, we apply this methodology to a
cross-encoder architecture, demonstrating its effec-
tiveness and generalizability in dialogue selection
across two tasks and four benchmarks. Experimen-
tal results show that models with EDHNS consis-
tently outperform their baseline models across all
benchmarks, highlighting the effectiveness of the
proposed approach.

Limitation

Although EDHNS accelerates learning by provid-
ing informative samples to the model, there are
also limitations. One potential limitation is a false
negative problem, a common problem in hard neg-
ative sampling. For instance, false negatives (i.e.,
unlabeled positives) may exist in the MS MARCO
dataset since the annotators can only annotate a few
top-retrieved passages (Qu et al., 2021). If these
false negatives are mistakenly considered true nega-
tives during the training process, it may disturb the
model to correctly discriminate between positive
and negative instances.

References
Tiffany Tianhui Cai, Jonathan Frankle, David J. Schwab,

and Ari S. Morcos. 2020. Are all negatives created
equal in contrastive instance discrimination? CoRR,
abs/2010.06682.

Qian Chen and Wen Wang. 2019. Sequential attention-
based network for noetic end-to-end response selec-
tion.

Jacob Devlin, Ming-Wei Chang, Kenton Lee, and
Kristina Toutanova. 2019. BERT: Pre-training of
deep bidirectional transformers for language under-
standing. In Proceedings of the 2019 Conference of
the North American Chapter of the Association for
Computational Linguistics: Human Language Tech-
nologies, Volume 1 (Long and Short Papers), pages

96

http://arxiv.org/abs/2010.06682
http://arxiv.org/abs/2010.06682
http://arxiv.org/abs/1901.02609
http://arxiv.org/abs/1901.02609
http://arxiv.org/abs/1901.02609
https://doi.org/10.18653/v1/N19-1423
https://doi.org/10.18653/v1/N19-1423
https://doi.org/10.18653/v1/N19-1423


4171–4186, Minneapolis, Minnesota. Association for
Computational Linguistics.

Luyu Gao and Jamie Callan. 2021. Condenser: a pre-
training architecture for dense retrieval. In Proceed-
ings of the 2021 Conference on Empirical Methods in
Natural Language Processing, pages 981–993, On-
line and Punta Cana, Dominican Republic. Associa-
tion for Computational Linguistics.

Luyu Gao and Jamie Callan. 2022. Unsupervised cor-
pus aware language model pre-training for dense pas-
sage retrieval. In Proceedings of the 60th Annual
Meeting of the Association for Computational Lin-
guistics (Volume 1: Long Papers), pages 2843–2853,
Dublin, Ireland. Association for Computational Lin-
guistics.

Jia-Chen Gu, Tianda Li, Quan Liu, Zhen-Hua Ling,
Zhiming Su, Si Wei, and Xiaodan Zhu. 2020.
Speaker-aware BERT for multi-turn response selec-
tion in retrieval-based chatbots. In CIKM ’20: The
29th ACM International Conference on Information
and Knowledge Management, Virtual Event, Ireland,
October 19-23, 2020, pages 2041–2044. ACM.

Kelvin Guu, Kenton Lee, Zora Tung, Panupong Pasu-
pat, and Ming-Wei Chang. 2020. Realm: Retrieval-
augmented language model pre-training. In Proceed-
ings of the 37th International Conference on Machine
Learning, ICML’20. JMLR.org.

Janghoon Han, Taesuk Hong, Byoungjae Kim,
Youngjoong Ko, and Jungyun Seo. 2021. Fine-
grained post-training for improving retrieval-based
dialogue systems. In Proceedings of the 2021 Con-
ference of the North American Chapter of the Asso-
ciation for Computational Linguistics: Human Lan-
guage Technologies, pages 1549–1558, Online. As-
sociation for Computational Linguistics.

Janghoon Han, Joongbo Shin, Hosung Song, Hyunjik Jo,
Gyeonghun Kim, Yireun Kim, and Stanley Jungkyu
Choi. 2022. External knowledge selection with
weighted negative sampling in knowledge-grounded
task-oriented dialogue systems.

Huang He, Hua Lu, Siqi Bao, Fan Wang, Hua Wu,
Zhengyu Niu, and Haifeng Wang. 2021. Learning to
select external knowledge with multi-scale negative
sampling. arXiv preprint arXiv:2102.02096.

Pengcheng He, Xiaodong Liu, Jianfeng Gao, and
Weizhu Chen. 2020. Deberta: Decoding-enhanced
bert with disentangled attention.

Di Jin, Seokhwan Kim, and Dilek Hakkani-Tur. 2021.
Can I be of further assistance? using unstructured
knowledge access to improve task-oriented conver-
sational modeling. In Proceedings of the 1st Work-
shop on Document-grounded Dialogue and Conver-
sational Question Answering (DialDoc 2021), pages
119–127, Online. Association for Computational Lin-
guistics.

Rudolf Kadlec, Martin Schmid, and Jan Kleindienst.
2015. Improved deep learning baselines for ubuntu
corpus dialogs.

Vladimir Karpukhin, Barlas Oguz, Sewon Min, Patrick
Lewis, Ledell Wu, Sergey Edunov, Danqi Chen, and
Wen-tau Yih. 2020. Dense passage retrieval for open-
domain question answering. In Proceedings of the
2020 Conference on Empirical Methods in Natural
Language Processing (EMNLP), pages 6769–6781,
Online. Association for Computational Linguistics.

Meoungjun Kim and Youngjoong Ko. 2021. Self-
Supervised Fine-Tuning for Efficient Passage Re-
Ranking, page 3142–3146. Association for Comput-
ing Machinery, New York, NY, USA.

Seokhwan Kim, Mihail Eric, Karthik Gopalakrishnan,
Behnam Hedayatnia, Yang Liu, and Dilek Hakkani-
Tur. 2020. Beyond domain apis: Task-oriented con-
versational modeling with unstructured knowledge
access. In Proceedings of the 21th Annual Meeting
of the Special Interest Group on Discourse and Dia-
logue, pages 278–289.

Seokhwan Kim, Yang Liu, Di Jin, Alexandros Papan-
gelis, Karthik Gopalakrishnan, Behnam Hedayatnia,
and Dilek Hakkani-Tür. 2021. “how robust ru?”:
Evaluating task-oriented dialogue systems on spo-
ken conversations. In 2021 IEEE Automatic Speech
Recognition and Understanding Workshop (ASRU),
pages 1147–1154. IEEE.

Dongkyu Lee, Zhiliang Tian, Yingxiu Zhao, Ka Chun
Cheung, and Nevin L. Zhang. 2022a. Hard gate
knowledge distillation – leverage calibration for ro-
bust and reliable language model.

Nyoungwoo Lee, ChaeHun Park, Ho-Jin Choi, and
Jaegul Choo. 2022b. Pneg: Prompt-based negative
response generation for dialogue response selection
task.

Jia Li, Chongyang Tao, Wei Wu, Yansong Feng,
Dongyan Zhao, and Rui Yan. 2019. Sampling mat-
ters! an empirical study of negative sampling strate-
gies for learning of matching models in retrieval-
based dialogue systems. In Proceedings of the
2019 Conference on Empirical Methods in Natu-
ral Language Processing and the 9th International
Joint Conference on Natural Language Processing
(EMNLP-IJCNLP), pages 1291–1296, Hong Kong,
China. Association for Computational Linguistics.

Yuntao Li, Can Xu, Huang Hu, Lei Sha, Yan Zhang,
and Daxin Jiang. 2022. Small changes make big dif-
ferences: Improving multi-turn response selection in
dialogue systems via fine-grained contrastive learn-
ing. In Interspeech 2022, 23rd Annual Conference
of the International Speech Communication Associa-
tion, Incheon, Korea, 18-22 September 2022, pages
2723–2727. ISCA.

Jimmy Lin, Xueguang Ma, Sheng-Chieh Lin, Jheng-
Hong Yang, Ronak Pradeep, and Rodrigo Frassetto

97

https://doi.org/10.18653/v1/2021.emnlp-main.75
https://doi.org/10.18653/v1/2021.emnlp-main.75
https://doi.org/10.18653/v1/2022.acl-long.203
https://doi.org/10.18653/v1/2022.acl-long.203
https://doi.org/10.18653/v1/2022.acl-long.203
https://doi.org/10.1145/3340531.3412330
https://doi.org/10.1145/3340531.3412330
https://doi.org/10.18653/v1/2021.naacl-main.122
https://doi.org/10.18653/v1/2021.naacl-main.122
https://doi.org/10.18653/v1/2021.naacl-main.122
http://arxiv.org/abs/2209.02251
http://arxiv.org/abs/2209.02251
http://arxiv.org/abs/2209.02251
https://doi.org/10.48550/ARXIV.2006.03654
https://doi.org/10.48550/ARXIV.2006.03654
https://doi.org/10.18653/v1/2021.dialdoc-1.16
https://doi.org/10.18653/v1/2021.dialdoc-1.16
https://doi.org/10.18653/v1/2021.dialdoc-1.16
http://arxiv.org/abs/1510.03753
http://arxiv.org/abs/1510.03753
https://doi.org/10.18653/v1/2020.emnlp-main.550
https://doi.org/10.18653/v1/2020.emnlp-main.550
https://doi.org/10.1145/3459637.3482179
https://doi.org/10.1145/3459637.3482179
https://doi.org/10.1145/3459637.3482179
http://arxiv.org/abs/2210.12427
http://arxiv.org/abs/2210.12427
http://arxiv.org/abs/2210.12427
http://arxiv.org/abs/2210.17238
http://arxiv.org/abs/2210.17238
http://arxiv.org/abs/2210.17238
https://doi.org/10.18653/v1/D19-1128
https://doi.org/10.18653/v1/D19-1128
https://doi.org/10.18653/v1/D19-1128
https://doi.org/10.18653/v1/D19-1128
https://doi.org/10.21437/Interspeech.2022-10656
https://doi.org/10.21437/Interspeech.2022-10656
https://doi.org/10.21437/Interspeech.2022-10656
https://doi.org/10.21437/Interspeech.2022-10656


Nogueira. 2021. Pyserini: A python toolkit for re-
producible information retrieval research with sparse
and dense representations. In SIGIR ’21: The 44th
International ACM SIGIR Conference on Research
and Development in Information Retrieval, Virtual
Event, Canada, July 11-15, 2021, pages 2356–2362.
ACM.

Zibo Lin, Deng Cai, Yan Wang, Xiaojiang Liu, Haitao
Zheng, and Shuming Shi. 2020. The world is not
binary: Learning to rank with grayscale data for di-
alogue response selection. In Proceedings of the
2020 Conference on Empirical Methods in Natural
Language Processing (EMNLP), pages 9220–9229,
Online. Association for Computational Linguistics.

Yinhan Liu, Myle Ott, Naman Goyal, Jingfei Du, Man-
dar Joshi, Danqi Chen, Omer Levy, Mike Lewis,
Luke Zettlemoyer, and Veselin Stoyanov. 2019.
Roberta: A robustly optimized bert pretraining ap-
proach. arXiv preprint arXiv:1907.11692.

Zhenghao Liu, Kaitao Zhang, Chenyan Xiong, Zhiyuan
Liu, and Maosong Sun. 2021. Openmatch: An open
source library for neu-ir research. In Proceedings of
SIGIR, page 2531–2535.

Ryan Lowe, Nissan Pow, Iulian Vlad Serban, and Joelle
Pineau. 2015. The ubuntu dialogue corpus: A large
dataset for research in unstructured multi-turn dia-
logue systems. In Proceedings of the 16th Annual
Meeting of the Special Interest Group on Discourse
and Dialogue, pages 285–294.

Haitao Mi, Qiyu Ren, Yinpei Dai, Yifan He, Jian Sun,
Yongbin Li, Jing Zheng, and Peng Xu. 2021. To-
wards generalized models for beyond domain api
task-oriented dialogue. In AAAI-21 DSTC9 Work-
shop.

Tri Nguyen, Mir Rosenberg, Xia Song, Jianfeng Gao,
Saurabh Tiwary, Rangan Majumder, and Li Deng.
2016. Ms marco: A human generated machine read-
ing comprehension dataset. In CoCo@ NIPs.

Rodrigo Nogueira and Kyunghyun Cho. 2019. Passage
re-ranking with bert. ArXiv, abs/1901.04085.

Rodrigo Nogueira, Wei Yang, Kyunghyun Cho, and
Jimmy Lin. 2019. Multi-stage document ranking
with bert.

Yingqi Qu, Yuchen Ding, Jing Liu, Kai Liu, Ruiyang
Ren, Wayne Xin Zhao, Daxiang Dong, Hua Wu, and
Haifeng Wang. 2021. RocketQA: An optimized train-
ing approach to dense passage retrieval for open-
domain question answering. In Proceedings of the
2021 Conference of the North American Chapter of
the Association for Computational Linguistics: Hu-
man Language Technologies, pages 5835–5847, On-
line. Association for Computational Linguistics.

Nils Reimers and Iryna Gurevych. 2019. Sentence-bert:
Sentence embeddings using siamese bert-networks.
In Proceedings of the 2019 Conference on Empirical
Methods in Natural Language Processing. Associa-
tion for Computational Linguistics.

Ruiyang Ren, Yingqi Qu, Jing Liu, Wayne Xin Zhao,
Qiaoqiao She, Hua Wu, Haifeng Wang, and Ji-Rong
Wen. 2021. Rocketqav2: A joint training method for
dense passage retrieval and passage re-ranking. In
Proceedings of the 2021 Conference on Empirical
Methods in Natural Language Processing, EMNLP
2021, Virtual Event / Punta Cana, Dominican Repub-
lic, 7-11 November, 2021, pages 2825–2835. Associ-
ation for Computational Linguistics.

Chiyu Song, Hongliang He, Haofei Yu, Pengfei Fang,
Leyang Cui, and Zhenzhong Lan. 2023. Uni-encoder:
A fast and accurate response selection paradigm for
generation-based dialogue systems. In Findings of
the Association for Computational Linguistics: ACL
2023, Toronto, Canada, July 9-14, 2023, pages 6231–
6244. Association for Computational Linguistics.

L Tang, Q Shang, K Lv, Z Fu, S Zhang, C Huang, and
Z Zhang. 2021. Radge: Relevance learning and gen-
eration evaluating method for task-oriented conversa-
tional systems. In AAAI 2021, Workshop on DSTC9,
volume 7.

Chongyang Tao, Wei Wu, Can Xu, Wenpeng Hu,
Dongyan Zhao, and Rui Yan. 2019. One time of
interaction may not be enough: Go deep with an
interaction-over-interaction network for response se-
lection in dialogues. In Proceedings of the 57th An-
nual Meeting of the Association for Computational
Linguistics, pages 1–11, Florence, Italy. Association
for Computational Linguistics.

David Thulke, Nico Daheim, Christian Dugast, and Her-
mann Ney. 2023. Task-oriented document-grounded
dialog systems by hltpr@rwth for dstc9 and dstc10.
IEEE/ACM Transactions on Audio, Speech, and Lan-
guage Processing, pages 1–10.

Xin Tian, Xinxian Huang, Dongfeng He, Yingzhan
Lin, Siqi Bao, Huang He, Liankai Huang, Qiang
Ju, Xiyuan Zhang, Jian Xie, Shuqi Sun, Fan Wang,
Hua Wu, and Haifeng Wang. 2021. Tod-da: Towards
boosting the robustness of task-oriented dialogue
modeling on spoken conversations.

Taesun Whang, Dongyub Lee, Chanhee Lee, Kisu Yang,
Dongsuk Oh, and Heuiseok Lim. 2020. An effective
domain adaptive post-training method for BERT in
response selection. In Interspeech 2020, 21st Annual
Conference of the International Speech Communi-
cation Association, Virtual Event, Shanghai, China,
25-29 October 2020, pages 1585–1589. ISCA.

Taesun Whang, Dongyub Lee, Dongsuk Oh, Chanhee
Lee, Kijong Han, Dong-hun Lee, and Saebyeok Lee.
2021. Do response selection models really know
what’s next? utterance manipulation strategies for
multi-turn response selection. In Proceedings of the
AAAI Conference on Artificial Intelligence.

Xianchao Wu, Ander Martínez, and Momo Klyen.
2018a. Dialog generation using multi-turn reason-
ing neural networks. In Proceedings of the 2018
Conference of the North American Chapter of the

98

https://doi.org/10.1145/3404835.3463238
https://doi.org/10.1145/3404835.3463238
https://doi.org/10.1145/3404835.3463238
https://doi.org/10.18653/v1/2020.emnlp-main.741
https://doi.org/10.18653/v1/2020.emnlp-main.741
https://doi.org/10.18653/v1/2020.emnlp-main.741
https://doi.org/10.1145/3404835.3462789
https://doi.org/10.1145/3404835.3462789
https://doi.org/10.48550/ARXIV.1910.14424
https://doi.org/10.48550/ARXIV.1910.14424
https://doi.org/10.18653/v1/2021.naacl-main.466
https://doi.org/10.18653/v1/2021.naacl-main.466
https://doi.org/10.18653/v1/2021.naacl-main.466
https://arxiv.org/abs/1908.10084
https://arxiv.org/abs/1908.10084
https://doi.org/10.18653/v1/2021.emnlp-main.224
https://doi.org/10.18653/v1/2021.emnlp-main.224
https://doi.org/10.18653/V1/2023.FINDINGS-ACL.388
https://doi.org/10.18653/V1/2023.FINDINGS-ACL.388
https://doi.org/10.18653/V1/2023.FINDINGS-ACL.388
https://doi.org/10.18653/v1/P19-1001
https://doi.org/10.18653/v1/P19-1001
https://doi.org/10.18653/v1/P19-1001
https://doi.org/10.18653/v1/P19-1001
https://doi.org/10.1109/TASLP.2023.3267832
https://doi.org/10.1109/TASLP.2023.3267832
http://arxiv.org/abs/2112.12441
http://arxiv.org/abs/2112.12441
http://arxiv.org/abs/2112.12441
https://doi.org/10.21437/INTERSPEECH.2020-2153
https://doi.org/10.21437/INTERSPEECH.2020-2153
https://doi.org/10.21437/INTERSPEECH.2020-2153
https://doi.org/10.18653/v1/N18-1186
https://doi.org/10.18653/v1/N18-1186


Association for Computational Linguistics: Human
Language Technologies, Volume 1 (Long Papers),
pages 2049–2059, New Orleans, Louisiana. Associa-
tion for Computational Linguistics.

Xianchao Wu, Ander Martínez, and Momo Klyen.
2018b. Dialog generation using multi-turn reason-
ing neural networks. In Proceedings of the 2018
Conference of the North American Chapter of the
Association for Computational Linguistics: Human
Language Technologies, Volume 1 (Long Papers),
pages 2049–2059, New Orleans, Louisiana. Associa-
tion for Computational Linguistics.

Lee Xiong, Chenyan Xiong, Ye Li, Kwok-Fung Tang,
Jialin Liu, Paul N. Bennett, Junaid Ahmed, and
Arnold Overwijk. 2021. Approximate nearest neigh-
bor negative contrastive learning for dense text re-
trieval. In 9th International Conference on Learning
Representations, ICLR 2021, Virtual Event, Austria,
May 3-7, 2021. OpenReview.net.

Lanling Xu, Jianxun Lian, Wayne Xin Zhao, Ming
Gong, Linjun Shou, Daxin Jiang, Xing Xie, and
Ji-Rong Wen. 2022a. Negative sampling for con-
trastive representation learning: A review. CoRR,
abs/2206.00212.

Lanling Xu, Jianxun Lian, Wayne Xin Zhao, Ming
Gong, Linjun Shou, Daxin Jiang, Xing Xie, and Ji-
Rong Wen. 2022b. Negative sampling for contrastive
representation learning: A review.

Ruijian Xu, Chongyang Tao, Daxin Jiang, Xueliang
Zhao, Dongyan Zhao, and Rui Yan. 2021. Learning
an effective context-response matching model with
self-supervised tasks for retrieval-based dialogues.
In Proceedings of the AAAI Conference on Artificial
Intelligence, volume 35, pages 14158–14166.

Z. Xu, B. Liu, B. Wang, C. Sun, and X. Wang. 2017.
Incorporating loose-structured knowledge into con-
versation modeling via recall-gate lstm. In 2017
International Joint Conference on Neural Networks
(IJCNN), pages 3506–3513.

Peilin Yang, Hui Fang, and Jimmy Lin. 2017. Anserini:
Enabling the use of lucene for information retrieval
research. In Proceedings of the 40th International
ACM SIGIR Conference on Research and Devel-
opment in Information Retrieval, SIGIR ’17, page
1253–1256, New York, NY, USA. Association for
Computing Machinery.

Chunyuan Yuan, Wei Zhou, Mingming Li, Shangwen
Lv, Fuqing Zhu, Jizhong Han, and Songlin Hu. 2019.
Multi-hop selector network for multi-turn response
selection in retrieval-based chatbots. In Proceedings
of the 2019 Conference on Empirical Methods in
Natural Language Processing and the 9th Interna-
tional Joint Conference on Natural Language Pro-
cessing (EMNLP-IJCNLP), pages 111–120, Hong
Kong, China. Association for Computational Lin-
guistics.

Jingtao Zhan, Jiaxin Mao, Yiqun Liu, Jiafeng Guo, Min
Zhang, and Shaoping Ma. 2021. Optimizing dense
retrieval model training with hard negatives. In Pro-
ceedings of the 44th International ACM SIGIR Con-
ference on Research and Development in Information
Retrieval, SIGIR ’21, page 1503–1512, New York,
NY, USA. Association for Computing Machinery.

Hang Zhang, Yeyun Gong, Yelong Shen, Jiancheng Lv,
Nan Duan, and Weizhu Chen. 2022a. Adversarial
retriever-ranker for dense text retrieval. In The Tenth
International Conference on Learning Representa-
tions, ICLR 2022, Virtual Event, April 25-29, 2022.
OpenReview.net.

Yanzhao Zhang, Dingkun Long, Guangwei Xu, and
Pengjun Xie. 2022b. HLATR: enhance multi-stage
text retrieval with hybrid list aware transformer
reranking. CoRR, abs/2205.10569.

Zhuosheng Zhang, Jiangtong Li, Pengfei Zhu, Hai Zhao,
and Gongshen Liu. 2018a. Modeling multi-turn con-
versation with deep utterance aggregation. In Pro-
ceedings of the 27th International Conference on
Computational Linguistics, pages 3740–3752, Santa
Fe, New Mexico, USA. Association for Computa-
tional Linguistics.

Zhuosheng Zhang, Jiangtong Li, Pengfei Zhu, Hai Zhao,
and Gongshen Liu. 2018b. Modeling multi-turn con-
versation with deep utterance aggregation. In Pro-
ceedings of the 27th International Conference on
Computational Linguistics, pages 3740–3752, Santa
Fe, New Mexico, USA. Association for Computa-
tional Linguistics.

Xiangyang Zhou, Lu Li, Daxiang Dong, Yi Liu, Ying
Chen, Wayne Xin Zhao, Dianhai Yu, and Hua Wu.
2018. Multi-turn response selection for chatbots with
deep attention matching network. In Proceedings
of the 56th Annual Meeting of the Association for
Computational Linguistics (Volume 1: Long Papers),
pages 1118–1127, Melbourne, Australia. Association
for Computational Linguistics.

A Appendix

A.1 More Experimental Details
Table 6 shows our detailed hyperparameter for four
benchmarks. For knowledge selection, we set the
maximum question length and candidate length
each. For the response selection task, we discard
the front of context. This is because for response
selection last utterance of context is more signifi-
cant.

We set a threshold for shortlisting as shown in
Table 6. Since the number of easy candidates under
the threshold differs per query candidate pair, the
number of confined candidates m differs. There-
fore, m is the average number of confined candi-
dates for all pairs.
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Benchmark max sequence length
shortlisting
threshold

m
confined candidates

k
randomly sampled candidate

l
negatives for training

learning rate batch size Multi-task # of epochs
confidence score

threshold
DSTC9

knowledge selection
512 0.45 150 10 3 5.00E-06 128 x 5 0.99

DSTC10
knowledge selection

512 0.45 600 50 3 5.00E-06 128 MLM 5 0.99

Ubuntu
response selection

512 0.001 700 10 2 1.00E-05 128 x 5 0.99

E-commerce
response selection

512 0.1 500 10 2 1.00E-05 128 x 5 0.99

MS MARCO
passage reranking

512 0.3 500 30 3 5.00E-06 128 x 5 0.99

Table 6: Detailed model hyperparameter for five benchmarks.

We didn’t apply the time reduction strategy for
EDHNS in response selection on the Ubuntu corpus
because when k = 10, speed is not that decreased.

A.2 Synthetic Training Data Construction for
DSTC10

In the DSTC10 knowledge selection task, there is
no official data. Therefore we reconstruct synthetic
data from previous work (Tian et al., 2021; Han
et al., 2022). Specifically, we sampled 32k pairs
from (Tian et al., 2021), and created 27k pairs fol-
lowing the proposed method of (Han et al., 2022).
Moreover, since spoken recognition errors exist
in the DSTC10 dataset, we train the model in a
multi-task learning manner with a masked language
model to be robust to automatic speech recognition
errors.

A.3 Passage Reranking in MS MARCO

To evaluate our method beyond the selection task,
we employ the MS MARCO dataset for the rerank-
ing task. MS MARCO (Nguyen et al., 2016) dataset
for passage ranking task consists of 1 million ques-
tions from Bing search query logs and 8.8 million
candidate passages. Each query is labeled with rel-
evant passages by human annotators. The passage
ranking task in MS MARCO includes two subtasks:
full-ranking and reranking. The full-ranking task
aim to generate the top 1000 passages sorted by
their relevance from the entire pool of 8.8 million
passages, while the reranking task aim to rerank
a given set of 1000 candidate passages already
retrieved using the BM25 retriever (Yang et al.,
2017). Comparing reranker modules directly in the
full-ranking task is challenging due to variations
in retriever performance. Therefore, we focus on
reranking tasks with pre-retrieved 1000 passages
using BM25 for more accurate assessments.3 The
performance of passage reranking was evaluated

3We utilized officially provided 1000 candidate pas-
sages retrieved using the BM25 retriever for training from
https://microsoft.github.io/msmarco/Datasets

Method PLM Retriever MRR@10

BM25 - BM25 0.167
BERT BERTlarge BM25 0.365
Multi-stage BERTlarge BM25 0.390
RoBERTa+WMLM RoBERTalarge BM25 0.389
RocketQAv2 ERNIEbase BM25 0.401
HLATR-RoBERTa RoBERTalarge ⋆BM25 0.368
RoBERTa RoBERTalarge BM25 0.386
RoBERTa+EDHNS RoBERTalarge BM25 0.402

Table 7: Development set performance of passage
reranking task in MS MARCO. ⋆ indicate BM25 re-
trieval by the pyserini toolkit (Lin et al., 2021).

using MRR@10 metric following previous work
(Kim and Ko, 2021).

A.3.1 Baseline Model
BERT (Nogueira and Cho, 2019) and RoBERTa
(Liu et al., 2021) are cross-encoder-based rerank-
ing models. Multi-stage (Nogueira et al., 2019)
propose two stage reranking architecture which use
two models for pointwise and pairwise classifica-
tion. RoBERTa+WMLM (Kim and Ko, 2021) apply
Weighted Masked Language Model in a multi-task
learning manner. ROcketQAv2 (Ren et al., 2021)
propose novel joint training approach for dense
passage retrieval module and passage reranking
module. HLATR-RoBERTa (Zhang et al., 2022b)
introduce Hybrid List Aware Transformer Rerank-
ing (HLATR) as a subsequent reranking module in
two stage reranking manner. RoBERTa+EDHNS
are cross-encoder-based reranking models trained
with our efficient dynamic hard negative sampling.

A.3.2 Result
The results presented in Table 7 highlight the
effectiveness of EDHNS in the passage rerank-
ing task of the MS MARCO dataset. Specifically,
RoBERTa+EDHNS model achieves a significant
improvement of 1.6% in MRR@10 compared to
RoBERTa which train with random sampling. More-
over, our RoBERTa+EDHNS model outperform all
previous baseline.
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Abstract

Recent advances in large language models
(LLMs) have shown their capacity for gener-
ating natural dialogues, leveraging extensive
pre-trained knowledge. However, the seam-
less integration of domain-specific knowledge
into dialogue agents, without undermining their
personas or unique textual style, remains a
challenging task. Traditional approaches, such
as constructing knowledge-aware character di-
alogue datasets or training LLMs from the
ground up, require considerable resources. Se-
quentially fine-tuning character chatbots across
multiple datasets or applying existing merging
techniques often leads to catastrophic forget-
ting, resulting in the loss of both knowledge and
the character’s distinct persona. This compro-
mises the model’s ability to consistently gen-
erate character-driven dialogues within a user-
centric framework. In this context, we intro-
duce a novel model merging method, Chamain,
which effortlessly enhances the performance
of character models, much like finding a
“free lunch”. Chamain merges domain-specific
knowledge into a character model by parameter-
wise weight combination of instruction-tuned
models and learns to reflect persona’s unique
characteristics and style through Layer-wise
merging. Our experiments demonstrate that
Chamain effectively maintains style while also
solving domain-specific problems to a certain
extent compared to the baselines, even show-
ing a higher style probability compared to the
character model in legal QA.

1 Introduction

The recent advancements in large language models
(LLMs) have been driving innovation across vari-
ous fields like open-domain conversational models
(Achiam et al., 2023; Touvron et al., 2023). LLMs
demonstrate their capacity not just by solving com-

*Equal Contribution.
**Corresponding Author.
†Work done after graduation.

plex computational problems in mathematics (Azer-
bayev et al., 2023) or programming (Roziere et al.,
2023), but also by delivering expert-level perfor-
mance in specialized knowledge areas (Singhal
et al., 2023; Wu et al., 2023; Katz et al., 2024).

Researches on open-domain chatbot focus on
integrating personas to develop unique AI agents
(Zheng et al., 2020). The efforts to make chatbots
more human-like are not just for the purpose of ob-
taining knowledge and information, but to enhance
the close interaction between humans and machines
(Yin et al., 2023). Such efforts have achieved sig-
nificant commercial applications, allowing users
to craft custom AI agents with character-related
information, enhancing user-AI interaction. How-
ever, it has been observed that relying solely on
prompt design, without additional training, as seen
in products like ChatGPT and Character.AI (Char-
acter.AI., 2022), presents challenges in displaying
a consistent persona throughout dialogues (Wang
et al., 2024). Furthermore, despite efforts to pre-
serve style using character-related dialogue data,
the necessity of assimilating new knowledge can
lead to catastrophic forgetting (He et al., 2021),
where the newly acquired information overshad-
ows previously learned character traits (Liu and
Mazumder, 2021). This indicates a need for a more
robust approach to sustain both the acquisition of
new knowledge and the preservation of unique char-
acter features in AI agents.

The emergence of model merging as a promi-
nent area of interest is largely due to the challenges
associated with supervised fine-tuning (SFT) and
multi-task learning. For instance, while SFT is an
effective method for optimizing language models
for specific tasks (Dodge et al., 2020), it requires
the storage and deployment of a separate model for
each task. Using SFT would necessitate storing and
managing distinct models per each task, increas-
ing complexity and storage demands. Additionally,
models often fail to generalize beyond the data
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or domains they were trained on, presenting chal-
lenges in out-of-domain generalization. In contrast,
multi-task learning, which strives to train a single
model for multiple tasks, brings its own set of chal-
lenges. It offers a solution to the inefficiencies of
SFT by integrating training across different tasks
into a single model. However, this approach neces-
sitates retraining with large and diverse datasets
to achieve a balanced representation of each task
within the model (Fifty et al., 2021). Such a bal-
ance is critical to ensure that all tasks are learned
effectively. The need of providing balanced, exten-
sive, and varied data adds complexity and potential
costs of multi-task learning, making it a sophisti-
cated and sometimes expensive endeavor. Model
merging emerges as a response to these issues, of-
fering a way to integrate the strengths of individual
models trained on specific tasks or through multi-
task learning, while mitigating the limitations of
each approach.

Based on the challenges identified, we introduce
Chamain, a novel approach that enables chatbots
to acquire additional knowledge while maintain-
ing their character and charm without additional
extensive training (Figure 1). Chamain is based
on the actively researched model merging method
(Yadav et al., 2023; Ilharco et al., 2023), focus-
ing on maintaining the character and style of the
model. Chamain consists of three main stages: (1)
preparing instruction-tuned models for merging,
(2) combining task vectors and character vectors of
instruction-tuned models, and (3) subsequently fus-
ing the latter layers of the character model based on
the layer selection method. It enhances the model’s
ability to generate utterances that embody the nu-
ances of the character’s persona. We merge three
types of models, a conversation model trained on a
self-created persona dataset, an instruction-tuned
model on a domain-specific data, and a fine-tuned
model for downstream tasks within the domain. To
verify the integration of new knowledge, we se-
lected law and finance as specific domains for test-
ing. We applied established merging techniques to
blend character-driven dialogue models with those
designed for specific domains, and evaluated their
effectiveness in downstream tasks within each do-
main. Additionally, we assessed the character rep-
resentation capabilities of these integrated models
using a model developed to differentiate between
characters. We conducted experiments to demon-
strate that our approach is compatible with the most

recent advancements in model merging techniques.
Using the Chamain method, we retained about 80%
of the performance of extensively task-specific fine-
tuned models and maintained the ability of charac-
ter models to portray personalities. This achieved
persona portrayal on par with dedicated character
models, improving upon previous merging meth-
ods.

In summary, our key contributions are as fol-
lows:

• Simplicity We propose Chamain as a novel
character-preserving training approach, which
is easy to implement and can be combined
with many existing model merging methods.

• Knowledge Enhancement Chamain en-
hances the knowledge base directly from the
character model. It enables zero-shot adapta-
tion to new domains while adeptly addressing
domain-specific queries.

• Character Preservation Compared to exsit-
ing merging methods, Chamain effectively
preserves the distinct personality and style of
the character chatbot model.

2 Related Works

2.1 Knowledge-grounded Chit-chat

In the chit-chat community, various studies (Zhou
et al., 2020; Adiwardana et al., 2020) have been
conducted to generate natural dialogues that reflect
‘human-like’ characteristics. For instance, Persona-
Chat (Zhang et al., 2018) constructed a more engag-
ing dataset leveraging profile information, while
Empathetic Dialogues (Rashkin et al., 2019) fo-
cused on situational emotional contexts to facili-
tate empathetic responses. Some studies (Li et al.,
2020; Chen et al., 2023a) have explored infusing
dialogues with fun elements by incorporating char-
acter traits. However, proper external knowledge is
required to make the dialogues more human-like,
not just mimicking. Knowledge-grounded chatbots
have been proposed to reflect external knowledge
in an open-domain generative model to lead to
richer conversation (Ghazvininejad et al., 2018;
Dinan et al., 2019). This can be broadly catego-
rized from both dataset and modeling perspectives.
First, there are ways to build knowledge-grounded
dialogue datasets such as Topical-Chat (Gopalakr-
ishnan et al., 2019) and KETOD dataset (Chen
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Figure 1: An illustration of each output of the integration process of Chamain. It combines the expertise of a
Task-Specific (Law) model with the nuanced understanding of a Character model. On the left, an individual asks
about drunk driving in a real-world scenario. The Law model responds with legal principles, while the Character
model highlights personal safety and the dangers of drunk driving, reflecting its persona. Cross-Merged model
offers a comprehensive response including legal information. Through Layer-wise Merging, the Chamain model
embodies the strictness of the law while reflecting the character’s persona, thereby providing a rich answer that is
both legally sound and enriched with personality traits. Our approach is implemented using Korean datasets and
models. We accompany the English translation for global readability.

et al., 2022). However, constructing a dataset is
resource-intensive. Another methodology is to use
retriever search to get external knowledge and con-
textualize it in the generation model when gener-
ating dialogues (Zhao et al., 2020). However, this
approach has the potential of inaccurate search,
error propagation, and challenges in creating en-
gaging multi-turn dialogues that reflect individual
character, even when informed by knowledge.

2.2 Stylized Response Generation for
Chatbots

Stylized response generation leads to more engag-
ing dialogues. To control the stylistic attributes
of chatbot responses, previous approaches (Gao
et al., 2019; Yang et al., 2020) have investigated
methods to convert the output of open-domain di-
alogue systems into desired styles. There are two
main branches: preprocessing a dataset with a de-
sired style and training chatbot using these datasets
(Mukherjee et al., 2023) or applying a text style
transfer module. However, preparing text in ad-
vance with the desired style can be quite burdening.
Text style transfer retains the semantic information

of the input sentence and replaces only the style
attributes (e.g. politeness, formality). Though there
is a way to perform parallel training in a super-
vised way, its applicability in real-world scenarios
is limited. The most popular method is unsuper-
vised learning, but integrating additional modules
may introduce latency and struggle to adapt styles
to the dialogue context. Recently, owing to the de-
velopment of LLMs, prompting is commonly em-
ployed (Luo et al., 2023; Reif et al., 2022), but its
effectiveness in maintaining character consistency
is still limited.

2.3 Weight Merging

The weight merging technique has emerged as
a significant application of NLP in recent years,
aiming to combine multiple task-specific models
into a unified model. This methodology has been
widely adopted in various benchmarks (Kim et al.,
2023) due to its ability to enhance performance not
only on the target task but also on out-of-domain
tasks. Unlike model ensemble methods, which uti-
lizes the predictions of multiple models to gener-
ate a final output, weight merging yields a single
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Figure 2: Overview of Chamain. The first step ‘instruction-tuning’ shows the model performing tasks based on
specific instructions. ‘Task-Specific Instruction’ represents the guidance for a particular task and ‘Dialogue reflecting
character traits’ refers to a dialogue unique to the character. In the second step, ‘Cross Merging’, the process of
merging methods from ‘Alpaca Style’ with ‘Task-Specific’ and ‘Character’, the method creates a cross-merged
model by aligning the vectors representing the character’s traits with those indicating domain specialization. This
merging generates an output that fuses task-oriented results with the character’s individual response to be provided
to the end user. In the final step, additional layers from the character model are incorporated to enhance the model’s
ability to generate text that embodies the character’s persona.

model through techniques such as interpolating the
weights of multiple models or employing task arith-
metic (Ilharco et al., 2023). There are various meth-
ods for merging the weights of models fine-tuned
on different datasets, with traditional approaches
including weight averaging. For instance, TIES-
Merging (Yadav et al., 2023) selectively incorpo-
rates changes from fine-tuned models by discard-
ing low-magnitude alterations and merging only
those values that align with designated sign, while
Dare-TIES (Yu et al., 2023) reduces redundancy by
converting the majority of delta parameters to zero.
We leverage these merging techniques to develop
a chatbot that, by accounting for the distinct traits
of chit-chat and knowledge-grounded dialogues,
seamlessly integrates knowledge, maintains its per-
sona, and effectively engages in multi-turn conver-
sations to ensure enjoyable interactions.

3 Chamain

We introduce Chamain, a novel approach de-
signed to accurately capture the essence of a
specific character, including their unique traits
and speaking style, while seamlessly integrat-
ing new knowledge. For a detailed depiction
of the Chamain architecture, refer to Figure 2.
Chamain combines the weights of existing models
(F (θ1), F (θ2), F (θ3), . . . , F (θn)) at the parame-
ter level without additional training, and integrates

the weights of a model specialized for a specific
character dataset (θCharacter) at the layer level. As
in prior studies (Chen et al., 2023b), we recognize
differences in each layer’s impact.

F (θi) : X → Yout

Di = {(xi,j , yi,j) | j = 1, 2, ...,mi} for i = 1, 2, ..., n
(1)

We have a neural network F (θi) with Li lay-
ers, where θi denotes the parameters of the model.
This network maps the input xi,j ∈ X to output
yi,j ∈ Yout for (xi,j , yi,j) in dataset Di (Equation
1). That is, each model F (θi) is optimized indepen-
dently for its corresponding dataset Di that con-
sists of mi input-output pairs. In this work, we em-
ploy three datasets (n = 3) for instruction tuning,
namely Alpaca style dataset (DAlpaca, Taori et al.
(2023)), domain-specific downstream task dataset
(DKnowledge), and dialogue dataset reflecting char-
acter persona (DCharacter).

Let Li = L for all i, that all tuned models (θtuned)
share the same backbone, which refers to θoriginal.

τ = θtuned − θoriginal

F (θCross Merged) =



θoriginal +
∑n

t=1 τt,

if Task Arithmetic

θoriginal + ResolveZeroSigns
(

TopKValuesMask
(∑n

t=1 τt
))
,

if TIES

(2)

In the second step (Equation 2), we begin by
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subtracting the parameter values of the backbone
from those of the instruction-tuned model to get the
task vector (τ = θtuned − θoriginal). As one choice,
we can then add all the resulting task vectors to the
original model weights applying Task-Arithmetic
(Ilharco et al., 2023). Alternatively, we may choose
to retain only the top-k% values and reset the rest
to their initial values to remove redundant parame-
ters (Yadav et al., 2023). This process is expected
to effectively remove the parameters that do not
contribute to the model performance. Subsequently,
an elected sign vector is generated for the merged
model by resolving discrepancies in the signs of
parameters across the different models. Finally, we
compute a disjoint mean for each parameter by
averaging the parameter values from models with
matching signs in the merged model.

F (θLayer-wise Merged) =

{
F (θCross Merged), for l ≤ ls
F (θCharacter), for l > ls

(3)

At the final step, we perform Layer-wise merg-
ing as described in Equation 3. For the index
of each layer l in the range [L], where [L] de-
notes the set of integers from 1 to L, we merge
F (θCross Merged) up to a selected layer ls and then
switch to F (θCharacter) for the subsequent layers.

∆Gcharacter
l =

∣∣∣Gcharacter
[1:l] −Gbackbone

[1:l]

∣∣∣

∆Gknowledge
l =

∣∣∣Gknowledge
[1:l] −Gbackbone

[1:l]

∣∣∣ (4)

ls = min
{
l | ∆Gcharacter

l > ∆Gknowledge
l ,

l = L,L− 1, . . . , 1}
(5)

The selection of the layer ls is based on a
layer-wise comparative analysis of gradient discrep-
ancies between the character-based (Gcharacter)
and knowledge-based (Gknowledge) representa-
tions. We calculate gradient difference accumulated
through first l layers, denoted by ∆Gcharacter

l and
∆Gknowledge

l as shown in Equations 4. These differ-
ences signify the disparities in learned representa-
tions between the character-based and knowledge-
based models. The optimal layer is determined
by an iterative searching of minimum l satisfy-
ing the condition defined in Equation 5. We tra-
verse through the layers in descending order (l =
L,L− 1, . . . , 1) until we find the layer where the
gradient discrepancies in the character-based model
exceed those in the knowledge-based model.

4 Experimental Setup

All the baseline models and datasets for training
and evaluation regards the Korean language.

4.1 Baselines & Settings
For Chamain methods, Alpaca Style models
adopted the easylaw dataset1 for the legal domain
and KorfinQA dataset2 for the financial domain
(DAlpaca). Note that these datasets are domain-
specific but not necessarily task-specific, here uti-
lized for the purpose of Alpaca-style tuning.

Task-Specific models were instruction-tuned
on downstream task datasets from each domain.
At the instruction tuning stage, we train the
model to understand and respond to prompts given
in a instruction-and-output style (Zhang et al.,
2023). Open-source datasets, namely LBOX OPEN
(Hwang et al., 2022) and FINCH3 were utilized
to evaluate the knowledge of legal and financial
domain (DKnowledge). These datasets are domain-
specific and also task-specific.

Character models were fine-tuned on a private
dataset consisting of character chatbot dialogues
(DCharacter). We created the dialogue dataset by
defining the profile and background details of the
character, followed by engaging in conversations
with individuals embodying the persona. By train-
ing on the specialized dialgoue reflecting persona,
the model acquired the capability to capture nu-
anced character interactions, dialogue flows, and
contextually relevant responses.

All the models used in Chamain employed
llama2-ko (L. Junbum, 2023), a representative Ko-
rean version of llama2 (Touvron et al., 2023), as
their backbone. Given the limitations of prevalent
parameter-efficient methods (Hu et al., 2021; Liu
et al., 2022) in preserving character persona and
their suboptimal performance in character dialogue
models, we adapted for a full fine-tuning approach
for training. All datasets used in the paper were
divided into training and test sets.

We validated the effectiveness of our approach
against existing merging methodologies with
MergeKit (Goddard et al., 2024): Weight Averag-
ing (Wortsman et al., 2022) compute the weighted
average of all the individual models. TIES (Yadav

1https://huggingface.co/datasets/jiwoochris/
easylaw_kr

2https://huggingface.co/datasets/mssongit/
KorfinQA

3https://huggingface.co/datasets/FINNUMBER/
FINCH_TRAIN_FULL
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et al., 2023) removes minor changes in the values
of fine-tuned model and then resolves sign disagree-
ments among the merged models. Task Arithmetic
(Ilharco et al., 2023) suggests a method for editing
models based on arithmetic operations over task
vectors. For evaluating the model’s ability to con-
vey knowledge while maintaining its style in each
domain, we compared how well knowledge is re-
tained relative to the Task-Specific models and how
style and character are preserved in comparison to
the Character model.

4.2 Evaluation

Knowledge For LBOX OPEN in the legal do-
main, we computed ROUGE-1 (R1), ROUGE-2
(R2), and ROUGE-L (RL) scores (Lin, 2004) for
the summarization task. These metrics automati-
cally assess the quality of the generated summaries
by comparing them to manually created gold an-
swers. For FINCH dataset in the financial domain,
we measured the Exact Match (EM) score of the
generated answers. The Task-Specific models effec-
tively yield structured reasoning outputs, including
solutions, while other models do not. Therefore,
we evaluated other models based on whether the
generated outputs contain the exact answer.

Style To evaluate the distinctive textual style, we
trained a style classifier and measured its average
probability of predicting a target style (StyleProb).
We labeled the utterances in DCharacter, which are
colloquial, as 1 (# = 1,951) and the formal bot re-
sponses from the OIG-small-chip2-ko dataset4 as
0 (# = 2000). Moreover, we included 3,880 med-
ical domain sentences from the AI-hub Korean
text style conversion dataset5, assigning them collo-
quial (1) or formal (0) labels based on their stylistic
characteristics (# = 1,940 each). To best suit the
goal of colloquial style evaluation of character chat-
bots, we utilized the Korean comment ELECTRA
(Clark et al., 2020; Lee, 2021) as backbone, which
is pre-trained on NAVER news comments that in-
clude typos and expressions rarely found in formal
and written datasets. The performance of the style
classifier on the test set resulted in an accuracy of
96.05% and an F1 score of 96.01%. For evaluat-
ing the model’s ability to maintain its style in each
domain, we utilized the input questions of easylaw

4https://huggingface.co/datasets/heegyu/
OIG-small-chip2-ko

5https://aihub.or.kr/aihubdata/data/view.do?
dataSetSn=287

and KorfinQA for the legal and financial domain
respectively.

Character We selected a set of questions to
assess whether the model accurately reflects the
unique persona, including the character’s back-
ground profile, and then evaluated the generated
answers. Two automatic evaluation metrics were
employed to measure the maintenance of the per-
sona in the generated responses. Firstly, we utilized
P.Cover (Persona Coverage) following previous re-
search (Song et al., 2019). We used the counts of
shared words between the generated responses and
the dialogues of the character speaker, as well as
persona descriptions weighted with IDF (Inverse
Document Frequency). Additionally, we employed
Persona Exact Match (Persona EM) to evaluate
the extent to which keywords containing the per-
sona are present in the generated responses. In ad-
dition to these metrics, we also evaluated Profile
Maintenance and Appropriateness using the G-Eval
(Liu et al., 2023) framework. These metrics pro-
vide insights into how well the generated responses
maintain the character’s persona across various sce-
narios, as well as their appropriateness in terms of
language usage. The prompt used in the G-Eval is
provided in the Appendix B.

5 Results and Analysis

5.1 Domain-specific Downstream Tasks
Results

We evaluated the results as shown in the Table 1 to
check that our proposed method maintains perfor-
mance on domain-specific downstream tasks. It’s
evident that the Character model exhibits lower
performance, while the Task-Specific model demon-
strates the most favorable outcomes. Our method-
ology achieves quite respectable performance met-
rics. The Chamain-Task Arithmetic model retains
over 80% of the performance of the Task-Specific
model in the legal domain, while the Chamain-
TIES model maintains over 60% of its performance
in the financial domain, which involves more chal-
lenging problems requiring reasoning process. The
experiment results reveals that the effectiveness of
the TIES and Task Arithmetic methods for merging
weights varies depending on the domain. While
Chamain-TIES outperforms in financial domain,
Chamain-Task Arithmetic shows superiority in le-
gal domain.
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Domain Legal Financial

Category / Dataset
Knowledge Style Knowledge Style

LBOX OPEN
(Summarization)

EasyLaw
(Long-Form QA)

FINCH
korfinQA

(Long-Form QA)

Methods R1 R2 RL StyleProb EM StyleProb

Character 3.40 0.70 3.10 0.6099 20.31 0.2578
Task-Specific 30.21 12.20 28.35 0.2170 54.18 0.0358

Weight Averaging 26.76 [+23.36][-3.45] 10.68 [+9.98][-1.52] 24.93 [+21.83][-3.42] 0.3188 25.16 [+4.85][-29.02] 0.0655

TIES 21.63 [+18.23][-8.58] 8.07 [+7.37][-4.13] 20.06 [+16.96][-8.29] 0.1972 52.80 [+32.49][-1.38] 0.0405

Task Arithmetic 30.29 [+26.89][+0.08] 12.34 [+11.64][+0.14] 28.38 [+25.28][+0.03] 0.3586 32.67 [+12.36][-21.51] 0.0699

Chamain-TIES (Ours) 17.70 [+14.30][-12.51] 6.10 [+5.40][-6.10] 16.26 [+13.16][-12.09] 0.6593 32.76 [+12.45][-21.42] 0.1953

Chamain-Task Arithmetic (Ours) 26.32 [+22.92][-3.89] 9.84 [+9.14][-2.36] 24.62 [+21.52][-3.73] 0.7177 25.87 [+5.56][-28.31] 0.1707

Table 1: Results of Domain-Specific Downstream Tasks & Style Probability in Domain QA datasets. For each
domain, we measured Style Probability (StyleProb) to assess whether the character’s textual style is well represented.
The left parenthesis indicates the performance compared to the Character model, while the right parenthesis
indicates the percentage increase in performance compared to the Task-Specific model. Green text indicates the
change compared to the Character model, while red text indicates the change compared to the Task-Specific model.

Character Profile Generated Response

Name: Sarah

Input: What’s your name?
Character: My name is... Sarah!
Existing Merging: My name?? I can’t tell you!!
Chamain (Ours): My name is Sarah!

Life Goal: Achieving world peace

Input: What’s your dream?
Character: A dream... perhaps making world peace happen?
Existing Merging: Dream? Not quite sure yet.
Chamain (Ours): Someday, I’ll make it big and keep the peace!

Hobby: Taking walks in the zoo
Special Skill: Able to communicate with animals

Input: What were you doing?
Character: I was enjoying the nice weather, so I went for a walk in the zoo!
Existing Merging: Hmm... I was just playing games.
Chamain (Ours): Oh, I spent the day relaxing at home and playing with the animals!

Table 2: Responses generated by each method for inputs reflecting the character’s profile. Proposed method
(Chamain) effectively captures the character’s background information in its responses.

5.2 Style Probability Results

Our model demonstrates notable strength in main-
taining colloquial textual style, as shown in the
StyleProb evaluation on domain QA datasets (Ta-
ble 1). In comparison to the Task-Specific model
and existing merging approaches, which merge the
Character model and Task-Specific model but strug-
gle to maintain textual style, Chamain achieves the
highest StyleProb scores in the Legal QA. Specif-
ically, Chamain achieves a StyleProb of 0.6593
(Chamain-TIES) and 0.7177 (Chamain-Task Arith-
metic) and outperforms other methods (even Char-
acter) with a significant margin. In the Financial
QA, our method demonstrates the highest style
preservation rate following the Character model,
with a StyleProb of 0.1953 (Chamain-TIES) and
0.1707 (Chamain-Task Arithmetic). Note that over-
all outperformance in the legal domain would be
explained in various aspects including the volume
and characteristics of the datasets of each domain

and the tendency of overlap between those.

5.3 Character Retention Results

Methods P.Cover Persona EM
G-Eval

Profile Maintenance Appropriateness

Character 0.0660 34 4.82 4.59

TIES (Legal) 0.0517 2 3.82 2.0

Chamain-TIES (Legal) 0.0559 14 4.77 3.68

TIES (Financial) 0.0565 8 1.67 1.2

Chamain-TIES (Financial) 0.0576 15 3.86 2.68

Table 3: Evaluation of Character Retention.

We evaluated each method’s ability to preserve
the character’s persona, as illustrated in Table 3.
Our proposed method (Chamain) generated re-
sponses with the highest P.Cover following the
Character model, indicating better preservation of
persona information compared to existing meth-
ods. This trend becomes clearer when we examine
how well our method generates responses matching
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Figure 3: Distribution of Gradients

the character’s key background words, essentially
capturing their profile accurately. For instance, in
the legal domain, Chamain achieves a Persona EM
score of 14, whereas TIES scores only 2. In the
G-Eval evaluation, Chamain show higher scores
in Profile Maintenance and Appropriateness. The
Chamain-TIES (Legal) exhibits a Profile Main-
tenance score of 4.77, which is not significantly
different from the Character model. However, it
demonstrates slightly lower performance with the
financial domain, likely due to the inherent com-
plexity of the downstream task involving numerical
information and requiring reasoning. Actual model
outputs are provided in Table 2. Chamain methods
effectively provide answers similar to the Charac-
ter model.

Style Domain
Methods StyleProb R1 R2 RL

Character 0.6099 3.40 0.70 3.10
Chamain (Layer 1) 0.5161 [↓] 20.81 7.58 19.33
Chamain (Layer 2) 0.5210 [↓] 18.20 6.33 16.73
Chamain (Layer 3) 0.5872 [↓] 17.83 6.16 16.37
Chamain (Layer 4) 0.5931 [↓] 17.78 6.11 16.31
Chamain (Layer 5) 0.6593 [↑] 17.70 6.10 16.26
Chamain (Layer 6) 0.6535 [↑] 17.56 6.02 16.13
Chamain (Layer 7) 0.7067 [↑] 17.47 5.99 16.05
Chamain (Layer 8) 0.6898 [↑] 17.37 5.93 15.97
Chamain (Layer 9) 0.6626 [↑] 17.36 5.91 15.96
Chamain (Layer 10) 0.7176 [↑] 17.29 5.87 15.90
Chamain (Layer 11) 0.6832 [↑] 17.31 5.88 15.93
Chamain (Layer 12) 0.7343 [↑] 17.29 5.80 15.91

Table 4: Layer-wise comparison. This is the results
of merging a Task-Specific (summarization) model, an
Alplaca style model, and a Character model in the le-
gal domain. The arrow next to performance indicates
whether it is higher or lower relative to the Character
model.

5.4 Ablation Studies

5.4.1 Layer-wise Results
We conducted ablation studies to assess the im-
pact of the number of layers on performing Layer-
wise merging when implementing the Chamain, as
demonstrated in Table 4. We tested several layer
configurations on both downstream tasks and the
StyleProb metric. As the number of layers of the
Character model increases, to which Layer-wise
merging is applied, StyleProb also increases. Con-
versely, reducing the number of layers enhances
the performance of domain-specific downstream
tasks. StyleProb starts to outperform the Character
model when replacing the last 5 layers. This im-
plies that our layer selection process is intuitive and
demonstrates that our method effectively reflects
the character personas while still capturing domain
knowledge. We observed that the layer could be
chosen empirically through inference alone, just as
we refer to our methodology as ‘free lunch’ when
using public models where the dataset has not been
publicly released.

5.4.2 Gradients Comparison
As shown in Figure 3, we utilized the same pre-
trained model to compare the differences in gradi-
ent distribution across layers at the beginning of
training and after a set number of training steps,
focusing on two distinct datasets: one for legal
downstream tasks and another for a character chat-
bot. The left-side plot illustrates that specific data
types do not significantly alter gradient distribu-
tion, maintaining a consistent pattern throughout
the training process. In contrast, the right-side plot
showcases a marked difference in the magnitude
of gradient shifts. Examination of the Kernel Den-
sity plots reveals that identifying the layers most
affected by character-specific data is crucial for ac-
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centuating a character’s persona. This discrepancy
aids in understanding which layers of the model
play a crucial role in depicting the unique attributes
of a character when learning from character-related
data.

6 Conclusion

We present Chamain, a methodology that al-
lows for the incorporation of domain knowledge
into character-specific models without additional
training while preserving the models’ personas.
Chamain is designed to be easily integrated with ex-
isting model merging methods. It enhances down-
stream task performance across various domain-
specific tasks, drawing enhancement directly from
the character model. This offers a comprehen-
sive solution for maintaining character consistency
and domain accuracy simultaneously. Through
Chamain, we aim to address the challenges of ef-
ficiently combining nuanced character traits with
specialized domain knowledge in a unified model.

Limitations

We need for further research beyond a singular
model approach. Furthermore, the evaluation pro-
cess lacked input from domain specialists. Al-
though there is a slight decline in downstream task
performance, it’s important to note that character
chatbots aren’t solely focused on optimizing these
outcomes. Our main goal is to engage in human-
like conversations using datasets with embedded
knowledge. Regarding hallucination issues, a sig-
nificant concern in generative models, integrating
models such as RAG or incorporating additional
modules holds promise for improving performance
in this regard.
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Appendices

A Examples for generated responses in
Legal QA

In the example from the Legal QA dataset pre-
sented in Table 5, we illustrate the distinct re-
sponses generated by various methods and demon-
strate how the integration of domain knowledge
and character preservation can be achieved through
our Chamain method.

B The G-Eval Prompt for Persona
Assessment

We assessed Profile Maintenance and Appropriate-
ness using the G-Eval framework with the prompt
as in Table 6.
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Generated Response for Legal QA

Input: While I was watching a drama, the refrigerator suddenly exploded, causing a fire that spread to the nearby furniture.
Can I get compensation for the property damage caused by the fire?

(드라마시청중냉장고가터져주변에있는가구에불이붙었습니다.화재발생으로재산피해를입게되었는데손해배상을받을수있나요?)

Character: This feels like a scene right out of a drama! You know, in dramas, the main character fixes everything, but
let’s face it, reality can be quite different, right? Still, in dramas, the hero always triumphs! So, today, I’ll fly around like a
cloud and try to find a solution!

(드라마에서많이보던장면이네요!드라마에서는보통주인공이이상황을해결하지만현실에서는쉽지않겠죠?하지만드라마에서는주인공이항상
이기니까요!오늘은내가구름처럼날아다니면서이상황을해결해볼게!)

Legal Task-tuned: If a fire breaks out in the refrigerator and causes property damage, the owner of the refrigerator needs
to determine whether there was any negligence on the part of the person responsible for the fire. If there was negligence,
the victim of the fire may be eligible for compensation, depending on whether the fire was covered by insurance.

(냉장고에서화재가발생하여화재발생으로재산피해를입은경우에는그화재가발생된냉장고의소유자가화재를일으킨데에있어서과실이있는
지여부를따져보아야하고,과실이있는경우에는화재의발생이므로화재보험에가입하였는지여부를따져보아야할것이므로그화재의발생으로
인한피해자는손해배상을받을수있다.)

Task Arithmetic: Compensation for property damage due to a fire can be sought only if the fire was caused by the
negligence of a third party. Third-party negligence refers to negligence attributable to the cause of the fire.

(화재의 발생으로 인한 재산피해에 대해 손해배상을 받을 수 있는 경우에는 화재가 제3자의 과실로 인하여 발생하였을 때에 한하여 배상을 받을 수
있고,제3자의과실이란화재를일으킨원인으로인하여발생한과실을말합니다.)

Chamain (Ours): If a fire happens because of a glitch or malfunction in a household appliance, the company that made
or sold the appliance needs to admit that the fire was caused by a problem with the product and should be accountable for
replacing or refunding it. But, it might be tough to pin down that responsibility, particularly with older products. :’(

(가전제품의고장이나오작동으로화재가발생한경우,가전제품의제조회사나유통회사는제품의결함으로화재가발생하였음을인정하고,제품의
교환이나환품을해주어야할책임이있어요.하지만이같은책임도제조년도가오래된제품에서는찾기힘든일이네요.)

Table 5: Responses generated by each method in the Legal QA dataset.

You will be given a response to a question.
Your task is to evaluate the persona of the response according to the evaluation steps.
Please make sure you read and understand the character profile and evaluation criteria carefully. Please keep this document open and refer to it as needed during the evaluation.

Character Profile:
- Name: (omitted)
- Date of Birth: (omitted)
- Height: (omitted)
- Constellation: (omitted)
- Blood Type: (omitted)
- MBTI: (omitted)
- Personality: (omitted)
- Residence: (omitted)
- Hobbies: (omitted)
- Special Skills: (omitted)
- Likes: (omitted)
- Life Goal: (omitted)
- Traits: (omitted)

Evaluation Criteria:
- Appropriateness (1-5): Is the response appropriate to the question? Is the language too general or formal?
- Profile Maintenance (1-5): Does the response align well with the character’s profile?

Evaluation Process:
1. Read and understand the character profile information.
2. Identify relevant character profile information based on the question.
3. Evaluate the response based on the evaluation criteria.
4. Assign a score of 1-5 for each evaluation item.

Question: <question>
Response: <response>

Evaluation Form (scores ONLY):
- Appropriateness(1-5) :
- Profile Maintenance(1-5) :

Table 6: Example Prompt for Persona Assessment Guideline.
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Abstract

High-quality conversational datasets are essen-
tial for developing AI models that can commu-
nicate with users. One way to foster deeper
interactions between a chatbot and its user is
through personas, aspects of the user’s char-
acter that provide insights into their person-
ality, motivations, and behaviors. Training
Natural Language Processing (NLP) models
on a diverse and comprehensive persona-based
dataset can lead to conversational models that
create a deeper connection with the user, and
maintain their engagement. In this paper, we
leverage the power of Large Language Mod-
els (LLMs) to create a large, high-quality con-
versational dataset from a seed dataset. We
propose a Generator-Critic architecture frame-
work to expand the initial dataset, while im-
proving the quality of its conversations. The
Generator is an LLM prompted to output con-
versations. The Critic consists of a mixture
of expert LLMs that control the quality of
the generated conversations. These experts se-
lect the best generated conversations, which
we then use to improve the Generator. We
release Synthetic-Persona-Chat1, consisting of
20k conversations seeded from Persona-Chat
(Zhang et al., 2018). We evaluate the quality
of Synthetic-Persona-Chat and our generation
framework on different dimensions through
extensive experiments, and observe that the
losing rate of Synthetic-Persona-Chat against
Persona-Chat during an AI detection test de-
creases from 17.2% to 8.8% over three itera-
tions.

1 Introduction

Every person is a story. Systems that interact with
people must understand their underlying stories to
effectively engage with them. Unfortunately, many
existing datasets used for training conversational

˚Work done during an internship at Google Inc., Moun-
tain View, USA

1Dataset will be publicly available on Github

agents do not sufficiently model their users. Per-
sonas - abstract user representations that express
the “story” of a person based on their background
and preferences - have been widely used for human-
centered design in a variety of domains, including
marketing, system design, and healthcare (Pruitt
and Grudin, 2003b). Prior persona-based conver-
sational datasets, like Persona-Chat (PC) (Zhang
et al., 2018), suffer from several limitations, such
as small size, static dialogues that cannot easily be
updated with new topics, irrelevant utterances, and
contradictory persona attributes (Wu et al., 2019).
In this paper, we propose a novel framework for
generating large, dynamic, persona-based conver-
sational datasets that capture the breadth and depth
of human experience.

Personas (Pruitt and Grudin, 2003a; Cooper and
Saffo, 1999) have been widely used in a variety of
domains and applications, including creating narra-
tives for patients and sharing educational messages
in healthcare (Massey et al., 2021), targeting users
in marketing (van Pinxteren et al., 2020; Fuglerud
et al., 2020), and communicating with workers in
management (Claus, 2019). Conversational agents
use personas to generate more interesting and en-
gaging conversations with their users (Zhou et al.,
2020; Shum et al., 2019).

Creating persona-based datasets is difficult: the
process is labor-intensive, the outputs must be up-
dated to reflect current events and new concepts,
and there are often quality concerns. Existing
persona-based datasets have resulted from labor-
intensive data collection processes (Zhang et al.,
2018; Zhong et al., 2020) involving humans to cre-
ate or validate personas, create fictional persona-
based conversations, and ensure the conversations
are coherent. Moreover, even after these datasets
are created, it is difficult to update them with the lat-
est topics (Lee et al., 2022), such as current events,
new concepts, products, or social trends (Lazari-
dou et al., 2021). Finally, existing persona-based
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datasets do not guarantee faithfulness, a criterion
we introduce to describe the alignment between
participants’ utterances and their personas.

In this paper, we introduce a new framework for
generating large, customized persona-based con-
versational datasets that uses unsupervised LLMs
to reduce human labor, introduces methods to gen-
erate, expand, and update personas automatically,
and enforces a set of quality criteria including faith-
fulness to ensure dialogues are human-like. Our
persona-based conversational dataset generation
framework consists of a three-level pipeline:

1. User Generation

2. User Pairing

3. Conversation Generation

The user generation step takes a set of seed per-
sonas, and augments it to create plausible user
profiles. The user pairing step matches users to
participate in conversations. The conversation gen-
eration produces plausible conversations between
the selected user pairs. The conversation generation
component uses a method similar to self-feedback
(Madaan et al., 2023) to iteratively improve the
quality of generated samples.

We used the proposed framework to create
Synthetic-Persona-Chat (SPC), a conversational
dataset with 5k user personas, and 20k faithful
dialogues. The framework we defined to create
this dataset can be reused to define specialized per-
sonas, such as user music profiles, etc. to create
application-specific datasets.

Our contributions are:

• We propose an unsupervised approach to gener-
ate, and extend specialized personas using LLMs.

• We introduce and evaluate a framework based on
LLMs to evolve a dataset while imposing differ-
ent objectives on it.

• We release Synthetic-Persona-Chat, a high-
quality, faithful, persona-based conversational
dataset useful for several conversational tasks,
such as training persona inference models.

2 Definitions

We define the faithful persona-based dialogue gen-
eration task. We begin by defining the persona-
based dialogue generation task. We then formally

define the faithfulness criteria as a desired qual-
ity for the generated dialogues. Throughout this
section, we use π to refer to persona attributes (in-
dividual sentences which, together, form the user
persona), U to refer to user profiles, and D to refer
to conversations (dialogues).

Persona Attributes We define a user persona
attribute as a sentence describing this user. "I like
ice cream", "I have two brothers" and "My native
language is Tamazight" are all examples of persona
attributes. Let Ω be the universal set of persona
attributes. Ω contains all natural language descrip-
tions of all tangible features of any person, which
is unbounded.

Persona Categories To help organize the vast
space of personas, we adopt the approach of Lee
et al. (2022) who introduced persona categories.
Persona categories are groups of persona attributes
that describe the same semantic feature of the user.
In our work, we associate each persona category
with a corresponding query that can be answered
with all persona attributes in that category. For
example, job and family situation are persona cate-
gories, and corresponding queries might be “What
is your occupation?”, and “Do you have a family?”.

Persona Attribute Structure Persona attributes
can overlap. For instance, the attribute "I intro-
duced my kids to scuba diving at a young age"
overlaps with the attribute "My eldest son goes to
elementary school", since both include the "parent-
hood" feature of the user. Moreover, some persona
attributes form a hierarchy, and some persona at-
tributes are specific cases of other attributes.

User Profile We define a user profile as a set
of persona attributes that can be used to describe
a user. For a realistic user, the persona attributes
describing a user profile should not contradict each
other, and be consistent. An arbitrary persona at-
tribute set U Ă Ω is a consistent set of persona
attribute if, and only if:
@π1 P U, EΠ2 Ă U : pΠ2 ‰ Hq ^ pΠ2 Ñ  π1q

Persona-based Conversation A persona-based
conversation D contains utterances such that at
least one persona attribute from each user profile
can be inferred from it. For example, the persona
attribute "I am a parent" can be inferred from the
utterance "I just dropped off my son at school". A
persona-based conversation model is a generative
model that takes a pair of user profiles (U1, U2)
as input, and returns a persona-based dialogue D
between these two users.
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Figure 1: Unfaithful Conversation (Left): Loving steak is
negatively correlated with the persona attribute "I am a vege-
tarian". Faithful Conversation (Right): It introduces no infor-
mation that contradicts or weakens the user’s profile.

Faithfulness One crucial quality for a persona-
based conversation is that it should align with the
user profile. Inspired by (Daheim et al., 2023)
which introduces dialogue system faithfulness to
the knowledge contained in relevant documents,
we specify the criterion of faithfulness to character-
ize the alignment between the utterances of a user
in a persona-based conversation and their profile.
The faithfulness criterion enforces the constraint
that the utterances of a user should not decrease the
likelihood of their persona. This criterion assumes
the existence of both a prior probability of persona
attributes, and an inference model for determining
the probability of persona attributes conditioned on
utterances. LetM be such an inference model, (U1,
U2) a pair of user profiles, and D a persona-based
conversation between them. To be a faithful con-
versation based on M , D should not contain any
contradicting evidence to the persona attributes of
the speakers: passing the conversation D as input
to the inference model M should not reduce the in-
ference probability of persona attributes in either of
the user profiles U1 or U2. In other words, the prob-
ability of any persona attribute in the user profiles
based on conversation D should not be less than
the probability of that persona attribute without any
assumptions. Formally, we call a conversation D
faithful with respect to the user profiles U1 and
U2, and inference model M if the following condi-
tion holds: @π P U1 Y U2 : PM pπ|Dq ě PM pπq.
Where PM pπ|Dq indicates the probability that M
infers the persona π given conversation D. We
show examples of faithful, and unfaithful conversa-
tions in Figure 1.

3 Method

In this section, we introduce our method to gener-
ate persona-based conversations. We create such
conversations with minimum human input, start-
ing from an initial dataset. Our process consists
of three steps, as shown in Figure 2: user gener-
ation, user pairing, and conversation generation.

Figure 2: Dataset Augmentation Pipeline

The first component augments a set of seed per-
sona attributes Π0 into an expanded set of persona
attributes Πe, from which it creates user profiles.
The second component pairs user profiles as in-
terlocutors of a conversation. The third and final
component uses an iterative process to generate
high-quality conversations among user profile pairs.
We detail each of these components below.

3.1 User Generation
The User Generation component is split into two
sub-components:

1. Persona Expansion

2. User Profile Construction

We bootstrap seed persona attributes by using vari-
ous prompts (Brown et al., 2020a) to generate new
persona attributes in the Persona Expansion step
(Refer to Appendix A.1 for more details on the
prompts used). We then create new user profiles by
iteratively selecting random user persona attributes
from the expanded persona attributes. We employ a
Natural Language Inference (NLI) model to ensure
the consistency of the constructed user profiles.

3.1.1 Persona Expansion
We propose an unsupervised method to augment a
set of seed persona attributes Π0 into a super-set
Πe. Unlike previous approaches (Lee et al., 2022),
our method is independent of human knowledge or
intervention, making it capable of creating special-
ized personas in new domains. We proceed in two
steps: query induction, and persona bootstrapping.
In the query induction phase, we identify persona
categories in Π0, along with associated queries. We
then expand these queries into a setQ that also cov-
ers unobserved persona categories. The persona
bootstrapping step leverages the category-based
query set Q, and the initial persona attribute seed
set Π0 to generate new persona attributes. Both
of these steps are based on the bootstrapping tech-
nique (Yarowsky, 1995), and involve prompting an
LLM. We provide a detailed description of these
two steps in the following.
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Query Induction As described in Section 2,
each persona attribute belongs to at least one per-
sona category, and each category is associated with
a corresponding query that can be answered with
persona attributes in that category. The query in-
duction process initially identifies the queries as-
sociated with persona categories in Π0. It then
bootstraps queries by feeding them to a prompted
LLM to create more queries that are associated
with unobserved categories, ultimately creating a
query set Q. Including queries associated with un-
observed persona categories facilitates the creation
of a more diverse set of personas, and increases the
scale of augmentation.

The query induction relies on the following as-
sumption:

Assumption Let M be an LLM, and let Γ be
the set of all queries associated with all persona
categories. If two persona attributes π1 and π2
belong to the same persona category, then there
exists a query qM P Γ such that π1 and π2 are
M’s output to qM.

The persona attributes "I am a doctor" and "I
am a truck driver", for instance, both belong to
the "job" category, leading to the query "What is
your job?". We use an agglomerative clustering
method to identify the persona categories in Π0.
Let C be an arbitrary persona cluster in Π0. To
generate a query for C, we select a random sub-
set of persona attributes in C, and create a prompt
using these samples. We employ this strategy to
generate queries for all the clusters identified in
Π0, and create a set of queries, which we refer
to as Q0. Details on the clustering, query induc-
tion, together with examples of clusters, persona
attributes, and induced queries are available in Ap-
pendix A.1. We come up with queries for new,
unobserved persona categories by bootstrapping
the queries in Q0: starting from Q “ Q0, we iter-
atively sample a set of queries from Q, and create
a prompt by concatenating them. We then prompt
the LLM to generate a new query, and add it to the
query set Q, as shown in Figure 3. We generated
a total of |Q| “ 188 queries. This set of category-
specific queries Q is later used to guide the LLM
to generate new persona attributes from the spec-
ified category. Thus, higher values of |Q| result
in greater diversity within the expanded persona
attribute set.

Persona Bootstrapping We use the persona at-
tribute seed set Π0 and category-specific queries

Figure 3: Query Induction Steps

Figure 4: Query-based Persona Bootstrapping Process

Q to generate new persona attributes through a
bootstrapping process. We initialize Π to Π0. At
every iteration, we randomly select a subset of per-
sona attributes from Π, and create a set of prompts
as follows: we first concatenate a set of persona
attributes s. For every query q P Q, we then com-
bine the concatenated samples s, and the query q
to create a category-specific persona prompt. This
prompt guides the LLM to generate a persona at-
tribute for that persona category. The set of prompts
obtained from this process is tsq|q P Qu. We only
add a new persona attribute to the set if its BERT
embeddings (Devlin et al., 2019) are not too close
from existing ones, so as to prevent the addition of
duplicates.

Each of these prompts is then fed to the LLM
to create a new persona attribute, which is subse-
quently added to the set of persona attributes Π for
the next iteration. We continue this iterative pro-
cess until we have generated a total of 5k persona
attributes. Figure 4 illustrates the persona boot-
strapping process. Table 7 in the appendix contains
the prompt template used in this component.

3.1.2 User Profile Construction
We build user profiles incrementally by sampling
persona attributes from Πe, and adding the eligible
ones. A persona attribute is eligible if it adheres to
the criteria of consistency and non-redundancy. In
other words, it should not contradict any attribute
already in the user profile, and it should not be in-
ferred by other persona attribute. We assess the
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consistency and redundancy of user profiles by
leveraging an NLI model, and persona attribute
clustering, respectively. The NLI model we em-
ploy is based on T5 (Raffel et al., 2019), and has
been trained on the TRUE dataset (Honovich et al.,
2022).

We create a user profile U by iteratively select-
ing a random candidate persona attribute π1 P Πe.
We use the NLI model to assess whether π1 con-
tradicts any persona attribute in the profile. This
is determined by the condition: @π P U : pπ1 Û
 πq ^ pπ Û  π1q, whereÑ is an inference. Ad-
ditionally, we evaluate the similarity of π1 to the
persona attributes in U to prevent the addition of
redundant attributes. We add π1 to U if it meets
the consistency and non-redundancy criteria. We
repeat this process until the user profile contains
5 persona attributes. Please refer to Appendix A.1
for more details on the user profile construction.

3.2 User Pairing
In this component, we identify potential pairs of
users for conversations. As the conversations are
persona-based, we hypothesize that they will be
more engaging if the users’ personas exhibit more
commonalities. We assign a similarity score to ev-
ery pair of user profiles pU1, U2q, indicating their
semantic similarity. We leverage BERT to rep-
resent the user profiles. The similarity between
U1 and U2 is defined as: |tpπ1, π2q|π1 P U1, π2 P
U2, Dc : π1, π2 P cu|Where c is a persona attributes
cluster. The semantic similarity is quantified by the
number of common persona categories in the user
profiles. We pair U1 and U2 if their similarity ex-
ceeds a threshold of 2.

3.3 Conversation Generation
Our Conversation Generation component is similar
to a general-purpose dataset generation framework
that generates data samples, and refines them based
on a set of predefined criteria, which we refer to
as policies (Madaan et al., 2023). The flexibility in
the choice of policies for data generation allows us
to emphasize different objectives. Once the active
policies are selected, this component generates new
data samples using a few input samples. The input
to our Conversation Generation framework con-
sists of a set of paired user profiles, a few samples
of user profiles along with a persona-based con-
versation between them, and conversation quality
metrics as policies. We follow a Generator-Critic
architecture, and iteratively create the dataset fol-

Figure 5: The Generator-Critic Architecture for Conversation
Generation

lowing the steps shown in Figure 5:
Step 1 The Generator outputs candidate conver-
sations between persona pairs using a few initial
conversation samples.
Step 2 The Critic evaluates the candidate conver-
sations based on the predetermined policies, and
selects the best candidate conversations.
Step 3 The best candidate conversations are added
to the dataset for the next iteration of generation.
This iterative process of selecting the top candi-
dates and adding them to the dataset gradually im-
proves the performance of the Generator.

Without any loss of generality, we implement
both the Generator and the Critic based on LLMs.
Specifically, the Generator prompts an LLM to
create candidate conversations, while the Critic
prompts an LLM to evaluate the quality of the gen-
erated conversations.

We provide more details on the Generator, Critic,
and the policies we used.

The Generator outputs conversations for pairs
of users pU1, U2q by prompting an LLM (Brown
et al., 2020a; Wei et al., 2023). At each iteration,
it randomly selects 5 samples from an initial set
of conversations, each containing a pair of user
profiles and a dialogue among them. It feeds these
samples to a template that instructs the LLM to
generate a series of candidate conversations for
the given user pair. The template, and a sample
generated conversation are available in Table 7,
and Table 9 in the appendix.

The Critic selects the best generated conversa-
tions to fine-tune the Generator. A conversation is
deemed high-quality if it complies with the poli-
cies of the Critic. Given the multifaceted nature
of the conversation evaluations, we use a Mixture
of Experts (MoE) approach. Each expert evalu-
ates the conversation based on a specific policy. In
this paper, we incorporate three types of experts,
each with distinct criteria: general conversation
quality, persona faithfulness, and toxicity. Col-
lectively, these experts select the best generated
conversations (the single best in our experiments).
We describe each type of expert, and the collective
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decision-making process below.
General Conversation Quality experts assess

conversation quality using the Fine-grained Eval-
uation of Dialog (FED) metrics introduced in
(Mehri and Eskénazi, 2020). These experts use ver-
balized forms of the policies from FED as prompts.
For instance, the "conversation depth quality ex-
pert" transforms the "depth policy" from FED into
a prompt like "Which conversation is a deeper con-
versation between user 1 and user 2?". Our system
instructs the LLM to compare each pair of candi-
date conversations based on these policies, result-
ing in pairwise comparisons. The list of policies
and their baseline performance are presented in
Table 6 in Appendix A.2.

The Faithfulness expert ensures the consistency
of the generated conversations with the user pro-
files. It uses an LLM to identify instances of un-
faithful conversations. The faithfulness prompt
provides the LLM with explicit instructions, user
profiles, and human-curated examples of unfaithful
conversations.

The Toxicity expert detects any conversation
that exhibits harmful traits, including bias and hate.

The Critic filters unfaithful and toxic conversa-
tions out. It then selects the best conversations
using a majority vote among the General Conver-
sation Quality experts. The selected instances are
added to the dataset for the next iteration of the
Generator.

4 Evaluation

We evaluate different aspects of our dataset genera-
tion framework, and the resulting dataset - referred
to as Synthetic-Persona-Chat - which is created
using an instruction fine-tuned LLM with 24 bil-
lion parameters (Chung et al., 2022). We compare
Synthetic-Persona-Chat (SPC) against the widely
used Persona-Chat (PC) dataset across different di-
mensions. We begin by evaluating the quality of
the personas we generate. We then evaluate SPC
using both automatic metrics, and human assess-
ment. We analyze other aspects of SPC, such as
toxicity and diversity in appendices B.1 and B.1.

4.1 Evaluation of the Expanded Personas

We evaluate our persona expansion module on two
seed datasets: Wikipedia, and Persona-Chat. The
Wikipedia personas are created by crawling the

Dataset Persona-Chat Synthetic-Persona-Chat Wikipedia Wikipedia+

# Persona Attributes 4,723 10,371 8768 18,293
# Clusters 323 553 408 986

Inter-cluster Dist 0.836 0.863 0.816 0.85
AVG length 7.65 15.9˚ 10.45 15.2˚

Table 1: Evaluation of the expanded persona sets. The num-
bers with ˚ indicate the metric value of the newly generated
persona attributes to contrast with the initial set.

1,000 most active contributors2, and extracting user
boxes from their pages. We expand both datasets
using our framework, and evaluate the expanded
persona attribute sets using automatic metrics. Ta-
ble 1 compares the original persona sets to the
expanded ones on a few dimensions. We observe
that our persona expansion increases the number of
persona attributes in SPC by 119%, while maintain-
ing the original persona categories and expanding
them by 71% compared to the persona attributes
in PC. Moreover, the lengths of the new generated
persona attributes are 107% longer in SPC, indi-
cating that the new personas exhibit greater detail
and specificity. We observe a similar trend when
applying our persona expansion to the Wikipedia
persona set, with a 108% increase in the number
of persona attributes, a 140% increase in persona
categories, and a 45% growth in persona attribute
lengths. This demonstrates the effectiveness of our
method in expanding and diversifying persona sets.

4.2 Next Utterance Prediction

A persona-based conversation reflects the speaker’s
persona explicitly or implicitly. Therefore, we ex-
pect the inclusion of information about speaker
personas to enhance the performance of next ut-
terance prediction models in such conversations.
In this experiment, we assess the impact of incor-
porating speaker personas as prior information on
both ranking, and generative - Transformer based
(Vaswani et al., 2017) - next utterance prediction
models. We create a subset of SPC containing con-
versations among user pairs included in PC for a
fair comparison, i.e., for each sample in PC we
have a parallel sample in SPC which has the same
user pairs but different conversation between them.
To create next utterance candidates, we follow PC
strategy: for each utterance in a conversation in
SPC, we select 19 random utterances from other
conversations in the dataset. The number of train,
validation and test samples in both cases are 8887,
995, 959.

2https://en.wikipedia.org/wiki/Wikipedia:
List_of_Wikipedians_by_number_of_edits
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Persona-Chat Synthetic-Persona-Chat
Method Metric None Persona % Change None Persona % Change

IR Baseline hit@1 18.69 36.86 +97 19.37 (19.92) 39.6 (26.23) +104 (+31)
Transformer (Ranker) hit@1 14.24 19.21 +35 9.71 (64.24) 11.74 (68.82) +21 (+7)

Transformer (Generator)

hit@1 8.54 6.78 -20 6.89 (41.32) 6.66 (37.35) -3 (-9)
Perplexity 122.5 173.3 +41 1032 (5.24) 1126 (5.73) +9 (+9)

BLUE 0.120 0.094 -21 0.097 (0.289) 0.083 (0.251) -14 (-13)
ROUGE 0.141 0.113 -24 0.123 (0.348) 0.107 (0.309) -13 (-11)

Table 2: Results of the next utterance prediction experiment. Performance of the trained model on the test split of PC is
represented by the numbers in the table, while the numbers in parentheses indicate results for the test split of SPC.

We observe (Table 2) that the performance of
ranking models increases when personas are given
to the models as input for both datasets. Specifi-
cally, the Transformer (Ranker) model, known for
its ability to capture conversational complexity, ex-
hibits higher performance in SPC when evaluated
on the SPC test set compared to the PC test set.
However, it demonstrates relatively weaker perfor-
mance when trained on the PC. This implies that
SPC contains more intricate and coherent conver-
sations.

The Transformer (Ranker) trained on SPC
achieves a hit@1 of 64.24 on SPC test, 350%
higher than PC (14.24). This suggests that the
Transformer model can more accurately predict
the next utterance in SPC, pointing to a greater
coherency in conversations.

The performance of the Information Retrieval
(IR) Baseline model is slightly higher for SPC: it
rises by 31% when conditioned on user personas,
which is lower than 97% improvement in PC. A key
contributing factor for the performance improve-
ment of the retrieval-based model (IR Baseline)
on PC given the personas, is the participants’ ten-
dency to copy persona words in the conversations,
whereas in SPC the personas are more implicitly re-
flected in the conversations. The implicit reflection
of personas in SPC, makes the task more challeng-
ing for word based retrieval models, necessitating
reasoning that goes beyond word level. However,
when the model is trained on SPC and tested on
PC, the improvement is as high as when the model
is trained on PC, i.e. 104% compared to 97%.

The performance of generative models is low for
this task since these models are not trained with
the ranking objective. However, the performance
difference while the models are conditioned on per-
sonas is lower for the model trained on SPC, with a
20% drop for the model trained on PC against 3%
drop in the model trained on SPC. The increase in
perplexity is 9% in SPC compared to 41% in PC.
The lower rate of perplexity increase and perfor-

mance drop of the model given user personas as
input highlights the higher alignment of conversa-
tions with personas in SPC.

We also evaluate the performance of the next ut-
terance prediction models when given no user, one
user, and both user personas. The results suggest a
higher degree of bidirectionality in SPC. We refer
the reader to the Appendix B.1 for more details.

4.3 Human Evaluation

We compare the quality of the conversations gen-
erated by our framework against those in Persona-
Chat. We randomly select 200 conversations from
PC, together with their corresponding user pairs,
and use our method to generate conversations
among the same users. We start by following
(Gehrmann et al., 2019) in running a human ex-
periment to try and detect AI-generated content.
We conduct an AI detection test where we present
pairs of conversations to humans, and ask them
to identify the synthetically generated one. This
test is carried out on the generated conversations
at the end of each iteration of creating SPC. We
repeat the test for conversations generated for new
persona pairs, which we refer to as iteration 3˚, i.e.
we pair each of these conversations with a random
conversation from PC. For a robust evaluation, ev-
ery pair of conversations is annotated by 3 human
evaluators, and the majority vote is used as the fi-
nal annotation. Details of this test are available
in Appendix B.2. The results of this experiment
can be found in Table 3. We observe that the los-
ing rate of SPC is reduced by 48% from SPC Iter
1 to SPC Iter 3, and dropped below the rate of
10%. Interestingly, 91% of the conversations in
SPC, which are synthetically generated, are judged
as human-like as the conversations generated by
humans. Moreover, conversations generated for
new personas (Iteration 3˚) are deemed artificial
in only 8.04% of cases, showing that SPC is more
realistic than PC. We also observe that in Iter 2,
from 200 conversations, 79 were different from the
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Conversation Source Lose Win Tie Faithful

SPC Iter 1 17.2 30.1 52.68 78.5
SPC Iter 2 18.5 49 32.5 80.5
SPC Iter 3 8.8 35.23 55.95 76.6

SPC Iter 3* 8.04 32.66 59.29 N/A
SPC (LLM2) 11.5 39 49.5 N/A

Table 3: An AI detection test on 200 Generated Conversa-
tions per Iteration: Synthetic-Persona-Chat Outcomes Against
Persona-Chat.

conversations in Iter 1. And in Iter 3, 57 conver-
sations were changed compared to Iter 2. These
observations suggest a decreasing rate of updates
with subsequent iterations, aligning with our expec-
tations that improvements will reach human-level
conversation quality.

We also evaluate the faithfulness of the gener-
ated conversations. For each conversation, we pro-
vide annotators with a faithfulness annotation task
including the speakers’ persona attributes and dis-
tractor persona attribute options as shown in Figure
8. We evaluate faithfulness during 3 iterations of
conversation generation for the selected 200 user
pairs, and the annotators evaluate the generated
conversations for each pair in every iteration. The
results show that, while improving the Turing test
results, faithfulness of conversations are consis-
tently higher than 75% with at most 3% variation
in between iterations, indicating high faithfulness
in all iterations.

Finally, we assess the impact of LLM size on
the quality of the generated dataset within our
framework. We create a variant of SPC using an
LLM with 540 billion parameters (LLM2). Table 3
presents human evaluations comparing the smaller
LLM in multiple iterations to a single-iteration ap-
proach with LLM2. The larger model exhibits a 5%
advantage in the Turing test over the first iteration
of dataset generation over the smaller model. Af-
ter two iterations, however, the multi-iteration ap-
proach outperforms the first iteration of the bigger
model, showing our framework’s capacity for cost-
effective, high-quality conversation generation.

5 Related Work

Large Language Models (LLMs) have been used
for data augmentation (Shin et al., 2021), gener-
ation (Kim et al., 2023; Dong et al., 2023; Kim
et al., 2022), and evaluation (Zhang et al., 2019;
Liu et al., 2023). One of the earliest works in
this area (Anaby-Tavor et al., 2019) used LLMs
to create a large text dataset from a small, labeled
one. This idea was followed by (Wang et al., 2021;

Schick and Schütze, 2021) which leveraged LLMs
to create datasets without any human data. (Kumar
et al., 2020) evaluated the performance of different
LLMs on the data augmentation task. Several con-
versational dataset generation methods focused on
the structure of the conversational data (Dai et al.,
2022; Leszczynski et al., 2023; Abbasiantaeb et al.,
2023). (Mehri et al., 2022) illustrated how LLMs
can effectively generate synthetic training data for
task-oriented dialogue models.

Persona-based conversations have been a popu-
lar research topic in NLP (Liu et al., 2022). One of
the earliest works in this area is Persona-Chat, by
(Zhang et al., 2018), which proposed the Persona-
Chat dataset and evaluation metrics that have be-
come a benchmark for persona-based conversation
generation (Mazaré et al., 2018). Many subsequent
works have used this dataset to train and evaluate
(Mohapatra et al., 2021) their models, including
DialoGPT (Zhang et al., 2020), BlenderBot (Shus-
ter et al., 2022), and PersonaChatGen (Lee et al.,
2022). PersonaChatGen automated the process of
creating persona based conversations of Persona-
Chat using LLMs. A challenge in generating syn-
thetic datasets is to ensure the quality of the conver-
sation including data faithfulness, fidelity, diversity,
and consistency (Li et al., 2016; Lee et al., 2023;
Veselovsky et al., 2023; Zhuo et al., 2023; Wang
et al., 2023a; Mündler et al., 2023). Several works
have focused on creating and using high quality
training datasets (Welleck et al., 2019), and creat-
ing quality filtering components to their conversa-
tion dataset generation (Lewkowycz et al., 2022).
Evaluation of the resulting conversational datasets
is also challenging (Xu et al., 2021). (Wang et al.,
2023b) recently introduced the paradigm of inter-
active evaluation of conversations with LLMs.

6 Conclusion and Future Work

We developed a novel framework for generat-
ing high-quality persona-based conversations us-
ing LLMs, resulting in the creation of Synthetic-
Persona-Chat, comprising 20k conversations. We
hope this dataset will support future endeavors in
developing persona-aware conversational agents,
including the generation of domain-specific multi-
session conversations for specialized, task-oriented
interactions. While we focused on a persona-based
dataset generation task, our Generator-Critic ap-
proach can be generalized to other use cases, such
as generating other specialized datasets, etc.
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Limitations

In this paper, we define an iterative process over
LLMs to generate a dataset. Our method requires
computational resources, and access to an LLM.
The quality of the dataset is bounded by the LLM,
since the quality critics are also using the same
LLM, and we leave the iterative improvement of
our critics as future work. The main limitation of
this data generation framework is the inability to
generate realistic conversations that do not have
high quality, since we assume that both parties are
fluent, that the conversation flow is perfectly con-
sistent, and there is no unexpected event (e.g. an
interruption by another person, connection loss,
etc.) in the middle of the conversation. Another
limitation of our method is the difficulty of incorpo-
rating less tangible persona traits, such as a sense
of humor, or user attributes that require multiple
conversation sessions to be reflected.

Ethics Statement

The approach of generating datasets based on some
desired objective might be used to create harm-
ful datasets, and train malicious models based on
them, such as a biased dataset, or a hateful speech
one (Hartvigsen et al., 2022). On the other hand,
these datasets and models can be used as filters in
application tasks.

We used Amazon Mechanical Turk in our human
experiments, and followed that platform’s guide-
lines to protect the rights of human raters. The
participation was voluntary, and the raters were
informed of their rights at the beginning of the
study. The platform implemented security mea-
sures to protect them, and prevent the disclosure of
any Personal Identifiable Information about them.
Furthermore, we offered higher than minimum stan-
dard wage compensation to avoid any exploitative
practices.

To avoid having any toxic conversation in the
final dataset, we also used several tools to remove
any potentially toxic conversation. Details about
these tools, and example removed samples are avail-
able in Appendix B.1.
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A Dataset Generation Framework

In this section, we provide more details on our
synthetic dataset generation framework. We cre-
ated Synthetic-Persona-Chat using an LLM with
24 billion parameters. We use top-k sampling with
k “ 40 for decoding during generation, and set the
temperature value to 0.7 in all components. We
give more details on user and conversation genera-
tion components in the following subsections.

A.1 User Generation
In our framework, the user generation component
consists of two steps: expanding the persona at-
tribute set, and creating realistic user profiles. In
this section we provide details on our framework
for these two steps:

Persona Expansion As described in Section
3.1.1, the persona expansion step involves iden-
tifying persona categories in the initial persona at-
tribute set Π0, generating queries associated with
those categories, and bootstrapping queries to cre-
ate a query set . In our framework, we employ the
Scikit-learn (Pedregosa et al., 2011) implementa-
tion of an agglomerative clustering to identify per-
sona categories following this clustering method:
we represent each persona using a BERT-based rep-
resentation. Our clustering approach is bottom-up,
starting with each persona attribute as an individual
cluster. At each step, we combine two clusters if
their similarity exceeds a predetermined threshold
of 0.1. The similarity of two clusters is measured
using inter-cluster average cosine similarity. The
process continues until no pair of clusters is more
similar than the threshold. We set the value of the
threshold as 0.1 since it lead to more than 100 non-
sparse clusters, i.e., clusters that include at least
3 persona attributes and can be used in the query
induction prompt. Table 4 presents the cluster sim-
ilarity threshold values and the resulting cluster
details based on them.

After identifying the clusters, we sample 3 in-
stances of persona attributes for each cluster, and
prompt the LLM using the template in shown in
section 3 to construct an initial query set Q0. We
expand the query set Q0 using bootstrapping. At
each step, we sample 5 instances from the available
queries, and prompt the LLM using the template in
Table 7. We repeat this process for 100 steps. Ex-
amples of initial persona attributes, induced queries,
bootstrapped queries, and bootstrapped persona at-
tributes can be found in Table 5. The prompt tem-

Similarity Threshold # Clusters # Sparse Clusters

0.05 1083 171
0.1 323 6
0.15 17 2

Table 4: Details of persona clusters created based on
similarity threshold in agglomerative clustering.

plates used in this component are available in Table
7.

User Profile Generation We illustrate a sample
user profile creation process in Figure 6. As shown
in the figure, at each iteration, a randomly selected
persona attribute is checked for consistency and
non-redundancy.

Let π1 be a randomly selected persona attribute
in an iteration. For the redundancy criteria, we
use the BERT representation of persona attributes.
We compute the similarity of the new candidate
persona attribute π1 with every persona attribute in
the user profile. If it is more than a threshold (0.9
in these experiments) similar to an attribute in the
user profile, π1 is deemed as redundant and will not
be added to the user profile. We use the cosine sim-
ilarities of the BERT representations of the persona
attributes. The value of the similarity threshold is
selected to be compatible with the agglomerative
persona clustering algorithm in the persona expan-
sion step, in which two clusters are merged if their
inter-distance is less than 0.1, i.e., their inter-cluster
similarity is higher than 0.9. Therefore, by setting
the threshold of similarity of attributes to be .9, we
ensure that the new attribute is added to the user
profile if it is from a new cluster compared to the
current attributes in the user profile.

For the consistency criteria, we use the NLI
model to verify the consistency of this persona
attribute with the user profile. For every persona
attribute in the current user profile π, we prompt
the LLM to create the negated persona attribute π.
Then, we query the NLI model to check whether
 π is inferred by π1 or  π1 is inferred by π. If
either of these cases is inferred, then the selected
persona attribute is not consistent with the user
profile, and not added to the profile.

A.2 Conversation Generation

LLM-based Critic In our framework, the critic
is implemented by prompting an LLM. We in-
cluded a mixture of experts approach in the critic,
where each expert prompts the LLM to assess a
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Dataset Persona
Source

Query Example Persona Attribute
Pe

rs
on

a-
C

ha
t

Human
What is your job? I am a pharmacist.
Where do you live? I live close to the coast.
Do you have any pets? I have a doberman.

LLM
What are your talents? I am a great listener.
What is your hair color? My hair is auburn.
What is your favorite song? I like the song "Leather and Lace".

W
ik

ip
ed

ia Human
What are your hobbies? I spend WAY too much time on Wikipedia.
What is your view on the metric
system?

I find the metric system to be a logical and
efficient way to measure things.

LLM

What is the name of the first al-
bum you ever purchased?

My first album was The Miseducation of Lau-
ryn Hill

What are you interested in? I’m looking to learn new recipes and improve
my cooking skills.

Table 5: Persona Categories and Induced Queries Using Our Framework. Queries are generated by the Large Lan-
guage Model (LLM). Queries for personas with the "LLM" as source, are generated through bootstrapping, while
those with "human" as source are generated by sampling persona categories and prompting the LLM. Personas
with "human" as the source are authored by humans, while "LLM" rows represent personas generated using our
framework.

Figure 6: User Profile Construction Example

specific policy in the candidate conversations. Our
framework includes a set of experts to control the
general conversation quality. We evaluate the per-
formance of these experts using a baseline dataset.
The baseline dataset for this experiment is FED
which consists of 125 human-annotated instances
evaluated at the conversation level. We pair the
conversations and evaluate the experts based on
the number of correctly ranked pairs. As shown
in Table 6, we observe that these experts are more
than 80% accurate in distinguishing the better con-
versation within the pairs. The template for the
verbalized form of these experts used in our frame-

Policy Performance

Depth 0.84
Coherency 0.96

Consistency 0.92
Diversity 0.92
Likable 0.88

Table 6: List of FED Experts for Persona-Based Conversation
Generation Critic. Performance is measured by the number of
correctly compared conversation pairs in FED baseline based
on the given policy.

work can be found in Table 7.
We also included a toxicity expert and a persona

faithfulness expert in the critic. The prompt tem-
plates used in these experts are available in Table
7. The persona faithfulness leverages in-context-
learning capability of LLMs. It includes a few
human-curated examples of faithful and unfaith-
ful conversations in the instruction prompt. Refer
to Table 8 for examples of faithful and unfaithful
conversations used in the instruction prompt.

The faithfulness critic, prompts the LLM both
with and without the candidate conversation be-
tween two users. It assesses the log probabilities of
the output being "Yes" (indicating a contradiction
and thus unfaithfulness) or "No" (indicating no con-
tradiction and thus faithfulness). A conversation
is deemed unfaithful if there is an increase in the
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Component Template

Query Induction What is the most specific question that you are replying to with the following statements?
{persona-category-sample-1}
{persona-category-sample-2}
{persona-category-sample-3}

Query Bootstrapping {cluster-query-1}
...
{cluster-query-5}
Add more persona questions similar to the above examples.

Persona Bootstrapping Imagine you are a person with the following persona.
{random-persona-attribute-1}
...
{random-persona-attribute-5}
{query}. Answer with only one short sentence that starts with ’I’ or ’My’. Do not repeat the given
persona.

FED Expert Which one of Conversation 1 and Conversation 2 between two users {policy}? Why?
Conversation 1: {conv-1}
Conversation 2: {conv-2}

Toxicity Expert Is this conversation toxic? Why?
Conversation: {conv}

Conversation Generation Here, we list the profiles of two users, user 1 and user 2, followed by an interesting and natural
conversation between user 1 and user 2, which implicitly reflects their user profiles.
User 1 Profile: {conversation1-user-1}
User 2 Profile: {conversation1-user-2}
Conversation: {conversation-1}
...
User 1 Profile: {conversation-5-user-1}
User 2 Profile: {conversation-5-user-2}
Conversation: {conversation-5}
Give me more examples like this. The conversation must be more than 5 turns and less than 8 turns. The
conversation must be natural, and not direct copies of their profiles.
User 1 Profile: {user-1}
User 2 Profile: {user-2}

Faithfulness Expert Given user 1 and user 2’s profiles respectively, does the following conversation between the two users
contradict either of their profiles? Why?
User 1 Profile: {user-1}
User 2 Profile: {user-2}
Conversation: {conv-1}
Response: {explanation}

Table 7: Prompting Templates for Large Language Models of Different Components in Our Framework. Variables enclosed in
{} are filled when the template is populated.
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probability of a contradiction ("Yes") or a decrease
in the probability of no contradiction ("No").

B Synthetic-Persona-Chat

Synthetic-Persona-Chat is made of 20k conversa-
tions, with an average of 11.8 turns per user for
each. An example Synthetic-Persona-Chat con-
versation can be found in Table 9. We compare
Synthetic-Persona-Chat to Persona-Chat across dif-
ferent dimensions. We first assess the characteris-
tics of SPC using various automatic evaluators, i.e.
evaluators which do not require human effort. We
then conduct a human evaluation experiment on a
subset of SPC.

B.1 Automatic Evaluation
We conduct a comprehensive analysis and evalua-
tion of SPC across different dimensions and com-
pare it against PC. We start by analyzing the toxi-
city and diversity of SPC using off the shelf tools.
Then, we elaborate on the experiments which as-
sess the efficacy of SPC used as the dataset for the
next utterance prediction and the profile extraction
tasks. Finally, we evaluate the quality of SPC con-
versations using LLM-based evaluation methods.

Toxicity Analysis We analyze the toxicity of the
generated conversations at the final iteration of SPC
using an online tool called Perspective3. We repro-
duce the results of a detailed analysis of toxicity in
PC as well as in each iteration of our data genera-
tion framework while producing SPC in Table 10.
We observe a notable reduction in the frequency of
conversations deemed as strongly toxic or profane
throughout the iterations of generating SPC. This
reduction can be attributed to the built-in toxicity
filter of the employed LLM. While PC contains
more than 50 samples that are identified as strongly
toxic, SPC includes at most three toxic or profane
conversations, which is significantly lower (at least
15 times less). Interestingly, the fraction of conver-
sations with medium profanity and toxicity in SPC
is 4 times less than the same type of conversations
in PC across all iterations. We have removed any
conversation that was marked as strongly toxic by
this tool in the released dataset. Samples of toxic
conversations are provided in Table 11.

Diversity Analysis We use hierarchical topic
modeling (Blei et al., 2004) to assess the topic
diversity of SPC and compare it to that of PC. For a

3https://perspectiveapi.com/

fair comparison, we only compare conversations in
SPC with similar personas in PC. Table 12 displays
the number of topics at each level of the topic tree,
with the first level indicating the most general topic.
We observe similar topic diversity at the first level.
In deeper levels, there is a slightly lower diversity
in SPC.

Next Utterance Prediction We compare the per-
formance of different models on the next utterance
prediction task. As discussed in Section 4.2, these
models are expected to exhibit better performance
in the next utterance prediction task when user per-
sonas are provided as prior information. We evalu-
ate ranking and generative models for response se-
lection to assess this property. We compare models
trained on SPC to the same models trained on PC.
We use the implementations provided in (Miller
et al., 2017) for the following models:

• IR Baseline Given an utterance as a query, the
IR baseline finds the most similar utterance in
the training corpus using tf-idf. It defines the
utterance after the most similar utterance as
the candidate response, and then returns the
most similar option to that candidate as the
output.

• Transformer-Ranker The context of the con-
versation, as well as the candidate next utter-
ances, are encoded using a BERT-based en-
coder. The most similar encoded candidate
to the conversation context, as measured by
a dot-product in their representation space, is
selected as the output (Humeau et al., 2020).

• Transformer-Generator This model is a
sequence-to-sequence model (Sutskever et al.,
2014) which uses transformers as encoders
and decoders.

We also evaluate the performance of the next ut-
terance prediction models when given no user, one
user, and both user personas. The results of this
experiment are available in Table 13. We observe
that the highest performance improvement for all
models trained on PC is when self-personas are
given as input. We do not observe such a pattern
in SPC. This indicates a higher degree of bidirec-
tionality in SPC conversations compared to those
of PC.

Profile Extraction A potential use-case of the
SPC dataset is training a model to predict user per-
sonas from a conversation. This is only possible if
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User Profiles Conversations Faithfulness Expla-
nation

User 1:
One of my favorite hobbies is gaming.
I currently work in an office.
I enjoy running

User 2:
I am applying for publishing jobs.
My mother is a librarian.
The only autographs I’ve ever wanted
are from authors.
I used to wear glasses as a child.
My favorite color is green.

User 1: Do you like video games?
User 2: No, I do not like video games.
User 1: What do you do for a living?
User 2: I am a librarian.
User 1: I guess that is why you like to read a lot.
User 2: Yes, I like to read books.
User 1: What is your favorite color? Mine is green.
User 2: That is my favorite color too.
User 1: That is cool.
User 2: Do you have any pets?
User 1: No, I do not have any pets.
User 2: I have a dog and a cat.
User 1: That is cool.
User 2: Do you have any hobbies?.
User 1: Yes, I like to write.
User 2: What do you write about?
User 1: I write about my life.
User 2: That is cool.
User 1: Thanks!

No, the conversation
does not contradict the
profiles. Neither user 1
nor user 2 says anything
that contradicts their re-
spective profiles. Al-
though the conversation
does not cover every-
thing in their profiles,
that is ok.

User 1:
I would like to move some place
warmer.
I m an out of work farmhand.
I like watching reality television shows.
I live in Kansas.

User 2:
I am studying to be a dentist.
My favorite team is the raptors.
My favorite band is rise against.
I usually go to bed late.
I like sports.

User 1: It’s so cold in Kansas, I want to go some place warmer.
User 2: I am studying dentistry.
User 1: I am an out of work farmhand, I love reality tv.
User 2: I like the raptors and rise against, I go to bed late.
User 1: It is very hard to find work here, I might need to go to the city.
User 2: I don’t like sports , but I like the raptors .
User 1: I would like to work as a model, but I have no experience.
User 2: I am applying for a job as a receptionist.
User 1: I am very jealous, I hope you get it.

Yes, the conversation
contradicts user 2’s pro-
file. In the profile, user
2 says they like sports,
however, in the conver-
sation, user 2 says they
don’t like sports.

User 1:
My family is from Kazakhstan.
I can speak Spanish, English, and
Kazakh.
I like to go hiking on the weekends.
I play jazz piano in a band.
I am a barista.

User 2:
I am a vegan.
I love game of thrones.
I like soccer.
My brother used to be in the navy.

User 1: Hi, what do you do for a living?
User 2: I am a barista.
User 1: Awesome, me too! Where are you from?
User 2: My family is from Kazakhstan, but I was born in Uruguay.
User 1: Cool . What do you like to do in your free time?
User 2: I love to go hiking and play jazz piano.
User 1: Wow, that sounds really nice. I like to watch game of thrones
and play soccer.
User 2: I have never seen game of thrones, but I love soccer.
User 1: You should watch it, it is really good.
User 2: I will check it out.

Yes, the conversation
contradicts user 2’s pro-
file. In the profile, user
2 says they love game
of thrones, but in the
conversation user 2 says
they have never seen it.

User 1:
My favorite book is David Copperfield.
I have a twin brother.
I am really short.
I love to bake cakes.
I have won tap dance competitions.

User 2:
I enjoy spending a lot of money on my
hobbies.
I love photography.
I like to use candles instead of lights.
I do not like waking up early.

User 1: Hi there! Do you like to read?
User 2: I like to read. I like to go to the library.
User 1: Oh, cool! What is your favorite book?
User 2: I really like David Copperfield. I have a twin brother and I am
really short.
User 1: Are you good at baking?
User 2: I can bake cakes. I have won tap dance competitions.
User 1: Do you like photography?
User 2: I love taking pictures. I also like to use candles instead of lights.
User 1: Do you like to wake up early?
User 2: I like to sleep in. I do not like waking up early.
User 1: Do you like to spend money?
User 2: I love spending money on my hobbies.

No, the conversation
does not contradict ei-
ther user profiles. Al-
though user 2 says they
are really short, which
is in user 1’s profile, it
doesn’t mean user 2 can-
not be really short too.

Table 8: Examples of Faithful and Unfaithful Conversations for Prompting the Persona Faithfulness Expert in Our Framework.
The ‘Faithfulness explanation’ columns are used to fill the ‘explanation’ variable in the faithfulness expert template.
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User Profiles Conversation

User 1
I am male.
My weakness are sweets.
I am unsociable.
I am a jack of all, master
of none.
User 2
My favorite music is rock
and roll.
I love to travel.
I am from Russia.
I enjoy skiing.
I go to school for business.

User 1: Hello
User 2: Hello, what’s your name?
User 1: My name is [name], and you?
User 2: My name is [name], I’m from Russia.
User 1: Nice to meet you, [name]. I’m from the United States.
User 2: It’s nice to meet you too, [name]. What are you interested in?
User 1: I’m interested in a lot of things, but my main interests are music
and travel.
User 2: I love music too! What kind of music do you like?
User 1: I like a lot of different kinds of music, but my favorite is rock
and roll.
User 2: Me too! I love classic rock and roll. Who are your favorite
bands?
User 1: My favorite bands are The Beatles, The Rolling Stones, and Led
Zeppelin.
User 2: Those are all great bands! I love them too.
User 1: What about you, what are your favorite bands?
User 2: My favorite bands are The Doors, Pink Floyd, and Queen.
User 1: Those are all great bands too! I love them too.
User 2: So, what do you like to do for fun?
User 1: I like to go to concerts, play video games, and watch movies.
User 2: I love going to concerts too! I also like to go skiing and play
tennis.
User 1: I love skiing too! I haven’t played tennis in a while, but I used to
play a lot.
User 2: We should go skiing together sometime!
User 1: That would be fun! I’m free this weekend if you are.
User 2: I’m free this weekend too! We should go skiing.
User 1: Great! I’ll text you the details.

Table 9: Sample Conversation from Synthetic-Persona-Chat. This conversation was synthesized from user profiles in Persona-
Chat

Toxicity Profanity
Confidence weak(< .2) medium(.2-.8) strong(>.8) weak(< .2) medium(.2-.8) strong(>.8)

PC 10875 4448 53 10891 1676 57
SPC Iter 1 10902 1192 3 10903 340 3
SPC Iter 2 10900 1096 1 10901 345 1
SPC Iter 3 10902 1088 1 10902 376 0

Table 10: Frequency of Toxic Conversations in Persona-Chat and Synthetic-Persona-Chat

131



Source Conversation

Persona-Chat ...
User 1: I like bloody stuff.
User 2: It reminds me of the dark which makes me afraid of it.
User 1: You are a silly goose.

Persona-Chat ...
User 2: Cool. Why do you say that? Because I am a red head?
User 1: No. Ikn. Why do you ask so many questions? Mr. Thomas is dumb.

Synthetic-Persona-Chat User 1: I can imagine. What’s your favorite part of the job?
User 2: I love working with my team and seeing our restaurant succeed.
User 1: That’s great. What’s your least favorite part of the job?
User2: My least favorite part is dealing with my boss. He’s a real jerk.

Table 11: Examples of Toxic Conversations. The first two examples are segments of conversations from Persona-Chat. The
final example is a segment from a toxic conversation in Synthetic-Persona-Chat, which has been removed in the released dataset.

Topic Level PC SPC

1 27 27
2 232 213
3 470 403
4 137 118
5 30 26

Table 12: Vertical Topic Diversity in Persona-based Datasets

the dataset is highly faithful, meaning that any per-
sona attribute inferred from the conversation is in
the user profile or compatible with the user profile.
In this context, a faithful conversation is expected
to have high precision in the profile extraction task,
while a conversation that highly reflects user per-
sonas is expected to have high recall in this task.

We evaluate the task of user profile extraction
for conversations in SPC, and compare the results
against those of PC. We frame the task of profile
extraction as a ranking task, using the utterances
within the conversations as queries. The goal is to
rank a set of persona attribute options. For each
conversation, we include the speakers’ persona at-
tributes in the available options. Additionally, we
select 25 random user persona attributes from other
speaker profiles within the dataset to serve as dis-
tractors. The input to the profile extraction is ut-
terances from a single user as the speaker, while
the output is a list of persona attribute options for
a target user, which could be either user 1 or user
2. The results of this experiment are presented in
Table 14. We observe that the performance of the
profile extraction methods is higher in SPC in 3 of
the 4 scenarios. Interestingly, we observe that with
both datasets, when the target and the speaker are

different, the performance of profile extraction is
greater compared to the cases when the target and
speaker users are the same.

LLM-based Quality Evaluation We leverage
LLM-based conversation quality evaluators from
the literature to compare the quality of SPC and
PC. These evaluators rely on the human curated
prompt templates for different metrics including
consistency, fluency, etc. We used these evalua-
tors with minimum change in the original prompt
templates. These evaluators are:

• LLM-Eval (Lin and Chen, 2023) is a multi-
dimensional automatic evaluation designed
for conversations. It uses a human-curated
prompt which describes evaluation dimen-
sions, serving as a unified evaluation schema.
This prompt evaluates the conversation across
multiple dimensions (e.g. fluency) in a single
model call. We show this unified schema in
Table 15.

• GPT-Score (Fu et al., 2023) leverages emer-
gent abilities of LLMs, i.e. zero-shot instruc-
tions, to score texts. It contains a prompt tem-
plate, and for each quality criterion, populates
the template with a human description of the
criteria along with the valid score range for
that criteria. Example prompts are provided
in Table 15.

• G-Eval (Liu et al., 2023) introduces a frame-
work that employs LLMs with a chain-of-
thought approach to assess the quality of nat-
ural language generated outputs. For any
evaluation criteria, G-Eval prompts the LLM
with the criterion’s description, prompting the
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Persona-Chat Synthetic-Persona-Chat
Method Metric No Persona Self Persona Their Persona Both Personas No Persona Self Persona Their Persona Both Personas

IR baseline hit@1 0.1869 0.3683 0.1519 0.3281 0.1861 0.2596 0.1882 0.2493
Transformer(Ranker) hit@1 0.2513 0.275 0.1922 0.2572 0.7164 0.6227 0.6988 0.7214

Transformer hit@1 0.0896 0.08512 0.0873 0.0813 0.0526 0.629 0.053 0.051
(Generator) ppl 65.57 72.24 62.49 64.07 5.54 5.47 5.4 5.405

Table 13: Evaluation of Next Utterance Prediction models conditioned on different user personas.

F-Score
Target Speaker PC SPC

user 1 user 1 0.505 0.574
user 1 user 2 0.737 0.68
user 2 user 1 0.50 0.57
user 2 user 2 0.456 0.494

Table 14: Accuracy of Profile Extraction in Four Differ-
ent Scenarios. The ‘Target’ column represents the user
profile to be extracted, while the ‘Speaker’ column in-
dicates the speaker of the turns given to the model as
input.

model to generate the necessary evaluation
steps. It then uses these steps to prompt the
LLM to score given output for that criterion.
It considers the probability of getting each
permissible score as the output of the prompt,
i.e., it considers the probability distribution
of scores assigned by the LLM. The reported
output is the expected value of the score dis-
tribution by the LLM. Table 15 includes an
example prompt.

Results of this evaluation are presented in Table
16. We observe that SPC consistently outperforms
PC across all the dimensions we evaluate. The
superiority of SPC is more prominent when us-
ing GPT-Score, for which each evaluated criterion
shows an average improvement of at least 23 points.

B.2 Human Evaluation

We run a human evaluation of the performance
of our method via a crowdsourcing platform. We
conduct an AI detection test, and a faithfulness
study - both of which we describe in more details
in the following subsections - at the end of every
iteration of the generation of SPC.

AI Detection Test We randomly select 200 user
pairs from PC. For each example, we show the an-
notators the user pair, together with the correspond-
ing conversations from PC and SPC, and ask them
to select the conversation that was synthetically
generated. We show an example of this crowd-

sourcing task in Figure 7. The results of the AI
detection test are available in Table 17. We report
the losing rate of SPC in the AI detection test, and
Fleiss’ Kappa to assess the inter-rater agreement.
The agreement falls into the fair to moderate agree-
ment bucket.

Faithfulness We present the annotators with a
conversation, and a set of options of persona at-
tributes. The annotators are asked to select the user
persona attributes they would infer from the conver-
sation. Figure 8 shows a sample of the annotation
task in this study. The options include the persona
attributes of the speakers in the conversation, and a
set of distractor persona attributes. We created dis-
tractor persona attributes using different strategies
to cover different difficulty levels. For a persona
attribute set Π, we create a set  Π of distractor
persona attributes as:

Negated personas We prompt an LLM to
negate persona attributes. For example, the nega-
tion of persona attribute "I like vegetables" is "I
don’t like vegetables".

Random personas We randomly select persona
attributes from user profiles in other conversations
in the dataset.

Contradicting personas We prompt an LLM to
generate a persona attribute which contradicts the
users’ personas.

Each entry of this task includes 8 user persona
attributes as options, where 4 of them are the real
persona attributes, and the other 4 are distractors.
We evaluate the precision of the human annota-
tors, and report it as a proxy to the conversation
faithfulness in Table 3.

C Ablation Studies

We run several ablation studies to evaluate the im-
portance of individual components in our frame-
work. We begin by analyzing the effect of the
persona expansion module. We then review the
impact of each expert in the mixture forming our
Critic.
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Evaluator Metric Prompt Template

LLM-Eval All Human: The output should be formatted as a JSON instance that conforms to the JSON
schema below.

As an example, for the schema {"properties": {"foo": {"title": "Foo", "description": "a
list of strings", "type": "array", "items": {"type": "string"}}}, "required": ["foo"]}} the
object {"foo": ["bar", "baz"]} is a well-formatted instance of the schema. The object
{"properties": {"foo": ["bar", "baz"]}} is not well-formatted.

Here is the output schema: {"properties": {"content": {"title": "Content", "description":
"content score in the range of 0 to 100", "type": "integer"}, "grammar": {"title":
"Grammar", "description": "grammar score in the range of 0 to 100", "type": "integer"},
"relevance": {"title": "Relevance", "description": "relevance score in the range of 0 to
100", "type": "integer"}, "appropriateness": {"title": "Appropriateness", "description":
"appropriateness score in the range of 0 to 100", "type": "integer"}}, "required":
["content", "grammar", "relevance", "appropriateness"]}

Score the following dialogue generated on a continuous scale from {score-min} to {score-
max}.
Dialogue: {dialogue}

GPT-Score Consistency Answer the question based on the conversation between two users.
Question: Are the responses of users consistent in the information they provide throughout
the conversation? (a) Yes. (b) No.
Conversation: {dialogue} Answer:

G-Eval Coherence You will be given a pair of user personas. You will then be given one conversation between
this persona pair.
Your task is to rate the conversation on one metric.
Please make sure you read and understand these instructions carefully. Please keep this
document open while reviewing, and refer to it as needed.

Evaluation Criteria:

Coherence (1-5) - the collective quality of all utterances. We align this dimension with
the Document Understanding Conference (DUC) quality question of structure and
coherence , whereby "the conversation should be well-structured and well-organized. The
conversation should not just be a heap of related information, but should build from
utterance to a coherent body of conversation about a topic."

Evaluation Steps:

1. Read and understand the given conversation between the pair of user personas.
2. Evaluate the conversation based on the coherence of the utterances.
3. Rate the conversation on a scale of 1 to 5, with 5 being the highest coherence and 1
being the lowest coherence.
4. Justify the rating by referring to specific aspects of the conversation that demonstrate its
coherence or lack thereof.

Example:

Personas: {personas}
Conversation: {dialogue}

Evaluation Form (scores ONLY):
- Coherence:

LLM-
Faithfulness

Inference Instruction: Select User {user} persona attributes that are directly inferred from this
conversation.

Contradiction Instruction: Select User {user} persona attributes that strongly contradict this conversation.

Table 15: Prompt Templates in LLM-based Conversation Quality Evaluators. Variables enclosed in {} are filled when the
template is populated.
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Figure 7: Preview of the AI detection test Task on the Crowdsourcing Platform
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Evaluator Criteria PC SPC SPC Iter 1 FED Faithfulness

LLM-Eval (Lin and Chen, 2023)

Content 81.96 88.84 88.71 87.61 88.67
Grammar 87.12 93.64 93.68 93.09 93.56
Relevance 86.82 94.16 93.81 92.88 93.79

Appropriateness 86.99 95.84 96.17 95.68 96.19

GPT-Score (Fu et al., 2023)

Fluency 67.04 98.89 96.28 96.65 97.83
Consistent 3.47 64.25 50.43 43.45 48.69
Coherent 69.41 100 100 98.99 100

Depth 5.40 37.36 29.30 19.40 29.01
Diversity 72.98 96.42 94.02 92.79 94.11
Likeable 36.53 91.04 93.11 91.90 87.98

G-Eval (Liu et al., 2023)

Relevance (1-5) 2.288 2.992 2.986 2.941 2.99
Fluency (1-3) 1.928 2.002 2 1.998 1.999

Consistent (1-5) 1.736 2.651 2.587 2.449 2.496
Coherent (1-5) 2.505 2.997 2.997 2.991 2.998

Faithfulness (1-5) 1.754 2.959 2.8801 2.79 2.868

Table 16: Results of Automatic Evaluations of Synthetic-Persona-Chat and Persona-Chat. The "FED" column is
the evaluation of the dataset generated without FED expert and the column "Faithfulness" is the evaluation results
of the dataset generated without the faithfulness expert in the Critic.

Figure 8: Preview of the Faithfulness Task on the Crowdsourcing Platform.
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Conversation Source % Lose κ # annotators

SPC Iter 1 17.2 0.41 50
SPC Iter 2 18.5 0.48 40
SPC Iter 3 8.8 0.22 11

SPC Iter 3* 8.04 0.56 24
SPC (LLM2) 11.5 0.49 36

Table 17: AI detection test results on a sample of 200 conver-
sations. The first column shows the percentage of SPC losing
compared to PC in the Turing test. Note that the last iteration
(3) of SPC is an evaluation of the segment of conversations
based on the extended persona set.

C.1 Persona Expansion

We assess the importance of the query-based per-
sona expansion module introduced in Section 3.1.1.
Similarly to the experiment outlined in Section
4.1, we run the persona expansion on two datasets:
Wikipedia and PC. The results of this experiment
are presented in Table 18. We designate the per-
sona expansions without the inducted query set (Q)
as ‘Wikipedia-0’, and ‘PC-0’, and run the same
number of iterations for each (100 iterations). We
observe that PC-0 includes 4,477 new persona at-
tributes, 20 percent less than PC. The difference in
the number of newly generated persona attributes is
more pronounced in the case of Wikipedia, where
Wikipedia-0 consists of 4,742 persona attributes,
50 percent less than Wikipedia+. This trend is also
observed in the number of persona clusters, with
PC-0 and Wikipedia-0 having 6% and 49% less
clusters respectively. This pattern suggests the ef-
fectiveness of the query-based persona expansion
in maintaining the diversity of the persona set. Fur-
thermore, the average persona attribute length in
PC-0 is 11.38 tokens, which is 28% less than SPC.
This reduction points to less detailed and specific
persona attributes. In contrast, the expansion in
‘Wikipedia-0’ exhibits similar average persona at-
tribute lengths compared to ‘Wikipedia+’.

C.2 Conversation Quality

We analyze the effect of the experts within our
Critic. We remove each expert, and generate a
dataset using one iteration of our framework. We
compare the resulting datasets against the output of
the first iteration of SPC. We use the evaluators in-
troduced in B.1. The results of this experiment are
summarized in Table 16. We observe that the ex-
clusion of the experts results in worse performance
according to most criteria: 3 out of 4 in LLM-Eval,
4 out of 6 in GPT-Score, and 3 out of 5 in G-Eval.

C.3 Faithfulness

We ablate the faithfulness critic, and generate a
dataset that we compare against SPC. We compare
these datasets both automatically, using human an-
notators (AI detection test), and using a prompted
LLM (LLM-Evaluator). We describe this study in
more details below.

AI Detection Test We run a human study to com-
pare a small subset of conversations created with-
out the faithfulness expert against their equivalent
created with that expert. This experiment process
is similar to 4.3 and it is conducted for 200 con-
versations. The precision decreases from 78.0% to
66.0% without this critic, highlighting its effective-
ness in eliminating conversations with contradic-
tory information about user personas. The recall
decreases from 36.0% to 23.0%, demonstrating a
higher reflection of personas in the conversations
in the presence of the faithfulness expert.

LLM-Evaluator We extend our comparison to
the entire dataset using an LLM as an annotator,
following (He et al., 2023; Bansal and Sharma,
2023; Chiang and yi Lee, 2023). Table 19 shows
the faithfulness of the conversations generated in
the first iteration without the faithfulness expert.
The templates used in the LLM-based annotators
are described in Table 16 in the rows with "LLM-
Faithfulness" as their evaluator. Note that the
annotator-based LLM is created using a different
LLM, gpt-3.5-turbo (Brown et al., 2020b; Ouyang
et al., 2022), than the LLM used for dataset genera-
tion.

C.4 Next Utterance Prediction

We follow the experimental setting described in
section 4.2, and compare the performance of var-
ious next utterance prediction models trained on
SPC against the same models trained on datasets
created in the absence of certain experts.

When using the IR Baseline as the next utter-
ance prediction method, we observee that its high-
est performance of 39% hit@1 occurs when the
FED critic is absent during dataset creation. This
outcome aligns with FED’s emphasis on conver-
sation quality, excluding persona-related aspects.
Conversely, the Transformer Ranker, capable of
understanding intricate concepts, achieves its peak
performance of 13.9% hit@1 when none of the
experts are absent. This result supports the inclu-
sion of both FED and the Faithfulness expert in the

137



Dataset PC SPC PC-0 Wikipedia Wikipedia+ Wikipedia-0

# Persona Attributes 4,723 10,371 9,200 8,768 18,293 13,510
# Clusters 323 553 520 408 986 502

InterCluster-Dist 0.836 0.863 0.842 0.816 0.85 0.83
AVG length 7.65 15.9˚ 11.38˚ 10.45 15.2˚ 15.2˚

Table 18: Evaluation of the Expanded Persona Attribute Sets. The numbers with 1˚1 indicate the metric value on the newly
generated persona attributes, in contrast to the initial persona attributes.

LLM Evaluator (%) Human Evaluator (%)
Absent Component Inference Contradiction Precision Recall

None 33.2 24.5 78.5 36.4
Faithfulness 32.7 28.8 66.1 23.1

FED 31.7 28.5 N/A N/A

Table 19: Faithfulness of Generated Conversation Datasets Using the Framework While Eliminating Each Component. The
first row represents the framework without removing any component, equivalent to the first iteration of Synthetic-Persona-Chat.

model architecture. In generative models, the ab-
sence of FED impacts the next utterance prediction
model the most, leading to a notable decline in per-
formance (e.g. ´12% hit@1, ´9% BLEU, ´10%
ROUGE). This observation underscores the crucial
role played by FED in enhancing the generative
capabilities of the model.
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Absent Component Faithfulness FED None

Method Metric None Persona % Change None Persona % Change None Persona % Change

IR Baseline hit@1 18.7 38.7 +106 19.0 39.0 +105 18.9 38.7 +105
Transformer (Ranker) hit@1 10.9 13.5 +24 10.7 13.6 +27 12.4 13.9 +11

hit@1 8.9 7.4 -16 8.4 7.4 -12 8.2 7.0 -14
Transformer Perplexity 204 214 +5 174 185 +6 203 210 +3
(Generator) BLUE 0.11 0.10 -11 0.11 0.10 -9 0.10 0.08 -15

ROUGE 0.14 0.15 -12 0.14 0.12 -10 0.13 0.10 -17

Table 20: Results of the Next Utterance Prediction Experiment in the Ablation Study. The numbers in the table represent the
performance of the trained model on the test portion of the Persona-Chat dataset.

139



Author Index

Bae, Hyunkyung, 89
Bae, Sanghwan, 37
Bai, Xinyi, 114
Bang, Jeesoo, 89

Cho, Won Ik, 101
Choi, Stanley Jungkyu, 89

Danilevsky, Marina, 56

Edalat, Abbas, 13

Ganhotra, Jatin, 56
Gunasekara, Chulaka, 56
Gupta, Ankita, 56

Han, Janghoon, 89
Hu, Ruoyu, 13

Jandaghi, Pegah, 114
Joshi, Sachindra, 56

Khosmood, Foaad, 13
Kim, Seonghwan, 89
Kim, Sungdong, 37
Kim, Takyoung, 37
Kim, Young-Ho, 37

Lavie, Alon, 1
Lee, Dongkyu, 89
Lee, Honglak, 89
Lee, Jeehyun, 101

Matthes, Florian, 73
Mendonça, John, 1

Poelman, Wessel, 73
Pujara, Jay, 114

Rovatsos, Michael, 73

Schneider, Phillip, 73
Sheng, Xianghai, 114
Shin, Jamin, 37
Shin, Joongbo, 89
Sidahmed, Hakim, 114

Trancoso, Isabel, 1

Wan, Hui, 56

Yang, Seung-Moo, 101

140


	Title page
	Copyright
	Introduction
	Organizing Committee
	Program Committee
	Table of Contents
	Program
	On the Benchmarking of LLMs for Open-Domain Dialogue Evaluation
	Exploring Description-Augmented Dataless Intent Classification
	Revealing User Familiarity Bias in Task-Oriented Dialogue via Interactive Evaluation
	Evaluating Robustness of Open Dialogue Summarization Models in the Presence of Naturally Occurring Variations
	Engineering Conversational Search Systems: A Review of Applications, Architectures, and Functional Components
	Efficient Dynamic Hard Negative Sampling for Dialogue Selection
	Chamain: Harmonizing Character Persona Integrity with Domain-Adaptive Knowledge in Dialogue Generation
	Faithful Persona-based Conversational Dataset Generation with Large Language Models

