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Abstract

Recent advances in large language models
(LLMs) have shown their capacity for gener-
ating natural dialogues, leveraging extensive
pre-trained knowledge. However, the seam-
less integration of domain-specific knowledge
into dialogue agents, without undermining their
personas or unique textual style, remains a
challenging task. Traditional approaches, such
as constructing knowledge-aware character di-
alogue datasets or training LLMs from the
ground up, require considerable resources. Se-
quentially fine-tuning character chatbots across
multiple datasets or applying existing merging
techniques often leads to catastrophic forget-
ting, resulting in the loss of both knowledge and
the character’s distinct persona. This compro-
mises the model’s ability to consistently gen-
erate character-driven dialogues within a user-
centric framework. In this context, we intro-
duce a novel model merging method, Chamain,
which effortlessly enhances the performance
of character models, much like finding a
“free lunch”. Chamain merges domain-specific
knowledge into a character model by parameter-
wise weight combination of instruction-tuned
models and learns to reflect persona’s unique
characteristics and style through Layer-wise
merging. Our experiments demonstrate that
Chamain effectively maintains style while also
solving domain-specific problems to a certain
extent compared to the baselines, even show-
ing a higher style probability compared to the
character model in legal QA.

1 Introduction

The recent advancements in large language models
(LLMs) have been driving innovation across vari-
ous fields like open-domain conversational models
(Achiam et al., 2023; Touvron et al., 2023). LLMs
demonstrate their capacity not just by solving com-
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plex computational problems in mathematics (Azer-
bayev et al., 2023) or programming (Roziere et al.,
2023), but also by delivering expert-level perfor-
mance in specialized knowledge areas (Singhal
et al., 2023; Wu et al., 2023; Katz et al., 2024).

Researches on open-domain chatbot focus on
integrating personas to develop unique Al agents
(Zheng et al., 2020). The efforts to make chatbots
more human-like are not just for the purpose of ob-
taining knowledge and information, but to enhance
the close interaction between humans and machines
(Yin et al., 2023). Such efforts have achieved sig-
nificant commercial applications, allowing users
to craft custom Al agents with character-related
information, enhancing user-Al interaction. How-
ever, it has been observed that relying solely on
prompt design, without additional training, as seen
in products like ChatGPT and Character.Al (Char-
acter.Al., 2022), presents challenges in displaying
a consistent persona throughout dialogues (Wang
et al., 2024). Furthermore, despite efforts to pre-
serve style using character-related dialogue data,
the necessity of assimilating new knowledge can
lead to catastrophic forgetting (He et al., 2021),
where the newly acquired information overshad-
ows previously learned character traits (Liu and
Mazumder, 2021). This indicates a need for a more
robust approach to sustain both the acquisition of
new knowledge and the preservation of unique char-
acter features in Al agents.

The emergence of model merging as a promi-
nent area of interest is largely due to the challenges
associated with supervised fine-tuning (SFT) and
multi-task learning. For instance, while SFT is an
effective method for optimizing language models
for specific tasks (Dodge et al., 2020), it requires
the storage and deployment of a separate model for
each task. Using SFT would necessitate storing and
managing distinct models per each task, increas-
ing complexity and storage demands. Additionally,
models often fail to generalize beyond the data
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or domains they were trained on, presenting chal-
lenges in out-of-domain generalization. In contrast,
multi-task learning, which strives to train a single
model for multiple tasks, brings its own set of chal-
lenges. It offers a solution to the inefficiencies of
SFT by integrating training across different tasks
into a single model. However, this approach neces-
sitates retraining with large and diverse datasets
to achieve a balanced representation of each task
within the model (Fifty et al., 2021). Such a bal-
ance is critical to ensure that all tasks are learned
effectively. The need of providing balanced, exten-
sive, and varied data adds complexity and potential
costs of multi-task learning, making it a sophisti-
cated and sometimes expensive endeavor. Model
merging emerges as a response to these issues, of-
fering a way to integrate the strengths of individual
models trained on specific tasks or through multi-
task learning, while mitigating the limitations of
each approach.

Based on the challenges identified, we introduce
Chamain, a novel approach that enables chatbots
to acquire additional knowledge while maintain-
ing their character and charm without additional
extensive training (Figure 1). Chamain is based
on the actively researched model merging method
(Yadav et al., 2023; Ilharco et al., 2023), focus-
ing on maintaining the character and style of the
model. Chamain consists of three main stages: (1)
preparing instruction-tuned models for merging,
(2) combining task vectors and character vectors of
instruction-tuned models, and (3) subsequently fus-
ing the latter layers of the character model based on
the layer selection method. It enhances the model’s
ability to generate utterances that embody the nu-
ances of the character’s persona. We merge three
types of models, a conversation model trained on a
self-created persona dataset, an instruction-tuned
model on a domain-specific data, and a fine-tuned
model for downstream tasks within the domain. To
verify the integration of new knowledge, we se-
lected law and finance as specific domains for test-
ing. We applied established merging techniques to
blend character-driven dialogue models with those
designed for specific domains, and evaluated their
effectiveness in downstream tasks within each do-
main. Additionally, we assessed the character rep-
resentation capabilities of these integrated models
using a model developed to differentiate between
characters. We conducted experiments to demon-
strate that our approach is compatible with the most

recent advancements in model merging techniques.
Using the Chamain method, we retained about 80%
of the performance of extensively task-specific fine-
tuned models and maintained the ability of charac-
ter models to portray personalities. This achieved
persona portrayal on par with dedicated character
models, improving upon previous merging meth-
ods.

In summary, our key contributions are as fol-
lows:

» Simplicity We propose Chamain as a novel
character-preserving training approach, which
is easy to implement and can be combined
with many existing model merging methods.

* Knowledge Enhancement Chamain en-
hances the knowledge base directly from the
character model. It enables zero-shot adapta-
tion to new domains while adeptly addressing
domain-specific queries.

* Character Preservation Compared to exsit-
ing merging methods, Chamain effectively
preserves the distinct personality and style of
the character chatbot model.

2 Related Works
2.1 Knowledge-grounded Chit-chat

In the chit-chat community, various studies (Zhou
et al., 2020; Adiwardana et al., 2020) have been
conducted to generate natural dialogues that reflect
‘human-like’ characteristics. For instance, Persona-
Chat (Zhang et al., 2018) constructed a more engag-
ing dataset leveraging profile information, while
Empathetic Dialogues (Rashkin et al., 2019) fo-
cused on situational emotional contexts to facili-
tate empathetic responses. Some studies (Li et al.,
2020; Chen et al., 2023a) have explored infusing
dialogues with fun elements by incorporating char-
acter traits. However, proper external knowledge is
required to make the dialogues more human-like,
not just mimicking. Knowledge-grounded chatbots
have been proposed to reflect external knowledge
in an open-domain generative model to lead to
richer conversation (Ghazvininejad et al., 2018;
Dinan et al., 2019). This can be broadly catego-
rized from both dataset and modeling perspectives.
First, there are ways to build knowledge-grounded
dialogue datasets such as Topical-Chat (Gopalakr-
ishnan et al., 2019) and KETOD dataset (Chen
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The determination of drunk driving is based

solely on whether the vehicle is being driven,

regardless of whether the location where the

vehicle moved is a road or not. Therefore, it
constitutes drunk driving.
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Figure 1: An illustration of each output of the integration process of Chamain. It combines the expertise of a
Task-Specific (Law) model with the nuanced understanding of a Character model. On the left, an individual asks
about drunk driving in a real-world scenario. The Law model responds with legal principles, while the Character
model highlights personal safety and the dangers of drunk driving, reflecting its persona. Cross-Merged model
offers a comprehensive response including legal information. Through Layer-wise Merging, the Chamain model
embodies the strictness of the law while reflecting the character’s persona, thereby providing a rich answer that is

both legally sound and enriched with personality traits

. Our approach is implemented using Korean datasets and

models. We accompany the English translation for global readability.

et al., 2022). However, constructing a dataset is
resource-intensive. Another methodology is to use
retriever search to get external knowledge and con-
textualize it in the generation model when gener-
ating dialogues (Zhao et al., 2020). However, this
approach has the potential of inaccurate search,
error propagation, and challenges in creating en-
gaging multi-turn dialogues that reflect individual
character, even when informed by knowledge.

2.2 Stylized Response Generation for
Chatbots

Stylized response generation leads to more engag-
ing dialogues. To control the stylistic attributes
of chatbot responses, previous approaches (Gao
et al., 2019; Yang et al., 2020) have investigated
methods to convert the output of open-domain di-
alogue systems into desired styles. There are two
main branches: preprocessing a dataset with a de-
sired style and training chatbot using these datasets
(Mukherjee et al., 2023) or applying a text style
transfer module. However, preparing text in ad-
vance with the desired style can be quite burdening.
Text style transfer retains the semantic information

of the input sentence and replaces only the style
attributes (e.g. politeness, formality). Though there
is a way to perform parallel training in a super-
vised way, its applicability in real-world scenarios
is limited. The most popular method is unsuper-
vised learning, but integrating additional modules
may introduce latency and struggle to adapt styles
to the dialogue context. Recently, owing to the de-
velopment of LLMs, prompting is commonly em-
ployed (Luo et al., 2023; Reif et al., 2022), but its
effectiveness in maintaining character consistency
is still limited.

2.3 Weight Merging

The weight merging technique has emerged as
a significant application of NLP in recent years,
aiming to combine multiple task-specific models
into a unified model. This methodology has been
widely adopted in various benchmarks (Kim et al.,
2023) due to its ability to enhance performance not
only on the target task but also on out-of-domain
tasks. Unlike model ensemble methods, which uti-
lizes the predictions of multiple models to gener-
ate a final output, weight merging yields a single

103



Step 1: instruction-tuning

Step 2: Cross Merging

Step 3: Layer-Wise Merging
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Figure 2: Overview of Chamain. The first step ‘instruction-tuning’ shows the model performing tasks based on
specific instructions. ‘Task-Specific Instruction’ represents the guidance for a particular task and ‘Dialogue reflecting
character traits’ refers to a dialogue unique to the character. In the second step, ‘Cross Merging’, the process of
merging methods from ‘Alpaca Style’ with ‘Task-Specific’ and ‘Character’, the method creates a cross-merged
model by aligning the vectors representing the character’s traits with those indicating domain specialization. This
merging generates an output that fuses task-oriented results with the character’s individual response to be provided
to the end user. In the final step, additional layers from the character model are incorporated to enhance the model’s
ability to generate text that embodies the character’s persona.

model through techniques such as interpolating the
weights of multiple models or employing task arith-
metic (Ilharco et al., 2023). There are various meth-
ods for merging the weights of models fine-tuned
on different datasets, with traditional approaches
including weight averaging. For instance, TIES-
Merging (Yadav et al., 2023) selectively incorpo-
rates changes from fine-tuned models by discard-
ing low-magnitude alterations and merging only
those values that align with designated sign, while
Dare-TIES (Yu et al., 2023) reduces redundancy by
converting the majority of delta parameters to zero.
We leverage these merging techniques to develop
a chatbot that, by accounting for the distinct traits
of chit-chat and knowledge-grounded dialogues,
seamlessly integrates knowledge, maintains its per-
sona, and effectively engages in multi-turn conver-
sations to ensure enjoyable interactions.

3 Chamain

We introduce Chamain, a novel approach de-
signed to accurately capture the essence of a
specific character, including their unique traits
and speaking style, while seamlessly integrat-
ing new knowledge. For a detailed depiction
of the Chamain architecture, refer to Figure 2.
Chamain combines the weights of existing models
(F(01),F(02),F(0s),...,F(0,)) at the parame-
ter level without additional training, and integrates

the weights of a model specialized for a specific
character dataset (Ocharacter) at the layer level. As
in prior studies (Chen et al., 2023b), we recognize
differences in each layer’s impact.

F(6;): X = You

D; = {(wi,j,yiyj) ‘ j = 1, 2, 7’I’)’LZ} for¢ = 172, [P 1
M
We have a neural network F(6;) with L; lay-
ers, where 6; denotes the parameters of the model.
This network maps the input z; ; € X to output
Yij € You for (z; 5,y ;) in dataset D; (Equation
1). That is, each model F'(6;) is optimized indepen-
dently for its corresponding dataset D; that con-
sists of m; input-output pairs. In this work, we em-
ploy three datasets (n = 3) for instruction tuning,
namely Alpaca style dataset (Djpaca, Taori et al.
(2023)), domain-specific downstream task dataset
(Dxnowledge)> and dialogue dataset reflecting char-

acter persona (Dcharacter)-

Let I; = L for all 4, that all tuned models (Giyned)

share the same backbone, which refers to Oyriginal-

T = Ouned — eoriginal
F ‘9Cross Merged ) =
g
n
ooriginal + Et:l Tty (2)
if Task Arithmetic
eoriginal ~+ ResolveZeroSigns (TopKVuluesMask( Z:L:l Tt)) s
if TIES

In the second step (Equation 2), we begin by
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subtracting the parameter values of the backbone
from those of the instruction-tuned model to get the
task vector (7 = Bned — Ooriginal)- As one choice,
we can then add all the resulting task vectors to the
original model weights applying Task-Arithmetic
(Ilharco et al., 2023). Alternatively, we may choose
to retain only the top-k% values and reset the rest
to their initial values to remove redundant parame-
ters (Yadav et al., 2023). This process is expected
to effectively remove the parameters that do not
contribute to the model performance. Subsequently,
an elected sign vector is generated for the merged
model by resolving discrepancies in the signs of
parameters across the different models. Finally, we
compute a disjoint mean for each parameter by
averaging the parameter values from models with
matching signs in the merged model.

F(0Cross Merged)7
F(echaracter)7

forl <l

forl > I )

F(OLayerwise Merged) = {

At the final step, we perform Layer-wise merg-
ing as described in Equation 3. For the index
of each layer [ in the range [L], where [L] de-
notes the set of integers from 1 to L, we merge
F(Ocross Merged) Up to a selected layer [, and then
switch to F'(Ocharacter) for the subsequent layers.

AG;:haracter — Gﬁh:;l]racter _ Gﬁaj]kbone
AG;cnowledge _ )Gﬁnﬁwledge _ Gl[)lajlkbone (4)
ls — min {l | AGlchu.'racteT > AG;enowledge7
)

=L, L—1,..,1}

The selection of the layer I is based on a
layer-wise comparative analysis of gradient discrep-
ancies between the character-based (Geteracter)
and knowledge-based (GFmowledse) representa-
tions. We calculate gradient difference accumulated

through first [ layers, denoted by AG?hamde” and

Aanowledg © as shown in Equations 4. These differ-

ences signify the disparities in learned representa-
tions between the character-based and knowledge-
based models. The optimal layer is determined
by an iterative searching of minimum [ satisfy-
ing the condition defined in Equation 5. We tra-
verse through the layers in descending order (I =
L,L —1,...,1) until we find the layer where the
gradient discrepancies in the character-based model
exceed those in the knowledge-based model.

4 Experimental Setup

All the baseline models and datasets for training
and evaluation regards the Korean language.

4.1 Baselines & Settings

For Chamain methods, Alpaca Style models
adopted the easylaw dataset! for the legal domain
and KorfinQA dataset® for the financial domain
(DAlpaca)- Note that these datasets are domain-
specific but not necessarily task-specific, here uti-
lized for the purpose of Alpaca-style tuning.

Task-Specific models were instruction-tuned
on downstream task datasets from each domain.
At the instruction tuning stage, we train the
model to understand and respond to prompts given
in a instruction-and-output style (Zhang et al.,
2023). Open-source datasets, namely LBOX OPEN
(Hwang et al., 2022) and FINCH? were utilized
to evaluate the knowledge of legal and financial
domain (Dxgnowledge)- These datasets are domain-
specific and also task-specific.

Character models were fine-tuned on a private
dataset consisting of character chatbot dialogues
(Dcharacter). We created the dialogue dataset by
defining the profile and background details of the
character, followed by engaging in conversations
with individuals embodying the persona. By train-
ing on the specialized dialgoue reflecting persona,
the model acquired the capability to capture nu-
anced character interactions, dialogue flows, and
contextually relevant responses.

All the models used in Chamain employed
llama2-ko (L. Junbum, 2023), a representative Ko-
rean version of llama2 (Touvron et al., 2023), as
their backbone. Given the limitations of prevalent
parameter-efficient methods (Hu et al., 2021; Liu
et al., 2022) in preserving character persona and
their suboptimal performance in character dialogue
models, we adapted for a full fine-tuning approach
for training. All datasets used in the paper were
divided into training and test sets.

We validated the effectiveness of our approach
against existing merging methodologies with
MergeKit (Goddard et al., 2024): Weight Averag-
ing (Wortsman et al., 2022) compute the weighted
average of all the individual models. TIES (Yadav

1https://huggingface.co/datasets/jiwoochris/
easylaw_kr

Zhttps://huggingface.co/datasets/mssongit/
KorfinQA

3https://huggingface.co/datasets/FINNUMBER/
FINCH_TRAIN_FULL
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et al., 2023) removes minor changes in the values
of fine-tuned model and then resolves sign disagree-
ments among the merged models. Task Arithmetic
(Ilharco et al., 2023) suggests a method for editing
models based on arithmetic operations over task
vectors. For evaluating the model’s ability to con-
vey knowledge while maintaining its style in each
domain, we compared how well knowledge is re-
tained relative to the Task-Specific models and how
style and character are preserved in comparison to
the Character model.

4.2 Evaluation

Knowledge For LBOX OPEN in the legal do-
main, we computed ROUGE-1 (R1), ROUGE-2
(R2), and ROUGE-L (RL) scores (Lin, 2004) for
the summarization task. These metrics automati-
cally assess the quality of the generated summaries
by comparing them to manually created gold an-
swers. For FINCH dataset in the financial domain,
we measured the Exact Match (EM) score of the
generated answers. The Task-Specific models effec-
tively yield structured reasoning outputs, including
solutions, while other models do not. Therefore,
we evaluated other models based on whether the
generated outputs contain the exact answer.

Style To evaluate the distinctive textual style, we
trained a style classifier and measured its average
probability of predicting a target style (StyleProb).
We labeled the utterances in Dcharacter, Which are
colloquial, as 1 (# = 1,951) and the formal bot re-
sponses from the OIG-small-chip2-ko dataset* as
0 (# = 2000). Moreover, we included 3,880 med-
ical domain sentences from the Al-hub Korean
text style conversion dataset’, assigning them collo-
quial (1) or formal (0) labels based on their stylistic
characteristics (# = 1,940 each). To best suit the
goal of colloquial style evaluation of character chat-
bots, we utilized the Korean comment ELECTRA
(Clark et al., 2020; Lee, 2021) as backbone, which
is pre-trained on NAVER news comments that in-
clude typos and expressions rarely found in formal
and written datasets. The performance of the style
classifier on the test set resulted in an accuracy of
96.05% and an F1 score of 96.01%. For evaluat-
ing the model’s ability to maintain its style in each
domain, we utilized the input questions of easylaw

*https://huggingface.co/datasets/heegyu/
0IG-small-chip2-ko

Shttps://aihub.or.kr/aihubdata/data/view.do?
dataSetSn=287

and KorfinQA for the legal and financial domain
respectively.

Character We selected a set of questions to
assess whether the model accurately reflects the
unique persona, including the character’s back-
ground profile, and then evaluated the generated
answers. Two automatic evaluation metrics were
employed to measure the maintenance of the per-
sona in the generated responses. Firstly, we utilized
P.Cover (Persona Coverage) following previous re-
search (Song et al., 2019). We used the counts of
shared words between the generated responses and
the dialogues of the character speaker, as well as
persona descriptions weighted with IDF (Inverse
Document Frequency). Additionally, we employed
Persona Exact Match (Persona EM) to evaluate
the extent to which keywords containing the per-
sona are present in the generated responses. In ad-
dition to these metrics, we also evaluated Profile
Maintenance and Appropriateness using the G-Eval
(Liu et al., 2023) framework. These metrics pro-
vide insights into how well the generated responses
maintain the character’s persona across various sce-
narios, as well as their appropriateness in terms of
language usage. The prompt used in the G-Eval is
provided in the Appendix B.

5 Results and Analysis

5.1 Domain-specific Downstream Tasks
Results

We evaluated the results as shown in the Table 1 to
check that our proposed method maintains perfor-
mance on domain-specific downstream tasks. It’s
evident that the Character model exhibits lower
performance, while the Task-Specific model demon-
strates the most favorable outcomes. Our method-
ology achieves quite respectable performance met-
rics. The Chamain-Task Arithmetic model retains
over 80% of the performance of the Task-Specific
model in the legal domain, while the Chamain-
TIES model maintains over 60% of its performance
in the financial domain, which involves more chal-
lenging problems requiring reasoning process. The
experiment results reveals that the effectiveness of
the TIES and Task Arithmetic methods for merging
weights varies depending on the domain. While
Chamain-TIES outperforms in financial domain,
Chamain-Task Arithmetic shows superiority in le-
gal domain.
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Domain Legal Financial
(Summarization) (Long-Form QA) FINCH (Long-Form QA)

Methods R1 R2 RL StyleProb EM StyleProb
Character 3.40 0.70 3.10 0.6099 20.31 0.2578
Task-Specific 30.21 12.20 28.35 0.2170 54.18 0.0358
Weight Averaging 26.76 [+23.36][-3.45] 10.68 [+9.98][-1.52] 24.93 [+21.83][-3.42] 0.3188 25.16 [+4.85][-29.02] 0.0655
TIES 21.63 [+18.23][-8.58] 8.07 [+7.37][-4.13] 20.06 [+16.96][-8.29] 0.1972 52.80 [+32.49][-1.38] 0.0405
Task Arithmetic 30.29 [+26.89][+0.08] | 12.34 [+11.64][+0.14] | 28.38 [+25.28][+0.03] 0.3586 32.67 [+12.36][-21.51] 0.0699
Chamain-TIES (Ours) 17.70 [+14.30][-12.51] | 6.10 [+5.40][-6.10] 16.26 [+13.16][-12.09] 0.6593 32.76 [+12.45][-21.42] 0.1953
Chamain-Task Arithmetic (Ours) | 26.32 [+22.92][-3.89] 9.84 [+9.14][-2.36] 24.62 [+21.52][-3.73] 0.7177 25.87 [+5.56][-28.31] 0.1707

Table 1: Results of Domain-Specific Downstream Tasks & Style Probability in Domain QA datasets. For each
domain, we measured Style Probability (StyleProb) to assess whether the character’s textual style is well represented.
The left parenthesis indicates the performance compared to the Character model, while the right parenthesis
indicates the percentage increase in performance compared to the Task-Specific model. Green text indicates the
change compared to the Character model, while red text indicates the change compared to the Task-Specific model.

Character Profile ‘

Generated Response

Name: Sarah

Input: What’s your name?

Character: My name is... Sarah!

Existing Merging: My name?? I can’t tell you!!
Chamain (Ours): My name is Sarah!

Life Goal: Achieving world peace

Input: What’s your dream?

Character: A dream... perhaps making world peace happen?
Existing Merging: Dream? Not quite sure yet.

Chamain (Ours): Someday, I’ll make it big and keep the peace!

Hobby: Taking walks in the zoo
Special Skill: Able to communicate with animals

Input: What were you doing?

Character: I was enjoying the nice weather, so I went for a walk in the zoo!
Existing Merging: Hmm... I was just playing games.

Chamain (Ours): Oh, I spent the day relaxing at home and playing with the animals!

Table 2: Responses generated by each method for inputs reflecting the character’s profile. Proposed method
(Chamain) effectively captures the character’s background information in its responses.

5.2 Style Probability Results

Our model demonstrates notable strength in main-
taining colloquial textual style, as shown in the
StyleProb evaluation on domain QA datasets (Ta-
ble 1). In comparison to the Task-Specific model
and existing merging approaches, which merge the
Character model and Task-Specific model but strug-
gle to maintain textual style, Chamain achieves the
highest StyleProb scores in the Legal QA. Specif-
ically, Chamain achieves a StyleProb of 0.6593
(Chamain-TIES) and 0.7177 (Chamain-Task Arith-
metic) and outperforms other methods (even Char-
acter) with a significant margin. In the Financial
QA, our method demonstrates the highest style
preservation rate following the Character model,
with a StyleProb of 0.1953 (Chamain-TIES) and
0.1707 (Chamain-Task Arithmetic). Note that over-
all outperformance in the legal domain would be
explained in various aspects including the volume
and characteristics of the datasets of each domain

and the tendency of overlap between those.

5.3 Character Retention Results

G-Eval
Methods P.Cover | Persona EM
Profile Maintenance | Appropriateness

Character 0.0660 34 4.82 4.59
TIES (Legal) 0.0517 2 3.82 2.0
Chamain-TIES (Legal) 0.0559 14 4.77 3.68
TIES (Financial) 0.0565 8 1.67 1.2
Chamain-TIES (Financial) | 0.0576 15 3.86 2.68

Table 3: Evaluation of Character Retention.

We evaluated each method’s ability to preserve
the character’s persona, as illustrated in Table 3.
Our proposed method (Chamain) generated re-
sponses with the highest P.Cover following the
Character model, indicating better preservation of
persona information compared to existing meth-
ods. This trend becomes clearer when we examine
how well our method generates responses matching
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the character’s key background words, essentially
capturing their profile accurately. For instance, in
the legal domain, Chamain achieves a Persona EM
score of 14, whereas TIES scores only 2. In the
G-Eval evaluation, Chamain show higher scores
in Profile Maintenance and Appropriateness. The
Chamain-TIES (Legal) exhibits a Profile Main-
tenance score of 4.77, which is not significantly
different from the Character model. However, it
demonstrates slightly lower performance with the
financial domain, likely due to the inherent com-
plexity of the downstream task involving numerical
information and requiring reasoning. Actual model
outputs are provided in Table 2. Chamain methods
effectively provide answers similar to the Charac-
ter model.

Style Domain
Methods StyleProb | RI | R2 | RL
Character 0.6099 340 | 0.70 | 3.10
Chamain (Layer 1) 0.5161 () | 20.81 | 7.58 | 19.33
Chamain (Layer 2) 0.5210 ) | 18.20 | 6.33 | 16.73
Chamain (Layer 3) 0.5872 111 | 17.83 | 6.16 | 16.37
Chamain (Layer 4) 0.5931 1 | 17.78 | 6.11 16.31
Chamain (Layer 5) 0.6593 (11 | 17.70 | 6.10 | 16.26
Chamain (Layer 6) 0.6535 (1 | 17.56 | 6.02 | 16.13
Chamain (Layer 7) 0.7067 (11 | 17.47 | 599 | 16.05
Chamain (Layer 8) 0.6898 11 | 17.37 | 5.93 | 1597
Chamain (Layer 9) 0.6626 [11 | 17.36 | 591 15.96
Chamain (Layer 10) | 0.7176 (11 | 17.29 | 5.87 | 15.90
Chamain (Layer 11) | 0.6832 1] | 17.31 | 5.88 | 15.93
Chamain (Layer 12) | 0.7343 (1] | 17.29 | 5.80 | 15.91

Table 4: Layer-wise comparison. This is the results
of merging a Task-Specific (summarization) model, an
Alplaca style model, and a Character model in the le-
gal domain. The arrow next to performance indicates
whether it is higher or lower relative to the Character
model.

5.4 Ablation Studies
5.4.1 Layer-wise Results

We conducted ablation studies to assess the im-
pact of the number of layers on performing Layer-
wise merging when implementing the Chamain, as
demonstrated in Table 4. We tested several layer
configurations on both downstream tasks and the
StyleProb metric. As the number of layers of the
Character model increases, to which Layer-wise
merging is applied, StyleProb also increases. Con-
versely, reducing the number of layers enhances
the performance of domain-specific downstream
tasks. StyleProb starts to outperform the Character
model when replacing the last 5 layers. This im-
plies that our layer selection process is intuitive and
demonstrates that our method effectively reflects
the character personas while still capturing domain
knowledge. We observed that the layer could be
chosen empirically through inference alone, just as
we refer to our methodology as ‘free lunch” when
using public models where the dataset has not been
publicly released.

5.4.2 Gradients Comparison

As shown in Figure 3, we utilized the same pre-
trained model to compare the differences in gradi-
ent distribution across layers at the beginning of
training and after a set number of training steps,
focusing on two distinct datasets: one for legal
downstream tasks and another for a character chat-
bot. The left-side plot illustrates that specific data
types do not significantly alter gradient distribu-
tion, maintaining a consistent pattern throughout
the training process. In contrast, the right-side plot
showcases a marked difference in the magnitude
of gradient shifts. Examination of the Kernel Den-
sity plots reveals that identifying the layers most
affected by character-specific data is crucial for ac-
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centuating a character’s persona. This discrepancy
aids in understanding which layers of the model
play a crucial role in depicting the unique attributes
of a character when learning from character-related
data.

6 Conclusion

We present Chamain, a methodology that al-
lows for the incorporation of domain knowledge
into character-specific models without additional
training while preserving the models’ personas.
Chamain is designed to be easily integrated with ex-
isting model merging methods. It enhances down-
stream task performance across various domain-
specific tasks, drawing enhancement directly from
the character model. This offers a comprehen-
sive solution for maintaining character consistency
and domain accuracy simultaneously. Through
Chamain, we aim to address the challenges of ef-
ficiently combining nuanced character traits with
specialized domain knowledge in a unified model.

Limitations

We need for further research beyond a singular
model approach. Furthermore, the evaluation pro-
cess lacked input from domain specialists. Al-
though there is a slight decline in downstream task
performance, it’s important to note that character
chatbots aren’t solely focused on optimizing these
outcomes. Our main goal is to engage in human-
like conversations using datasets with embedded
knowledge. Regarding hallucination issues, a sig-
nificant concern in generative models, integrating
models such as RAG or incorporating additional
modules holds promise for improving performance
in this regard.
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Appendices

A Examples for generated responses in
Legal QA

In the example from the Legal QA dataset pre-
sented in Table 5, we illustrate the distinct re-
sponses generated by various methods and demon-
strate how the integration of domain knowledge
and character preservation can be achieved through
our Chamain method.

B The G-Eval Prompt for Persona
Assessment

We assessed Profile Maintenance and Appropriate-
ness using the G-Eval framework with the prompt
as in Table 6.
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Generated Response for Legal QA

Input: While I was watching a drama, the refrigerator suddenly exploded, causing a fire that spread to the nearby furniture.
Can I get compensation for the property damage caused by the fire?

(Setat A% B AT B A o] gl Fhpel ol 2ol th S R AT S A Hgld) EsliaE B 4 gta)

Character: This feels like a scene right out of a drama! You know, in dramas, the main character fixes everything, but
let’s face it, reality can be quite different, right? Still, in dramas, the hero always triumphs! So, today, I’ll fly around like a
cloud and try to find a solution!

(=tatolAf go] B Aol 8.1 Egtutol A HE F9050] o] ARt s dstAnt AUl dA] dAlx? s Eebtoll A FA5 0] 34
o7IUZIA! 252 W FEA Y Eottt A o] ARtE sids] =)

Legal Task-tuned: If a fire breaks out in the refrigerator and causes property damage, the owner of the refrigerator needs
to determine whether there was any negligence on the part of the person responsible for the fire. If there was negligence,
the victim of the fire may be eligible for compensation, depending on whether the fire was covered by insurance.
(Lol A A7t A sto] SR o 2 At mlsfE -2 A-folle I S W & fA S .o gl glojA o] =
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Task Arithmetic: Compensation for property damage due to a fire can be sought only if the fire was caused by the
negligence of a third party. Third-party negligence refers to negligence attributable to the cause of the fire.
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Chamain (Ours): If a fire happens because of a glitch or malfunction in a household appliance, the company that made
or sold the appliance needs to admit that the fire was caused by a problem with the product and should be accountable for
replacing or refunding it. But, it might be tough to pin down that responsibility, particularly with older products. :’(
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Table 5: Responses generated by each method in the Legal QA dataset.

You will be given a response to a question.
Your task is to evaluate the persona of the response according to the evaluation steps.
Please make sure you read and understand the character profile and evaluation criteria carefully. Please keep this document open and refer to it as needed during the evaluation.

Character Profile:

- Name: (omitted)

- Date of Birth: (omitted)
- Height: (omitted)

- Constellation: (omitted)
- Blood Type: (omitted)

- MBTI: (omitted)

- Personality: (omitted)

- Residence: (omitted)

- Hobbies: (omitted)

- Special Skills: (omitted)
- Likes: (omitted)

- Life Goal: (omitted)

- Traits: (omitted)

Evaluation Criteria:
- Appropriateness (1-5): Is the response appropriate to the question? Is the language too general or formal?
- Profile Maintenance (1-5): Does the response align well with the character’s profile?

Evaluation Process:

1. Read and understand the character profile information.

2. Identify relevant character profile information based on the question.
3. Evaluate the response based on the evaluation criteria.

4. Assign a score of 1-5 for each evaluation item.

Question: <question>
Response: <response>

Evaluation Form (scores ONLY):
- Appropriateness(1-5) :
- Profile Maintenance(1-5) :

Table 6: Example Prompt for Persona Assessment Guideline.

113




