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Abstract

Recent studies have demonstrated significant
improvements in selection tasks, and a con-
siderable portion of this success is attributed
to incorporating informative negative samples
during training. While traditional methods for
constructing hard negatives provide meaning-
ful supervision, they depend on static sam-
ples that do not evolve during training, lead-
ing to sub-optimal performance. Dynamic hard
negative sampling addresses this limitation by
continuously adapting to the model’s chang-
ing state throughout training. However, the
high computational demands of this method
restrict its applicability to certain model archi-
tectures. To overcome these challenges, we in-
troduce an efficient dynamic hard negative sam-
pling (EDHNS). EDHNS enhances efficiency
by pre-filtering easily discriminable negatives,
thereby reducing the number of candidates
the model needs to compute during training.
Additionally, it excludes question-candidate
pairs where the model already exhibits high
confidence from loss computations, further re-
ducing training time. These approaches main-
tain learning quality while minimizing com-
putation and streamlining the training process.
Extensive experiments on DSTC9, DSTCI10,
Ubuntu, and E-commerce benchmarks demon-
strate that EDHNS significantly outperforms
baseline models, proving its effectiveness in
dialogue selection tasks.'

1 Introduction

The problem of selecting the most suitable answer
from multiple candidates has been extensively ex-
plored in the field of natural language processing,
particularly within selection tasks (Lowe et al.,
2015; Wu et al., 2018a; Zhang et al., 2018a; Kim
et al., 2020, 2021). Typically, these tasks involve
one positive candidate and multiple negative can-
didates associated with a given question. Training
on all negative samples can be time-consuming, so

"https://github.com/hanjanghoon/EDHNS
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it is common practice to randomly select a subset
of negative samples for training. However, random
negative sampling may not provide meaningful su-
pervision, as models updated with easily discrim-
inable negative samples contribute minimally to
gradient updates (Cai et al., 2020; Xu et al., 2022a).

To address this issue, various strategies for hard
negative sampling have been proposed and have
demonstrated their effectiveness (He et al., 2021;
Mi et al., 2021; Tang et al., 2021). Heuristic and
data-dependent methods (He et al., 2021; Mi et al.,
2021) utilize the unique characteristics of datasets
but are constrained by their limited generalizability,
making them less effective for other datasets. Lin
et al. (2020); Tang et al. (2021) have enhanced these
approaches with model-based strategies. However,
these approaches still face challenges, as they rely
on static (fixed) hard negative samples that do not
dynamically adapt during training.

Recently, dynamic hard negative sampling
(Xiong et al., 2021; Zhan et al., 2021) has been
introduced to overcome these limitations by adap-
tively selecting hard negatives for learning in re-
sponse to model updates, effectively aligning with
changes in model behavior. However, it requires
continual recalculations of matching scores for all
negative candidates throughout training, signifi-
cantly increasing computational costs. This restric-
tion predominantly confines its application to fast
dense retrieval models (Karpukhin et al., 2020; Gao
and Callan, 2021, 2022), and poses implementation
challenges in models with slower inference speeds.

To mitigate these challenges, we propose an Effi-
cient Dynamic Hard Negative Sampling (EDHNS)
method applicable to various model architectures.
Like traditional approaches, our method computes
matching scores for negative candidates at each
training step. However, it alleviates the computa-
tional burden through two main strategies: shortlist-
ing and selective update. In shortlisting, we com-
pute scores only for a filtered subset of candidates
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by removing easily discriminable negative candi-
dates from the pool, enabling the selection of suf-
ficiently hard negatives from a smaller set. In the
selective update, we measure confidence scores for
question-candidate pairs and exclude those with
high scores from training, further save training
time. These strategies enable meaningful learning
with reduced computational demands, enhancing
overall performance. Notably, for the first time, we
have applied dynamic hard negative sampling to
the cross encoder, which has demonstrated strong
performance in selection tasks, leading to signifi-
cant performance improvements.

We empirically demonstrate the efficacy of our
method through extensive experiments on two key
tasks. The first task, knowledge selection, focuses
on choosing relevant knowledge for a given con-
versation. We evaluate the performance of this task
using the DSTC9 (Kim et al., 2020) and DSTC10
(Kim et al., 2021) benchmarks. The second task,
response selection, requires choosing the most ap-
propriate response for a given dialogue context. We
assess this task using the Ubuntu (Lowe et al., 2015)
and E-commerce (Zhang et al., 2018a) benchmarks.
Our experiments show that models using EDHNS
significantly outperform baseline models across all
four benchmarks. Specifically, EDHNS achieves
top performance in most evaluation metrics for
DSTC9 and DSTCI10, and also demonstrates supe-
rior performance in the Ubuntu and E-commerce
benchmarks.

2 Related Work

Previous studies have introduced various hard neg-
ative sampling approaches, resulting in notable en-
hancements in various NLP tasks. These strategies
can be categorized into two types: static hard nega-
tive sampling and dynamic hard negative sampling
(Zhan et al., 2021; Xu et al., 2022b).

Static hard negative sampling pre-defines fixed
hard negative samples before the training process.
This method selects hard negative samples based
on data characteristics or by retrieving or generat-
ing them using a model. In the knowledge selection
task, He et al. (2021) introduce a data-dependent
negative sampling strategy by categorizing given
knowledge into different groups. Tang et al. (2021)
adopt a model-based negative sampling method to
sample fixed hard negatives. In the response selec-
tion task, Lin et al. (2020) use retrieval and gener-
ation models to diversify negative samples, while
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Lee et al. (2022b) generate adversarial examples
using GPT-3. In text retrieval tasks, since negative
samples are derived from text candidates recalled
by the retrieval module, previous works (Ren et al.,
2021; Zhang et al., 2022a) focus on jointly optimiz-
ing the retriever and reranker modules.

Dynamic hard negative sampling, in contrast,
selects hard negative samples dynamically during
the training process, considering the evolving state
of the model. In response selection, Li et al. (2019)
adapt negative examples to matching models dur-
ing the learning process, exploring various sam-
pling strategies. Particularly, this approach has been
extensively studied in the training of dense retrieval
models. Guu et al. (2020) and Xiong et al. (2021)
use dense retrieval models to pre-retrieve the top
documents as hard negatives during training, pe-
riodically rebuilding the index and refreshing the
hard negatives. Zhan et al. (2021) propose a query-
side training algorithm that directly optimizes the
dense retrieval model using dynamic hard negative
sampling.

However, applying dynamic hard negative sam-
pling to most model architectures—except for the
bi-encoder structure commonly used in dense re-
trieval—poses challenges due to the slower speeds
and high computational demands. This limitation
is especially evident in cross-encoder-based mod-
els, which, despite their superior performance in
selection tasks, require extensive computations for
token-level interactions and cannot pre-compute
candidate embeddings. To overcome these chal-
lenges, we propose a novel and efficient dynamic
hard negative sampling method.

3 Preliminary

3.1 Problem Formalization of Selection Task

Let dataset D = {(g;, C;)}}, be a set of M pairs
that consist of a question g;, its corresponding can-
didates C; = {p;} U NZL. A candidate pool C;
contains a positive candidate p; and negative can-
didates NZL = {ni1,ni2,...,n; 1}, where L is the
number of negative candidates. As we address se-
lection tasks as a unified framework for learning a
matching model that evaluates relevance scores be-
tween a question and its candidates, the task is for-
mulated as learning a matching function f(g;, ¢; ;)
for a given question-candidate pair (g;, ¢; j), where
Cij € C,.
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Figure 1: Efficient dynamic hard negative sampling framework. The EDHNS method comprises three key compo-
nents: Candidate Shortlisting, Hard Negative Selection, and Selective Update.

3.2 Cross Encoder Architecture in Dialogue
Selection

Following previous works (Nogueira and Cho,
2019; He et al., 2021; Han et al., 2021; Kim and
Ko, 2021) in selection task, we use pre-trained bidi-
rectional language models (Devlin et al., 2019; Liu
et al., 2019; He et al., 2020) as a cross encoder to
measure the matching degree between a question
¢; and a candidate c; ;. The input = of our matching
model is as follows:

r = [CLS] q; [SEP] Cij [SEP]. (1)

Token embedding for input x are summed with posi-
tion embedding and segment embedding to become
input representations. The input representations are
fed into the transformer layer, and the self-attention
module in the transformer layer computes cross-
attention between those of ¢; and ¢; ;. In this way,
multiple transformer layers can deeply understand
the relevance of the question and its candidate, re-
sulting in a high-performance matching model. We
use the final representation 0., € R? of the [CLS]
token for computing the matching score through an
MLP layer:

(g cij) = Wao(Wiogs +b1) + b2, (2)

where W, € R%>d Wy € R1*dr b € R and
by € R! are trainable parameters for fine-tuning.
Eventually, the weights of the model are updated
using the cross-entropy loss function:

ef(a;p;) )]
ef(qi,pi)_’_zé_:l ef(‘li,nz-,j)
(3)

where [ is the number of negative samples and
pi» n;,j denote positive and negative candidates
respectively.

L= 7E(‘I1iapi1Ni)~D [log(

4 Methodology

4.1 Efficient Dynamic Hard Negative
Sampling

In this section, we explain the details of our effi-
cient dynamic hard negative sampling (EDHNS)
framework for selection tasks. As its name shows,
we let the model find hard negative samples that
are difficult to discriminate by itself during training.
Figure 1 illustrate the process of EDHNS where the
model iterates selecting hard negatives and learning
to discriminate positive from them at each training
step. Since hard negatives are collected at every
model update, the selected samples can be the ‘most
challenging’ for the model at that time. Therefore,
the model could learn from more informative hard
negatives, which leads to faster convergence and
performance gain.

4.1.1 Training Procedure

The EDHNS framework can be generalized as Al-
gorithm 1. We first train the base model ¢ with
random negatives for the initial s step, ensuring the
model is capable of selecting hard negatives. After
initialization, we iteratively select hard negative
samples and update the model with those selected
samples. During the hard negative selection phase,
we randomly sample a negative subset (Nf) from
the pool of negative samples. Subsequently, we
compute matching scores between the question and
the sampled k candidates using the current model
01 at step t, as explained in Equation 2. Based on
these matching scores, we select top-/ hard nega-
tives from Nf. After hard negative selection, we
update the model 0; with the positive p; and the
top-/ hard negatives Nﬁ- using Equation 3.
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Algorithm 1 Efficient dynamic hard negative sam-
pling

Input: Dataset with confined negatives candidate sets D’ =

{(gi, ps, NE, NiL/) M., Model parameter 0, Initializing
step s

1. Initialize the model 6 with random samples for p steps
Initialize 0
for train step t = 1 to s do
Sample a batch B; from D’
for (¢;,pi, N;) in B do
N} := 1 samples randomly extracted from N/
end for
Update the model 6; with {(g:, ps, Nf)}li‘l‘
Eq.3
end for

using

2. Train the model 6
for train stept = s + 1, ... do
Sample a batch B; from D’
for (gi,p;, N/™) in B; do
NP := k random candidates sampled from NiL/
N} :=top-I candidates of sorted list of N} along
the matching score computed from the model
0:—1 using Eq.2
end for
Update the model 6; with {(g:, p;", N})}
Eq.3
end for

| B |

i—1 using

4.2 Time Reduction Strategies in EDHNS
4.2.1 Candidates Shortlisting

Since calculating matching scores for all negative
candidates is considerably time-consuming, a prac-
tical approach is to randomly sample negative can-
didate subset N* from a pool of all negative sam-
ples N” where k < L. However, there is a trade-
off in choosing the size of the candidate subset N*.
If the sample size k is not large enough, it may not
include an adequate number of challenging neg-
ative samples. Conversely, if k is increased, the
training time also substantially increases for score
calculation.

To train the model effectively even with a small
size of candidate subset, we construct a confined
negative candidate set, denoted as N, where
L’ < L. This confined negative candidate set is
created by filtering out easy negatives from the orig-
inal negative candidates set (N~). When sampling
a negative subset (N*) from the confined candidate
set, the likelihood of including difficult samples
increases even with a small number of k. This is be-
cause the easy negatives have already been filtered
out during the construction of N We configure
a confined candidate set by finding negative sam-
ples relevant to both question and the positive as
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Figure 2: Time reduction strategies of EDHNS. Can-
didate shortlisting filters out easy negative candidates,
and Selective update exclude well-known pairs from the
training.

follows.

NE = {nij | glg ©pisnij) > 71}, (@)

where 7 is a threshold, n; ; € NiL and & denotes
concatenation.

4.2.2 Selective Update

Another feature of EDHNS is its focused train-
ing solely on informative question-candidate pairs
(gi, C;). This is achieved by calculating a confi-
dence score for the positive sample during the neg-
ative selection process as follows.

ef(aipi)
ef(@ipi) 1 Z?:l ef(aimi;)
5
where n; ; € N, f. If the confidence score exceeds
a predefined threshold, the model considers it a
well-known pair and excludes it from training and
update. This strategy accelerates the training pro-
cedure by minimizing the inclusion of question-
candidate pairs that do not contribute substantial
supervision to the model and prevents the model
from becoming overconfident (Lee et al., 2022a).

Score(qi,pi,Nf)

S Experiments

5.1 Implementation Details

We train models with three different random seeds
and report the average value for all experiments.
Our model is trained with 8 NVIDIA A100 GPUs
(with 40GB). For confine function g, we employ



Dataset DSTC9 (Knowledge) DSTC10 (Knowledge) Ubuntu (Response) E-commerce (Response)
Train Dev Test Train Dev Test Train Dev Test Train Dev Test

# (q, C) pairs 19k 2673 1981 | 59k(syn) 104 683 500k 50k 50k 500k S5k 1k

# C per q 2900 2900 12039 9139 9139 9139 | 2(1000) 10 10 2(1000)  2(10) 10

Table 1: Data statistics for the knowledge selection, response selection benchmarks, ¢ denotes question and C'

denotes candidates.

Sentence Transformers (Reimers and Gurevych,
2019)? and compute cosine similarity to measure
semantic similarity. Details of each experimental
setting can be found in Appendix A.

5.2 Knowledge Selection in
Knowledge-grounded Dialogue System

One of the primary objectives in the ninth and tenth
dialogue System Technology Challenge (DSTC9,
DSTCI10) is to develop a knowledge-grounded task-
oriented dialogue system (Kim et al., 2020, 2021).
The challenges consist of three consecutive sub-
tasks: knowledge-seeking turn detection, knowl-
edge selection, and knowledge-grounded response
generation. Our focus is on the knowledge selec-
tion task, which requires the system to identify the
most appropriate knowledge related to the user’s
last utterance.

Table 1 indicates the statistics for the DSTC9
and DSTC10 datasets. DSTC9 knowledge selection
task includes out-of-domain knowledge in its test
set. DSTC10 knowledge selection task involves
speech recognition errors as it comprises spoken
conversations. We sample synthetic data from prior
studies (Tian et al., 2021; Han et al., 2022) and
configure training data since there is no official
training data for DSTCI0.

The selection performance is assessed based on
recall at k (R@k) and mean reciprocal rank (MRR)
measures, specifically R@/, R@5, and MRR@5.
These metrics are the official evaluation criteria
for both DSTC9 and DSTC10 datasets (Kim et al.,
2020, 2021).

5.2.1 Baseline Model

RoBERTa-base+ EDHNS and RoBERTa-
large+ EDHNS are cross-encoder-based matching
models trained with our efficient dynamic hard
negative sampling. To evaluate the effectiveness of
proposed methodology, we compare these models
with RoBERTa-base and RoBERTa-large, which
are identical architectures yet trained using random
negative sampling. Additionally, we evaluate our

*We employ a model for confine function from Sentence-
Transformers: https://www.sbert.net/
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approaches against other multiple baselines for the
DSTC9 and DSTC10 tasks as follow.

DSTC9 Baseline TF-IDF, BM25, and BERT-
base from Kim et al. (2020) are the official base-
lines for the DSTC9 competition. TF-IDF and
BM?25 are bag-of-words information retrieval base-
lines and BERT-base utilizes a cross-encoder archi-
tecture for selection. Knover from He et al. (2021)
applies a heuristic data-dependent hard negative
sampling called multi-scale negative sampling.
Hirachical-filtering from Jin et al. (2021) selects
knowledge through three modules: domain classi-
fication, entity tracking, and knowledge matching.
Hirachical-selection (Thulke et al., 2023) trains
two different models which determines related do-
mains and entities, and measures the relevance
score of knowledge.

DSTC10 Baseline DSTC9-BERT-base and
DSTC9-Knover are the official baseline models for
the DSTC10 knowledge selection task (Kim et al.,
2021), which are trained using the DSTC9 dataset.
Weighted (Han et al., 2022) trains model utilizing
weighted negative sampling, where different
weight probabilities are assigned to each negative
sample category. Hirachical-selection+ABS
(Thulke et al., 2023) incorporates an Alternative
Beam Search method into the hierarchical selec-
tion. TOD_DA (Tian et al., 2021) employs Data
Augmentation and multi-scale negative sampling
to enhance model’s performance.

5.2.2 Result

Table 2 shows the performance of EDHNS ap-
proach in DSTC9 and DSTC10 benchmarks. The
result highlights changing the negative sampling
method to EDHNS in both the base and large mod-
els led to significant improvements in performance
for both datasets. Specifically, The base model and
the large model exhibit a consistent enhancement
of 4.7% and 3.2%, respectively, in R@/ on the
DSTC9. Similarly, these models demonstrate sig-
nificant 6.4% and 4.5% enhancements in R@/ on
the DSTC10. These improvements indicate the ef-
fectiveness of learning informative negative sam-



Method PLM | RQ1  RQ5 MRR@5
Knowledge selection in DSTC9
TF-IDF (Kim et al., 2020) - 0.511  0.807 0.618
BM25 (Kim et al., 2020) - 0.498  0.827 0.611
BERT-base (Kim et al., 2020) BERTp; e 0.834 0.976 0.891
Knover (He et al., 2021) PLATO-2 (1.6B) | 0.910  0.986 0.945
Hirachical-Filtering (Jin et al., 2021) RoBERTa 4.4 0.925 0.970 0.946
Hirachical-Selection (Thulke et al., 2023) RoBERTa,,¢¢ 0932 0.973 -
"RoBERTa-base =~ | RoBERTa.. | 0.839 0980 0904
RoBERTa-base+EDHNS RoBERTays¢ 0.886  0.993 0.935
RoBERTa-large RoBERTa;4;.4¢ 0.899  0.995 0.942
RoBERTa-large+EDHNS RoBERTa,,¢¢ 0.931  0.998 0.962
Knowledge selection in DSTC10
DSTC9-BERT-base (Kim et al., 2021) BERT}qse 0.521  0.733 0.606
DSTC9-Knover (Kim et al., 2021) PLATO-2 (1.6B) | 0.619  0.800 0.693
TOD-DA (Tian et al., 2021) PLATO-2 (1.6B) | 0.801 0.94 0.857
Weighted (Han et al., 2022) RoBERTas¢ 0.72 0.862 0.780
Hirachical-Selection+ABS (Thulke et al., 2023) | RoBERTa;4;.ge 0.777 - -
"RoBERTa-base+tMLM | RoBERTay,. | 0727 0.897  0.798

RoBERTa-base+MLM+EDHNS RoBERTay,s¢ 0.791 0910 0.841
RoBERTa-large+MLM RoBERTay4;g¢ 0.776 ~ 0.930 0.838
RoBERTa-large+ MLM+EDHNS RoBERTa;4;4¢ 0.821 0.935 0.869

Table 2: Test set performance of knowledge selection in DSTC9 and DSTC10. The best and second-best results
are in bold and underlined fonts respectively. For the DSTC10 dataset, since spoken errors are present, masked
language modeling is applied for robust token representation.

ples from a model perspective. In addition to the
substantial performance improvement compared to
their base model, the proposed models outperform
other baselines on both datasets. In comparison
to the state-of-the-art model in DSTCO, hierarchi-
cal selection, our RoBERTa-large+EDHNS demon-
strates shows a significant enhancement of 2.5%
in R@5. In the DSTCI10 dataset, the RoBERTa-
large+ MLM+EDHNS model outperforms the state-
of-the-art TOD-DA by 2% in R@].

5.3 Response Selection in Retrieval-based
Dialogue Systems

Response selection is a task in retrieval-based di-
alogue systems where the goal is to select the ap-
propriate response from given response candidates
based on the provided dialogue context. We vali-
date the effectiveness of EDHNS using commonly
used benchmarks for this task, namely the Ubuntu
Corpus and the E-commerce Corpus.

The Ubuntu Corpus V1 (Lowe et al., 2015) is
a dataset consisting of multi-turn dialogues ex-
tracted from Ubuntu chat logs. It primarily con-
tains technical-support conversations about Ubuntu
problems. For this study, we utilize the prepro-
cessed data provided by Xu et al. (2017). The E-
commerce Corpus (Zhang et al., 2018a) is a Chi-

94

nese multi-turn dialogue dataset collected from
Taobao, China’s largest e-commerce platform. It
includes authentic interactions between customers
and customer service representatives, covering vari-
ous conversational topics such as consultations and
product recommendations.

Since the original training set contains only one
negative candidate per dialogue context, we aug-
ment the negative candidates by sampling 1k ut-
terances from 1 million other response candidates
for both benchmarks, as shown in Table 1. Addi-
tionally, we augmented the validation set of the
E-commerce corpus in a similar manner to reduce
discrepancies with the test set.

The response selection performance for both the
Ubuntu Corpus and the E-commerce Corpus is eval-
uated using R10@1, R190@2, and R1o@5, following
previous work (Gu et al., 2020; Xu et al., 2021; Han
et al., 2021).

5.3.1 Baseline Model

BERT (Gu et al., 2020) is a BERT-based (De-
vlin et al., 2019) cross encoder matching model.
UMS_bert+ (Whang et al., 2021) and BERT_SL
(Xu et al., 2021) jointly train a PLM-based re-
sponse selection model with other self-supervised
tasks to learn temporal dependencies between ut-



Models Ubuntu E-commerce
R10@Q1 R10@2 R190@5 | R1p@1 R10@Q2 R;0@5
TF-IDF (Lowe et al., 2015) 0.410  0.545 0.708 | 0.159 0.256 0477
RNN (Lowe et al., 2015) 0.403 0.547 0.819 | 0.118 0.223 0.589
CNN (Kadlec et al., 2015) 0.549 0.684 0.896 | 0.328 0.515 0.792
LSTM (Kadlec et al., 2015) 0.638 0.784 0949 | 0.365 0.536 0.828
SMN (Wu et al., 2018b) 0.726  0.847 0.961 0.453 0.654  0.886
DUA (Zhang et al., 2018b) 0.752  0.868 0.962 | 0.501 0.700  0.921
DAM (Zhou et al., 2018) 0.767 0.874 0969 | 0.526 0.727 0.933
10I (Tao et al., 2019) 0.796  0.894 0974 | 0.563 0.768 0.950
ESIM (Chen and Wang, 2019) 0.796  0.894 0975 0.570  0.767 0.948
MSN (Yuan et al., 2019) 0.800  0.899 0.978 | 0.606 0.770  0.937
BERT (Gu et al., 2020) 0.808 0.897 0.975 0.610 0.814 0973
*BERT-VFT (Whang et al., 2020) 0.855 0.928 0.985 - - -
*SA-BERT (Gu et al., 2020) 0.855 0.928 0.983 0.704 0.879 0985
*UMSBERT+ (Whang et al., 2021) 0.875 0.942 0988 | 0.764  0.905 0.986
*BERT-SL (Xu et al., 2021) 0.884 0946 0990 | 0.776 0919  0.991
*BERT-FP (Han et al., 2021) 0911 0962 0994 | 0.870 0956  0.993
*BERT-UMS+FGC (Li et al., 2022) 0.886  0.948 0.990 - - -
*Uni-Enc+BERT-FP (Song et al., 2023) | 0.916 0.965 0.994 - - -
BERT+EDHNS 0.837 0.910 0.975 0.868 0.938 0.991
*BERT-FP+EDHNS 0917 0965 0994 | 0957 0986 0.997

Table 3: Test set performance of response selection in Ubuntu and E-commerce corpus. All baseline models employ
BERT} e as their PLM. The models marked with * have been post-trained.

terances. BERT-FP (Han et al., 2021) proposes
a Fine-grained Post-training method that post-
trains the short context response pair before fine-
tuning. BERT-UMS+FGC (Li et al., 2022) is
model that train UMS_bert+ in Fine-Grained
Contrastive learning manner. Uni-Enc+BERT-FP
(Song et al., 2023) apply Uni-encoder architecture
to advanced post-training model from Han et al.
(2021). BERT+EDHNS and BERT-FP+EDHNS are
proposed models that apply efficient dynamic neg-
ative sampling to the BERT and BERT-FP, respec-
tively.

5.3.2 Result

As illustrated in Table 3, the application of EDHNS
significantly enhances model performance in re-
sponse selection tasks across different benchmarks.
In the Ubuntu benchmark, BERT+EDHNS shows
a significant improvement of 2.9% in R@/ com-
pared to its baseline model BERT, while BERT-
FP+EDHNS achieves an enhancement of 0.6%
in R@] over its baseline BERT-FP. In the E-
commerce benchmark, the performance enhance-
ments are even more pronounced. Specifically,
BERT+EDHNS and BERT-FP+EDHNS demon-
strate performance improvements of 25.8% and
8.7% in R@ I, respectively, when compared to their
corresponding baselines BERT and BERT-FP.
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Method | RQ1  RQ5 MRRQ5
RoBERTa +Random 0.899 0.995 0.942

" RoBERTa +Static_model | 0.906 0997  0.947
RoBERTa +BM25 0.910 0.994 0.948
RoBERTa +Multi-scale 0911 0.992 0.947
RoBERTa +EDHNS 0.931 0.998 0.962

Table 4: Comparison of efficient dynamic hard negative
sampling with diverse hard negative sampling in DSTC9
test set using RoBERTu-large.

6 Further Analysis

6.1 Comparison of EDHNS with Other
Negative Sampling Methods

We compared EDHNS with various other hard neg-
ative sampling approaches on DSTC9 test set as
shown in Table 4. RoBERTa+Random is cross en-
coder matching model with random negative sam-
pling. +Static_model refers to static hard nega-
tive sampling, where the model selects fixed hard
negatives. +BM?25, denote obtains hard negatives
through the BM25 algorithm (Yang et al., 2017).
+Multi-scale indicates multi-scale hard negative
sampling proposed by He et al. (2021).

All the hard negative sampling methods
lead to performance improvements compared to
RoBERTa+Random. However, proposed + EDHNS
method surpasses all other hard negative sampling



Model Variant Training Time | Acc
Random 10m 0.926
DHNS(k=100) 1h 16m 0.967
"DHNSk=10) [ 17m | 0.940
DHNS(k=10)+CS 16m 0.967
EDHNS: DHNS(k=10)+CS+SU 8m 0.964

Table 5: Ablation study for time reduction strategy on
DSTCO validation set using RoBERTa-large. CS, HNS,
SU denote Candidate Shortlisting, Hard Negative Selec-
tion, and Selective Update of EDHNS in Figure 1. Each
model is trained for five epochs.

techniques by a significant margin. This demon-
strates that dynamically selecting hard negative
from a model standpoint is superior in finding in-
formative negative samples which enhance model
performance.

6.2 Ablation Study about Time Reduction
Strategies in EDHNS

We investigated the efficacy of the time reduction
methods in EDHNS through a series of ablation
experiments on the DSTC9 validation set, as shown
in Table 5. CS, HNS, SU denote three main com-
ponents of EDHNS: Candidate Shortlisting, Hard
Negative Selection, and Selective Update, as shown
in Figure 1. k represents the number of candidates
for which the model measures the matching scores
during the HNS phase.

Models with a hard negative selection exhibit no-
table performance improvement compared to previ-
ous random negative sampling. However, when k& is
large, such as HNS(k=100), the training time signif-
icantly increases. Conversely, when the & is small,
as in HNS(k=10), the training time is reduced, but
the performance is likewise diminished. The model
with the shortlisting phase CS+HNS (k=10) main-
tain a similar training speed to HNS(k=10) while
achieving comparable performance to HNS(k=100).
This observation underscores that model can suf-
ficiently select informative hard negatives with a
small number of k£ by removing easy negative sam-
ples from the negative pool through shortlisting.
Moreover, when compared CS+HNS(k=10) to com-
plete EDHNS (CS+HNS(k=10)+SU) including the
selective update phase reduces the training time
by less than half while still exhibiting compara-
ble performance. This result demonstrates exclud-
ing the training of overconfident pairs improves
training efficiency without compromising model
performance.
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Conclusion

This study introduces a fast and efficient dynamic
hard negative sampling method for selection tasks.
We overcome the constraints of previous dynamic
hard negative sampling methods by enhancing their
efficiency, thereby enabling their application across
various model architectures. Our approach includes
two time-saving strategies: candidate shortlisting
to filter out easy negative candidates and selective
updates to focus on meaningful question-candidate
pairs for learning. Through this, the model dynami-
cally and efficiently learns from challenging nega-
tive samples, effectively gaining valuable supervi-
sion. Specifically, we apply this methodology to a
cross-encoder architecture, demonstrating its effec-
tiveness and generalizability in dialogue selection
across two tasks and four benchmarks. Experimen-
tal results show that models with EDHNS consis-
tently outperform their baseline models across all
benchmarks, highlighting the effectiveness of the
proposed approach.

Limitation

Although EDHNS accelerates learning by provid-
ing informative samples to the model, there are
also limitations. One potential limitation is a false
negative problem, a common problem in hard neg-
ative sampling. For instance, false negatives (i.e.,
unlabeled positives) may exist in the MS MARCO
dataset since the annotators can only annotate a few
top-retrieved passages (Qu et al., 2021). If these
false negatives are mistakenly considered true nega-
tives during the training process, it may disturb the
model to correctly discriminate between positive
and negative instances.
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A Appendix

A.1 More Experimental Details

Table 6 shows our detailed hyperparameter for four
benchmarks. For knowledge selection, we set the
maximum question length and candidate length
each. For the response selection task, we discard
the front of context. This is because for response
selection last utterance of context is more signifi-
cant.

We set a threshold for shortlisting as shown in
Table 6. Since the number of easy candidates under
the threshold differs per query candidate pair, the
number of confined candidates m differs. There-
fore, m is the average number of confined candi-
dates for all pairs.
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shortlisting m k

Benchmark threshold

max sequence length

confined candidates | randomly sampled candidate | negatives for training

1 . . . confidence score
learning rate | batch size | Multi-task | # of epochs threshold

DSTC9

knowledge selection 12 0.45 150 10

3 5.00E-06 128 X 5 0.99

DSTC10

knowledge selection 312 045 600 30

3 5.00E-06 128 MLM 5 0.99

Ubuntu

. 512 0.001 700 10
response selection

2 1.00E-05 128 X 5 0.99

E-commerce

. 512 0.1 500 10
response selection

2 1.00E-05 128 X 5 0.99

MS MARCO
passage reranking

512 0.3 500 30

3 5.00E-06 128 X 5 0.99

Table 6: Detailed model hyperparameter for five benchmarks.

We didn’t apply the time reduction strategy for
EDHNS in response selection on the Ubuntu corpus
because when k£ = 10, speed is not that decreased.

A.2 Synthetic Training Data Construction for
DSTC10

In the DSTC10 knowledge selection task, there is
no official data. Therefore we reconstruct synthetic
data from previous work (Tian et al., 2021; Han
et al., 2022). Specifically, we sampled 32k pairs
from (Tian et al., 2021), and created 27k pairs fol-
lowing the proposed method of (Han et al., 2022).
Moreover, since spoken recognition errors exist
in the DSTC10 dataset, we train the model in a
multi-task learning manner with a masked language
model to be robust to automatic speech recognition
erTors.

A.3 Passage Reranking in MS MARCO

To evaluate our method beyond the selection task,
we employ the MS MARCO dataset for the rerank-
ing task. MS MARCO (Nguyen et al., 2016) dataset
for passage ranking task consists of 1 million ques-
tions from Bing search query logs and 8.8 million
candidate passages. Each query is labeled with rel-
evant passages by human annotators. The passage
ranking task in MS MARCO includes two subtasks:
full-ranking and reranking. The full-ranking task
aim to generate the top 1000 passages sorted by
their relevance from the entire pool of 8.8 million
passages, while the reranking task aim to rerank
a given set of 1000 candidate passages already
retrieved using the BM25 retriever (Yang et al.,
2017). Comparing reranker modules directly in the
full-ranking task is challenging due to variations
in retriever performance. Therefore, we focus on
reranking tasks with pre-retrieved 1000 passages
using BM25 for more accurate assessments.> The
performance of passage reranking was evaluated

*We utilized officially provided 1000 candidate pas-
sages retrieved using the BM25 retriever for training from
https://microsoft.github.io/msmarco/Datasets

Method ‘ PLM ‘ Retriever ‘ M RRQ10
BM25 - BM25 0.167
BERT BERT4ge BM25 0.365
Multi-stage BERT 4 gc BM25 0.390
RoBERTa+WMLM | RoBERTa,,4. | BM25 0.389
RocketQAv2 ERNIE; ¢ BM25 0.401
HLATR-RoBERTa | RoBERTa;4,4. | *BM25 0.368
"ROBERTa | RoBERTaj,,. | BM25 | 0386
RoBERTa+EDHNS | RoBERTay,g. | BM25 0.402

Table 7: Development set performance of passage
reranking task in MS MARCO. % indicate BM25 re-
trieval by the pyserini toolkit (Lin et al., 2021).

using MRR@ /0 metric following previous work
(Kim and Ko, 2021).

A.3.1 Baseline Model

BERT (Nogueira and Cho, 2019) and RoBERTa
(Liu et al., 2021) are cross-encoder-based rerank-
ing models. Multi-stage (Nogueira et al., 2019)
propose two stage reranking architecture which use
two models for pointwise and pairwise classifica-
tion. RoBERTa+WMLM (Kim and Ko, 2021) apply
Weighted Masked Language Model in a multi-task
learning manner. ROcketQAv2 (Ren et al., 2021)
propose novel joint training approach for dense
passage retrieval module and passage reranking
module. HLATR-RoBERTa (Zhang et al., 2022b)
introduce Hybrid List Aware Transformer Rerank-
ing (HLATR) as a subsequent reranking module in
two stage reranking manner. RoBERTa+EDHNS
are cross-encoder-based reranking models trained
with our efficient dynamic hard negative sampling.

A.3.2 Result

The results presented in Table 7 highlight the
effectiveness of EDHNS in the passage rerank-
ing task of the MS MARCO dataset. Specifically,
RoBERTa+EDHNS model achieves a significant
improvement of 1.6% in M RRQ10 compared to
RoBERTa which train with random sampling. More-
over, our RoBERTa+EDHNS model outperform all
previous baseline.
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