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Abstract

Automatic metaphor detection has been an ac-
tive field of research for years. Yet, it was
rarely investigated how automatic metaphor
detection can aid language learning. We there-
fore present MEWSMET, a corpus of argu-
mentative essays (MEWS!) written by English
as Foreign Language (EFL) learners annotated
for metaphors. We differentiate between two
kinds of metaphors: metaphors that are com-
prehensible to native speakers, even though
they themselves would not use them (compre-
hensible metaphors, CMs) and metaphors that
native speakers would use (target language
metaphors, TLMs). We use MEWSMET in
two ways: Firstly, we analyze our annotations
and find out that there is a positive linear cor-
relation between essay score and the number
of TLMs, while no correlation is found be-
tween essay score and the number of CMs.
Secondly, we explore how metaphor detec-
tion models perform on MEWSMET. We find
that metaphor detection is a hard task given
our noisy learner data, and that metaphor de-
tection models tend to be better at identify-
ing all metaphors (TLMs+CMs) instead of just
TLMs, even though only TLMs can be used as
a feature for automatic essay-scoring.

1 Introduction

Conceptual Metaphor Theory claims that
metaphorical linguistic expressions manifest our
way of thinking. One of the most well-known ex-
amples for a metaphorical linguistic expression is
to spend time. Here, the conceptual domain TIME
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"Measuring Writing at Secondary Level (see Keller, 2016
and Keller et al., 2020)

is described by means of the conceptual domain
MONEY. The metaphorical linguistic expression
thus shows that time is considered a limited and
valuable resource (Lakoff and Johnson, 1980b).
Metaphorical linguistic expressions are therefore
not merely ornamental, but omnipresent in our ev-
eryday life (Lakoff and Johnson, 1980a, Shutova
and Teufel, 2010).

Detecting metaphorical linguistic expressions
automatically is beneficial for a range of natural
language processing applications, such as emotion
detection (Dankers et al., 2019, Li et al., 2022),
identification of mental health problems (Zhang
et al., 2021, Gutiérrez et al., 2017), or propaganda
detection (Baleato Rodriguez et al., 2023). Even
though metaphors play an important role in edu-
cation (Niebert and Gropengiesser, 2012, Mouraz
et al., 2013, Oxford et al., 1998), it is only rarely
investigated how metaphor detection (MD) can be
employed to facilitate language learning.

Beigman Klebanov et al. (2018) have presented
a corpus annotated for metaphors that is based on
the ETS Corpus of Non-Native Written English”
— a collection of argumentative essays provided
by TOEFL test takers. They show that the use
of argumentation-relevant metaphors provides in-
formation about a writer’s English language profi-
ciency. We build on and extend this work in sev-
eral ways as detailed in the following.

First, our study addresses whether the same re-
lation between metaphoric language use and lan-
guage proficiency also holds for younger writers.
Although mean age of the writers in the study
by Beigman Klebanov et al. (2018) is not given
(Blanchard et al., 2013), we assume that — as
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[Children] are likely to take over (adopt) the opinion
of the people [...] that are around them.

Young children should live their lifes and should not
have to build (form) their own opinion about
something.

This often brings (puts) parents in difficult situations.

Table 1: Example sentences with metaphorically used
verbs (underlined) taken from MEWS data (Keller
et al., 2020). They are comprehensible in English, even
though L1 English speakers would probably use differ-
ent expressions such as the ones given in brackets.

TOEFL tests are often taken by students who want
to study at a university where English is the lan-
guage of instruction — most writers are in their
last year of high-school or have recently grad-
vated from high-school. In contrast, our study
is based on the MEWS dataset by Keller et al.
(2020), which addresses German-speaking EFL
learners in earlier years of their education, while
also using TOEFL writing prompts>. We assume
that the general proficiency level will be lower in
our dataset than in the one by Beigman Klebanov
et al. (2018). In addition, our dataset comprises
essays of all proficiency levels, while the one by
Beigman Klebanov et al. (2018) only consists of
medium- and high-proficiency essays.

Secondly, we investigate the relationship be-
tween proficiency level and metaphors that En-
glish L1 speakers comprehend, even though they
themselves would not actively use them; exam-
ples are shown in Table 1. Samaniego Fernandez
et al. (2005) demonstrate that professional trans-
lators introduce new expressions and conceptual
structures in a target culture when transferring
metaphors that are non-novel in the source lan-
guage to a novel metaphor in the target language.
The translated expressions “seem to have been un-
derstood correctly, and this proves their [i.e. the
metaphors’] transparency: they can be interpreted
precisely because they appeal to our recognition
of underlying symbolism.” In our dataset, stu-
dents also use metaphors that seem anomalous in
the target language in the sense that L1 speakers
would not use them. Yet, the metaphorical ex-
pressions are perfectly comprehensible for target
language speakers because they create new (and
sometimes even appealing) conceptual mappings

3The prompts are different from those used in the ETS
Corpus of Non-Native Written English, i.e. also different
from the TOEFL dataset by Beigman Klebanov et al. (2018).

(e.g. to build an opinion: an opinion is — or should
be — hard work just as building a house)*. We will
call these metaphors comprehensible metaphors
(CMs), as opposed to metaphors which target lan-
guage speakers would actively use (target lan-
guage metaphors, TLMs). We will examine the
scores human raters gave to essays containing
CMs in order to find out whether they rather oc-
cur in low- or high-proficiency essays.

Next, we investigate how well metaphor de-
tection models perform on more noisy data from
such younger, and partly less-proficient writers
in detecting metaphors — both CMs and TLMs.
To do so, we leverage the best-performing model
from the 2020 Shared Task on Metaphor Detec-
tion (Leong et al., 2020), namely DeepMet (Su
et al., 2020). Our study will focus on verbs only
for several reasons. First, Cameron (2003) re-
port that about half of all metaphors in educa-
tional discourse are found in verbs. Second, other
parts of speech, especially prepositions, are often
not seen as being metaphorical by laypeople (cf.
Beigman Klebanov and Flor, 2013), which would
pose an additional difficulty during the annotation
process. Third, many metaphor detection datasets
that potentially serve as training data, have been
annotated just for verbs.

Our study makes the following contributions:
1) We present the MEWSMET corpus. Here,
an additional layer is added to the MEWS-
dataset (Keller et al., 2020), where we annotated
metaphors that are perfectly acceptable in the tar-
get language English (TLMs) as well as metaphors
which are comprehensible but which native speak-
ers would not use (CMs). 2) We describe the
relationship between TLMs and the scores hu-
man raters attributed to the student essays. We
do so to confirm the trend Beigman Klebanov
et al. (2018) have observed for high-school gradu-
ates also for younger and less-proficient students,
namely that the use of metaphors provides insights
into a learner’s proficiency level. 3) We describe
the relationship between CMs and students’ pro-
ficiency levels. 4) We provide insights into the
behaviour of metaphor detection models on noisy
learner data for both TLMs and CMs.

For code and data see https://github.c
om/AnHu2410/MEWSMET_code.

*The expression fo build an opinion is based on a false
friend, as the German equivalent to fo form an opinion is
(sich) eine Meinung bilden, where the word bilden is phono-
logically similar to the English verb fo build.

Proceedings of the 13th Workshop on Natural Language Processing for Computer Assisted Language Learning (NLP4CALL 2024)

79


https://github.com/AnHu2410/MEWSMET_code
https://github.com/AnHu2410/MEWSMET_code

2 Related Work

In this section we provide the scientific back-
ground to the three main fields of this study:
metaphor annotation, metaphor detection and au-
tomatic essay scoring.

2.1 Metaphor Annotation

A widely applied example of a metaphor annota-
tion guideline is the Metaphor Identification Pro-
cedure (MIP; Pragglejaz Group, 2007) and its ex-
tension, MIPVU (Steen et al., 2010). The under-
lying idea is that a token is used metaphorically
if its meaning in a certain context deviates from a
more “basic” meaning of this word, as defined by
a contemporary dictionary. For example, the basic
(i.e. first) meaning of the verb to build accord-
ing to the online version of the Longman Dictio-
nary of Contemporary English’ is to make some-
thing, especially a building or something large,
with examples ranging from houses and bridges to
birds’ nests. In the expression fo build an opinion,
clearly this concrete basic meaning is not applica-
ble.

We follow the annotation guideline from Mo-
hammad et al. (2016). It is based on MIP (Prag-
glejaz Group, 2007), but condensed and enriched
with examples (see Appendix A.l1.1), which we
deemed suitable for our annotators who had no
prior experience in the identification of metaphors.
While MIP and MIPVU were originally designed
for annotating metaphors in English, there have
been attempts to use the guidelines for other
languages such as Spanish (Sanchez-Bayona and
Agerri, 2022).

Beigman Klebanov et al. (2018) annotate
argumentation-relevant metaphors, i.e. metaphors
that help the writer of an argumentative essay to
advance an argument. In stark contrast to Prag-
glejaz Group (2007) and Steen et al. (2010), they
did not provide “formal definitions of what a lit-
eral sense is in order to not interfere with intuitive
judgments of metaphoricity” (Beigman Klebanov
and Flor, 2013). This line of thought also emerges
in other annotation studies, such as Tsvetkov et al.
(2014) and Piccirilli and Schulte im Walde (2022),
as they rely on intuitive definitions of metaphoric-
ity.

The distinction between — and annotation of

Shttps://www.ldoceonline.com We use this

corpus-based dictionary for our annotation since it was also
used by Steen et al. (2010).

— novel and conventionalized metaphors is an
increasingly active research topic (Parde and
Nielsen, 2018, Do Dinh et al., 2018, Egg and Ko-
rdoni, 2022, Reimann and Scheffler, 2024a). This
distinction is also relevant for our dataset, and has
been been annotated for future use. Another dis-
tinction which is highly relevant for our study is
given by Reijnierse et al. (2018), who in their
annotation protocol differentiate between deliber-
ately and non-deliberately used metaphors. After
all, deliberately used metaphors cannot simply be
learnt from a textbook and could therefore hint at
a higher language competency. We have not anno-
tated whether or not metaphors in our dataset are
used deliberately, but leave this to future work.

2.2 Metaphor Detection

An early approach to automatic metaphor detec-
tion was developed by Birke and Sarkar (2006),
who used a word-sense disambiguation approach
to classify literal and non-literal usages of verbs.
Conceptual Metaphor Theory (Lakoff and John-
son, 1980b) claims that metaphors transfer knowl-
edge from a concrete, familiar domain to a
more abstract domain. Therefore, Turney et al.
(2011) used abstractness scores of context words
as features for their logistic regression classifier.
The idea of “conceptual features” also inspired
Tsvetkov et al. (2014) and Koper and Schulte im
Walde (2016), who — in addition to abstractness
and other scores — used semantic supersenses from
WordNet (Miller, 1994) and scores representing
distributional fit, respectively.

Early neural models, such as Do Dinh and
Gurevych (2016) (a multilayer perceptron with
word embeddings), showed a performance compa-
rable to non-neural classifiers; however, they be-
came popular because they did not require fea-
ture engineering. Later neural models clearly
outperformed the non-neural classifiers: Dankers
et al. (2019) used several multi-task learning mod-
els and reached state-of-the-art results in 2019
for both metaphor and valence/arousal/dominance
(VAD) prediction. During the 2020 Metaphor De-
tection Shared Task (Leong et al., 2020), DeepMet
overall performed best (Su et al., 2020); the au-
thors transformed metaphor detection into a read-
ing comprehension task and observed state-of-
the-art results. We use this model in our study
to compare its performance on the corpus by
Beigman Klebanov et al. (2018) and our corpus.
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Ma et al. (2021) fine-tuned BERT for MD. To
perform word-based metaphor classification, they
copied the input sentence and masked the target
word. The original sentence and the masked copy
were used as input for a sequence classification
task. Uduehi and Bunescu (2024) also mask the
target word, and compute the expectation of a lit-
eral meaning in the given context. Then, they
compute the estimation of the realized meaning
of the target word in order to predict whether
the target word violates the expectation of a lit-
eral word. Li et al. (2023) exploited the fact that
many datasets are based on the Metaphor Identi-
fication Process (MIP; Pragglejaz Group, 2007),
where a word is annotated as metaphorical if its
contextual meaning is dissimilar to its “more ba-
sic meaning” (among further criteria). While prior
models (such as MelBERT by Choi et al. 2021)
grounded on MIP use decontextualized represen-
tations of the target word, Li et al. (2023) success-
fully gathered the representation of the target word
from sentences where it was used literally. While
research on metaphors in English has received
a lot of attention, and also metaphor detection
in other low- to high-resource languages is turn-
ing into an active field (Aghazadeh et al., 2022,
Lai et al., 2023, Schuster and Markert, 2023), re-
search on metaphors in texts of English learners
is rare. Stemle and Onysko (2018) used a bidi-
rectional RNN and fastText embeddings to detect
metaphors for the 2018 Shared Task on Metaphor
Detection (Leong et al., 2018). As training data
for their embeddings they use TOEFL tests (Blan-
chard et al., 2013) of different proficiency levels
(among others); in contrast to our study (and that
of Beigman Klebanov et al., 2018), they use these
texts to detect metaphors in standard language and
not in learner language.

2.3 Metaphors in Automatic Essay Scoring

In automatic essay scoring, the task is to predict
the quality of an essay either on a holistic scale or
for specific aspects of an essay such as language or
structure. For holistic scoring, both linguistic form
and content are usually taken into consideration
and the correct usage of metaphoric expressions
can be seen as one aspect of linguistic proficiency.
Yet to the best of our knowledge, metaphors have
so far not been integrated into automated essay
scoring systems, as — until some years ago — it
has been claimed that the automatic metaphor de-

tection for non-conventionalized metaphors would
not work reliably enough (Graesser and McNa-
mara, 2012). For essay scoring in Chinese, Yang
et al. (2019) used a number of features, including
the number of metaphors. Given their examples,
though, their notion of metaphors rather corre-
sponds to a simile with specific lexical items mark-
ing their occurrence. However, there have been re-
cent successes integrating features on the related
topic of concreteness of multi-word expressions
into essay scoring (Wilkens et al., 2022) highlight-
ing the importance to consider complex linguistic
phenomena.

3 Annotation Study: Metaphor
Annotation in Learner Essays

The goal of the following annotation study is two-
fold: First, we aim at investigating the relationship
between essay scores and the use of metaphors.
Second, our annotation results are used as train
and test sets in the subsequent experimental study
on automatic metaphor detection in learner texts.

3.1 Annotation Data

The dataset used in our study is a subset of the
MEWS dataset by Keller et al. (2020), a collec-
tion of argumentative essays written by German
and Swiss EFL learners. The essays are written
on the basis of four different TOEFL prompts,
two of them being independent prompts (the stu-
dents are given a prompt only) and two of them
being source-based, i.e. the prompt refers to a
reading text. We focus on the independently-
written essays only as source-based essays might
mainly contain metaphors in standard language
adopted from the text. The following two prompts
were used. The students were asked whether they
“agree or disagree with the following statement”:

* Television advertising directed toward young
children (aged two to five) should not be al-
lowed. (Prompt “TV-Ads”)

* A teacher’s ability to relate well with stu-
dents is more important than excellent knowl-
edge of the subject being taught. (Prompt
“Teacher”)

For each essay, expert raters’ scores are avail-
able. Two raters scored the essays on a scale be-
tween one and five (with five being the best score).
If the two ratings were only one point apart (e.g.
rater A: 3; rater B: 4), the average was taken as the
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Figure 1: Number of essays per score in MEWSMET.

overall score. Otherwise, a third adjudicator rated
the essay in order to obtain the overall score. The
essays were written in the penultimate year before
graduation; half of them at the beginning of the
school year (T1) and half at the end (T2).

We randomly selected 236 essays (120 with
prompt “TV-Ads”, 116 with prompt “Teacher”)
from Swiss students; Figure 1 shows the number
of essays per score. As can be seen, all proficiency
levels are taken into account. These essays contain
8025 target verbs (excluding stop words, see Ap-
pendix B) which were automatically detected with
the off-the-shelf NLTK POS-tagger which utilizes
the Penn Treebank tagset (Bird and Loper, 2004).

3.2 Annotation Guidelines

Our goal is the annotation of verbal metaphors in
learner essays. Our guidelines were adopted from
Mohammad et al. (2016), who provide specific
definitions for metaphorical and non-metaphorical
usages compared to guidelines that rely on intu-
ition (cf. Beigman Klebanov and Flor, 2013).
We deemed this kind of guidance helpful for
this structurally difficult task. In contrast to
Beigman Klebanov et al. (2018), who only focus
on argumentation-relevant metaphors, we chose
to annotate all verbal metaphors in order to have
more comprehensive material for analysis. In ad-
dition to a binary decision for metaphorical vs. lit-
eral usage, annotators had to label each target verb
with one of the following four labels (examples
taken from MEWSMET):

* non-metaphorical: for literal usages, e.g.
children learn in their smal age to consume
and to spend money

* conventional metaphor: for frequent
metaphorical usages the annotator has seen
before, e.g. Sometimes you spend even more

time with a particular teacher than your
parents.

* creative metaphor: when the annotator felt
that the verb was metaphorical but rarely
used in this context, e.g. [TV-]channels [are]
flooded with tons of ads..

* uncommon translation of a German con-
ventionalized metaphor: a metaphor that
has a German conventionalized metaphor as
basis, but the English translation used here is
uncommon, e.g. This often brings parents in
difficult situations. (literal translation of the
following German sentence: Das bringt El-
tern oft in schwierige Situationen.).

The guidelines can be found in Appendix A.1.1.

3.3 Annotation Procedure

The annotation procedure was conducted in three
stages using the annotation platform INCEpTION
(Klie et al., 2018) as detailed in the following.

Phase 1 — Sample Annotation by Experts: An-
notating metaphors is generally considered a dif-
ficult task with rather low inter-annotator agree-
ment. For example, Reimann and Scheffler
(2024a) report a Cohen’s k 0.60 for anno-
tating metaphors in religious online forums af-
ter discussing disagreements and adjudication, and
Beigman Klebanov et al. (2018) report a Cohen’s
k = 0.56 after a first round of annotation and a
Cohen’s k = 0.62 after showing the annotators
their partner’s annotations for essays with high
disagreement values, and asking them to recon-
sider their original annotations. Annotating not
standard language, but learner language adds an
extra layer of difficulty. To check the feasibil-
ity of the task and the quality of our annotation
guidelines, we first asked two Swiss-German re-
searchers in the field of English didactics to an-
notate a small subset (5 essays) sampled from
MEWS that is not part of the subset described
above (Section 3.1). The annotators were given
the main annotation guideline as presented in Ap-
pendix A.1.1.

In this first annotation round, inter-annotator
agreement was low (Cohen’s k = 0.22 ). There-
fore, we discussed unclear cases and extended the
main guideline (see Appendix A.1.2) to improve
their clarity. Based on these improved guidelines,
the experts annotated a second sample of 5 essays;
as Cohen’s k increased to a value of 0.37, we con-
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sidered the guideline additions to be useful. Of
course, the inter-annotator agreement still was not
even moderate; however, given the difficulty of the
task, we considered it to be sufficient for a first
round of annotations.

Phase 2 — Main Annotation Study: Next, 236
essays taken from the MEWS corpus (see Section
3.1) were annotated by two annotators, who are
pursuing their master’s degrees to become English
teachers in Germany. For the purpose of training,
they first annotated a MEWS-based toy corpus on
the basis of our revised guidelines and discussed
the results. Both annotators independently anno-
tated the actual data. For adjudication after the
first round of annotations, Annotator A was given
the information whether her annotation differed
from the annotations of Annotator B. The differ-
ence can be one of the following:

* A: metaphor, B: no / uncommon metaphor

* A: uncommon metaphor, B: metaphor / no
metaphor

* A: no metaphor, B: uncommon metaphor/
metaphor

L.e., the nature of the difference was not disclosed
to the annotator and the difference between cre-
ative and conventional metaphor was not taken
into account at all.

Annotator A was asked to check these cases and
correct them if she made an obvious mistake. Af-
ter that, Annotator B did the same for the remain-
ing disagreements. Finally, the first author of this
paper manually checked all annotations and dis-
cussed cases which possibly contradicted the an-
notation guidelines with Annotators A and B.

Phase 3 — Check by Native Speakers: Two
English L1 speakers (one American English, one
British English speaker) were asked to check
whether the metaphors found in Phase 2 were a)
expressions that a L1 English speaker might use,
b) that an L1 English speaker would not use but
which are comprehensible, and c) that are incom-
prehensible. To avoid bias by language errors
surrounding the metaphorical expression, the sen-
tences were corrected and only the relevant part of
the sentence was shown to the annotators.

3.4 Annotation analysis

3.4.1 Inter-Annotator Agreement

After the first round of the main metaphor an-
notation study, agreement for the binary decision

Ann B
met non
met 362 57
Ann A
nn non 32 7574

Table 2: Confusion matrix illustrating the inter-
annotator agreement for the binary metaphor annota-
tion task (metaphorical vs. non-metaphorical).

between metaphorical and non-metaphorical was
moderate with Cohen’s k = 0.42. As mentioned
before, metaphor annotation generally is a field
with rather low inter-annotator agreement, and us-
ing learner essays from all proficiency levels poses
an additional difficulty. Therefore, the low level of
agreement after the first round was to be expected.
After the final round, Cohen’s x reached a high
value of 0.88. The confusion matrix for the bi-
nary decision is shown in Table 2; even though for
89 target verbs the annotators did not agree, for
the vast majority they agreed in their annotations.
For 362 target verbs they agreed that they are used
metaphorically.

Agreement for the 4-way-task (“conventional-
ized”, “creative”, “uncommon”, “no metaphor”)
was lower with Cohen’s k = 0.74, and the an-
notations are represented in the confusion ma-
trix shown in Table 3. While agreement on non-
metaphorical expressions is very high and they
mostly agreed on metaphors that are based on
German conventionalized expressions that are un-
common in English, disagreement was high for
whether a metaphor is creative or conventional.
The distinction between creative and conventional
is hard even for native speakers (compare Parde
and Nielsen, 2018); as our annotators are not na-
tive speakers, the distinction is even harder, be-
cause they are not as familiar with certain conven-
tionalized expressions as native speakers are.

Ann B
conv creat unc non
conv 183 6 6 28
Ann A Creat 94 34 4 27
unc 3 3 29 2
non 23 4 5 7574
Table 3: Confusion matrix illustrating the inter-

annotator agreement for the metaphor annotation (4-
way-annotation: conventional, creative, uncommon,
non-metaphorical).
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Ann 2

incompr compr L1
incompr 3 6 1
Annl compr 6 20 1
L1 7 91
Table 4: Confusion matrix illustrating the inter-

annotator agreement for the check by native speak-
ers (incomprehensible metaphor, comprehensible
metaphor, L1 metaphor).

For the native speaker check, i.e., the 3-way an-
notation whether a metaphor was L1-like, compre-
hensible or incomprehensible, Cohen’s x reached
a value of 0.24. This rather low value is mostly
caused by the fact that more metaphors were con-
sidered L1-metaphors for Annotator 1 than for An-
notator 2 (see Table 4). Annotator 1 was more
tolerant towards metaphors such as fo fall into a
down (meaning: to become depressed) that could
be seen as a creative invention of the writers. This
may be due to Annotator 1’s Bachelor’s degree in
English Language and Creative Writing (Annota-
tor 2 had no background relevant for the task).

3.4.2 Quantitative Analysis

We collected annotations for a total of 8025 tar-
get words in 236 essays. We only counted those
target verbs as being used metaphorically in the
subsequent analyses where both annotators agreed
that the verb was metaphorical, i.e. where they
chose one of the following labels: conventional
metaphor, creative metaphor, or uncommon trans-
lation of a German conventionalized metaphor.
This was the case for 362 verbs. These 362 verb
tokens consisted of 149 types. We did not perform
adjudication for the individual labels (e.g., con-
ventional metaphor), as we only take into account
the binary label (metaphorical, non-metaphorical)
in this study.

The 362 verbs that both German annotators an-
notated as being metaphorical were shown to the
English native speakers. For their check, we de-
cided to err on the side of caution and use the least
optimistic label, i.e. if one annotator decided that
an expression is incomprehensible while the other
decided it was comprehensible, we chose the label
“incomprehensible”. 23 target verbs were anno-
tated as being incomprehensible by at least one an-
notator. These target verbs were counted as being
non-metaphorical, even though the writer might
have intended to use a metaphor here. 112 tar-

175 Wl TLM s CM
150
125
100
75
50

25

0

T

T2

Figure 2: Number of CMs and TLMs found at begin-
ning (T1) and end of school year (T2).

175 Wl TLM

124
103
55 E
AD TE

Figure 3: Number of CMs and TLMs found for the
prompt “TV ads” (AD) and for the prompt “Teacher”
(TE).

s CM

150

125

100

0

get verbs were annotated as being comprehensible
(CMs). For 227 metaphorical expressions both an-
notators declared that they could have been uttered
by an English L1 speaker (TLMs).

Figure 2 shows the amount of metaphors (TLMs
and CMs) found at T1 and T2, respectively. As can
be seen, the amount of CMs stays nearly the same
for T1 and T2, but the amount of TLMs rises by
50%. This indicates that the learners’ proficiency
improves within one year, and that TLMs could
be a useful feature in essay scoring, whereas CMs
might not be.

Figure 3 shows the amount of metaphors (TLMs
and CMs) found for each prompt. While slightly
more TLMs occur in the essays on TV-Ads than
on Teachers, the number of CMs is roughly the
same for both prompts. The balance between both
prompts is important, since we split the entire
MEWSMET-corpus into two parts (MEWS_Ads
and MEWS _Teacher), and use them as training
and testing data.

3.4.3 Relationship between Metaphors and
Essay Quality Scores

In order to investigate the relationship between the
number of metaphors per essay and the essay’s
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holistic score, we counted the number of TLMs
and CMs in each essay, and normalized the num-
ber of TLMs and CMs by the number of each
essay’s characters in order to control for essay
length. Then we obtained the score (1 to 5) at-
tributed to each essay by expert raters. The corre-
lations between the number of TLMs, CMs as well
as all metaphorical expressions (TLMs plus CMs),
each divided by the number of characters, and the
respective essay scores in terms of Pearson’s p are
presented in Table 5.

The results show that there is a weak, yet signif-
icant positive linear correlation (p-value < 0.05)
between essay score and the number of metaphors
that English L1 speakers would use (TLMs). No
correlation between the essay scores and the num-
ber of comprehensible metaphors (CMs) was ob-
served. The combined correlation between es-
say score and all metaphorical expressions (both
TLMs and CMs) is weak, and this correlation is
not significant.

‘ Pearson’s p p-value

TLM/score 0.143 0.028
CM/score -0.011 0.863
both/score 0.118 0.070

Table 5: Pearson’s correlation between target language
metaphors / comprehensible metaphors / both types of
metaphors combined (controlled for essay length) and
essay score.

4 Experimental Study: Automated
Metaphor Identification in Learner
Essays

After having manually identified metaphors in the
previous section, we now turn to the question of
how well existing metaphor detection algorithms
perform on MEWS learner data using our annota-
tions as gold standard.

4.1 Experimental Setup

4.1.1 Classifier

We use DeepMet (Su et al.,, 2020) to detect
metaphors in learner text. DeepMet transforms
metaphor detection into a reading comprehension
task, i.e. the model is trained to answer questions
based on a given sentence. Their model takes the
global context (i.e. the whole sentence), local con-
text (i.e. the words before and after the target word

that are enclosed by punctuation such as commas)
and two types of part-of-speech as features, which
are represented via BERT embeddings. These em-
beddings are fed into a siamese architecture based
on two Transformer encoder layers. Their output
is reduced to one feature vector by average pool-
ing, which is the input to a metaphor discrimina-
tion layer. We chose this model as it showed the
best performance in the 2020 metaphor detection
Shared Task (Leong et al., 2020).

4.1.2 Evaluation Procedure

We use the evaluation procedure presented in
Su et al. (2020), where stratified 10-fold cross-
validation is performed. In each fold, a model is
trained based on a subset (90%) of the training
data and used to make predictions on the entire
set of the test data. The predictions for all train-
ing folds are summed up (leading to a number be-
tween 0 and 10 for each test instance 7). This sum
is divided by the number of folds (in our case 10).
A metaphor preference parameter o (determined
in previous experiments) indicates which predic-
tion is the final prediction for each test instance.
The default value is 0.2, so if at least two models
predicted instance ¢ to be metaphorical, the final
prediction is metaphorical; else, the final predic-
tion is non-metaphorical.

4.1.3 Training Data

As mentioned before, we use two splits of MEWS-
MET, namely MEWS _Teacher and MEWS_Ads.
We train and test in both directions, i.e. we train
on MEWS Teacher and test on MEWS_Ads and
vice versa. In addition to the data we annotated
ourselves, we use two other datasets: firstly, a
very large corpus annotated for metaphors, namely
the VU Amsterdam Metaphor Corpus (VUA) by
Steen et al. (2010). This corpus is sampled from
the British National Corpus (BNC) and covers
academic texts, conversation, fiction, and news
texts, which means that it contains standard En-
glish. The data was annotated under the MIPVU
protocol (Steen et al., 2010). Secondly, we
use the TOEFL corpus which, as mentioned be-
fore, is sampled from the ETS Corpus of Non-
Native Written English, and contains argumenta-
tive essays written by EFL learners shortly be-
fore or after graduating from secondary educa-
tion. Even though this corpus is not as big as
the VUA corpus, it contains learner language sim-
ilar to MEWSMET. Only argumentation-relevant
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Figure 4: Amount of training (fr) and testing data
(te) for VUA and TOEFL compared to size of
MEWS _Teacher and MEWS_Ads on a logarithmic
scale. Percentage of metaphorically used target verbs
given on top of each column.

metaphors were annotated here (Beigman Kle-
banov et al., 2018). For both VUA and TOEFL, we
used metaphor annotations for all parts of speech
for training, and we evaluated on the datasets
where only verbs are annotated for metaphoricity
(as done by Su et al., 2020). The stark differences
in the amounts of training and testing instances
for the two additional corpora, compared to our
dataset, are illustrated in Figure 4.

4.1.4 Computing Hours and Infrastructure

It took about 30 hours to train the VUA model, 12
hours to train the TOEFL model and 2 hours to
train the MEWS models. Experiments were per-
formed on an AMD EPYC 74F3 24-Core Proces-
sor and NVIDIA RTX A6000 GPUs.

4.2 Performance of Metaphor Detection
Method on MEWSMET

If we want to use metaphors as features for auto-
matic essay scoring, they have to be detected au-
tomatically and reliably. Therefore we investigate
how well metaphor detection models perform on
noisy student data such as MEWS.

4.2.1 Experiment 1: Metaphor detection
performance across different datasets

To assess how hard the task of metaphor detection
is on our dataset compared to existing metaphor
datasets, we compare performance across datasets
when training and testing on data from the same
dataset. Results for training and evaluating the
DeepMet model on VUA and TOEFL data are re-
ported in Su et al. (2020); to ensure comparability

with our results on MEWS data we repeated the
experiments on our own GPU machines.®.

To compare the performance on VUA
and TOEFL to our data, we first used the
MEWS Teacher split of our data for training
and MEWS_Ads for testing, and secondly
MEWS_Ads for training and MEWS _Teacher
for testing. In both datasets, we only considered
TLMs, since we assumed that this metaphor type
is closer to the metaphors annotated in VUA and
TOEFL. The results are shown in Table 6. The
hyperparameters were taken from the paper by Su
et al. (2020) with seed = 12.

‘ Precision Recall F1

VUA 70.9 81.9  76.0

TOEFL 64.1 82.8 723

MEWS.T 35.8 194  25.1

MEWS_AD 56.3 8.7 15.1
Table 6: Results for training on VUA / TOEFL /

MEWS data and testing on the corresponding test data.
For MEWS, the training data is mentioned in the table
(e.g. MEWS_T refers to training on MEWS _Teacher
and evaluating on MEWS_Ads). Here, only TLMs
were taken into account. The results are determined
with the preference parameter o = 0.2.

In this evaluation setup, DeepMet performs best
on the VUA data, closely followed by the TOEFL
data. On MEWS_Ads and MEWS _Teacher it per-
forms worst by a large margin.

In the course of the evaluation we observed that
for the two MEWS test datasets the results also
varied greatly across different training folds, while
this was not the case for VUA and TOEFL data.
Table 7 shows the mean and standard deviation
(SD) of precision, recall and F1 across all folds
for the 4 models. Here, precision, recall and F1
are calculated for each fold without using the pref-
erence parameter q.

While the F1 standard deviation for VUA and
TOEFL is lower than 2 Fl-points, for MEWS-
MET (trained on MEWS _Teacher) it is 10.7 points
and 6.5 (trained on MEWS_Ads). During cross-
validation, the test data stays the same, and as 90%
of the training data are used for each fold, the dif-
ference between the individual folds does not vary
largely either. The best guess is that the extreme

%Su et al. (2020) report F'1 = 80.4 for VUA-verb and

F1 = 74.9 for TOEFL-verb. We attribute differences to our
results to slightly different GPU settings.
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| Precision Recall F1
VUA 77.6 +2.1 69.6+39 733+1.6
TOEFL 72.0 = 4.8 649+65 679+L1.8
MEWS_T 343+33.6 82+ 11.1 103 +10.7
MEWS_AD | 52.0£324 42443 7.1+£6.5

Table 7: Mean and SD scores across precision, recall
and F1 for test data on each training fold without us-
ing the preference parameter «. The folds are identical
with the ones used for Table 6.

differences in training data size account for this
behaviour. In order to see whether the training
dataset is indeed too small for the model to learn
properly, we shrunk the VUA training dataset to
a size comparable to MEWS Teacher; the Mini-
VUA consists of 3600 training instances, of which
100 are tagged as being metaphorical. The result
for training on Mini-VUA and testing on the VUA
test dataset is a precision of 26.6 + 36.8, a recall
of 0.2 £ 0.5, and an F1-score of 0.4 £ 0.1. These
numbers show that the model does not learn at all
from Mini-VUA. We therefore expect our models
to perform better with a larger amount of training
data, too.

4.2.2 Experiment 2: Model Performance for
Different Training Datasets

As discussed above, larger amounts of training
data are needed for DeepMet to perform well on
MEWSMET. Therefore, we investigated which
training data is most suitable for our task of de-
tecting metaphors in learner language — a very
large corpus based on standard English (VUA),
or a medium-sized corpus based on EFL data
(TOEFL). The evaluation described above was
also applied here; again we used the hyperparam-
eters from the paper (Su et al., 2020) with seed =
12. Whereas for the previous experiment we fo-
cused on TLMs only, here we present the results
for TLMs only versus all metaphorical expressions
(TLMs plus CMs) in Tables 8 and Table 9.

In terms of F1, the best performance for both
test datasets (MEWS_Teacher and MEWS_Ads)
and for both TLMs and TLMs+CMs was seen
for the model trained on TOEFL. Across both
prompts as well as across TLMs and TLMs+CMs,
precision is higher than recall when training on
MEWSMET. The results are generally higher for
TLMs+CMs than for TLMs only.

4.2.3 Experiment 3: Combining TOEFL with
Target Data

As shown in Section 4.2.2, large amounts of
training data alone do not lead to better results
on MEWSMETS; in-domain training data seems
to be necessary.” As our dataset is too small
for the model to learn, we next use a combina-
tion of our data (MEWS _Teacher) in combination
with the larger TOEFL corpus as training data.
We are mainly interested in detecting TLMs, so
for MEWS _Teacher we only considered TLMs as
metaphors. The results are reported in Table 10.
In terms of F1, DeepMet trained on both TOEFL
and MEWS _Teacher achieves the best results of all
models for both TLMs and TLMs+CMs.

4.3 Discussion

The results of our experiments yield five main
insights. Firstly, large amounts of training data
are vital for DeepMet to perform well. As is
shown in Table 6, DeepMet performs much better
when training and testing on VUA or TOEFL data
than on MEWSMET. Here, the training datasets
for the VUA and TOEFL experiments are much
larger than for MEWSMET experiment (see Fig-
ure 4). When reducing the amount of VUA train-
ing data to match the size of the MEWSMET cor-
pora, DeepMet fails at the classification task for
the VUA test set (F1 = 0.4).

The second insight is that in-domain training
data is needed. When we increased the train-
ing data by using VUA and TOEFL (see Ta-
bles 8 and 9), and tested on MEWSMET, the
model trained on TOEFL-data outperformed the
model trained on VUA-data. This behaviour
was seen across prompts and for both TLMs and
TLMs+CMs. This shows that large amounts of
training data are needed only to an extent; after
a certain threshold (that has to be determined in
future work), in-domain data becomes more im-
portant than more training data. The importance
of in-domain data was also highlighted by the fact
that the best performance overall was seen when
training on TOEFL and MEWS _Teacher, and test-
ing on MEWS_Ads.

Thirdly, it became clear that the results for de-
tecting TLMs+CMs are generally higher than for
detecting TLMs only (see Tables 8, 9 and 10).
This means that the models are better at detect-

"By in-domain we mean language that EFL learners used
in argumentative essays for various prompts.
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| TLM:s only TLMs + CMs

‘Precision Recall F1 ‘Precision Recall F1

TOEFL 12.0 80.7  20.8 17.2 80.5 284
VUA 8.8 927 16.1 12.8 933 225

Table 8: Performance of DeepMet fine-tuned on TOEFL and VUA, and evaluated on the split of our dataset that is
based on the prompt TV-Ads.

| TLMs only TLMs + CMs

‘ Precision Recall F1 ‘ Precision Recall F1
TOEFL 14.6 86.4 249 23.1 88.1 36.6
VUA 10.5 90.3 18.7 16.5 91.9 28.0

Table 9: Performance of DeepMet fine-tuned on TOEFL and VUA, and evaluated on the split of our dataset that is
based on the prompt Teacher.

| TLMs only TLMs + CMs

‘Precision Recall F1 ‘Precision Recall F1

TOEFL+MEWS_T ‘ 18.7 63.7 289 ‘ 27.4 64.8 385

Table 10: Performance of DeepMet fine-tuned on TOEFL-data plus MEWS _Teacher, and evaluated on the split of
our dataset that is based on the prompt TV-Ads.

ing metaphors that are comprehensible, but thata 5 Error Analysis
native speaker would not use. This, however, is .
problematic, since TLMs can be an indicator of ~ In order to get a clearer picture on why Deep-

language proficiency, while CMs apparently can- Met performs rather poorly on MEWSMET data,

not. If metaphors were to be used as features inau- ~ We performed an error analysis. For this we used

tomatic essay scoring, an additional module would ~ the best-performing model — DeepMet trained on
be needed that extracts TLMs. TOEFL-data plus MEWS _Teacher — and looked

at the predictions it made for MEWS_Ads, taking
into account both TLMs and CMs. The first thing
we noticed is that many differences between the
annotations and the predictions concerned verbs
where the concrete meaning is not the basic mean-
ing (anymore). These verbs include to direct, to

Our fourth insight is that the model tends to
overidentify metaphors, which can be seen by
the high recall and low precision across all ex-
periments that were carried out with a sufficient
amount of training data. One explanation for this
behaviour is that the percentage of metaphorical
expressions in MEWSMET is lower than in VUA chf ront, to § upp ort, o create, to 1arget, O 10 ma-
and TOEFL training data (MEWSMET: 2% and nipulate. For instance, the four example sentences
3%, VUA: 30%, TOEFL: 4%, see Figure 4). Also, given for the. ﬁ.rst listed meaning of o direct in the
the preference parameter «, originally designed to Longman Dictionary” are as follows:
improve recall, has to be fine-tuned to MEWS- (1)
MET data (we used a value of 0.2 as suggested
by Su et al., 2020).

Lastly, it should be mentioned that a more metaphor detection model by Ma et al. (2021), because it is

reliable metaphor detection method has to be in theory able to make reliable predictions with as little as
p 200 training instances, as has been shown by Hiilsing and

found, as our best model (trained on TOEFL and Schulte Im Walde (2024) in a multilingual setup. However,
MEWS _Teacher, see Table 10) shows a rather the results we received for our MEWS-data were very poor

weak Fl-score of 28.9 for detecting TLMs 0nly.8 (F1 < 14.4), which indicates that the model works well for
standard language, but not for learner language.

- ‘https://www.ldoceonline.com/dictiona
8In addition to the results presented above, we used the ry/direct, date of access: 15.08.2024

The machine directs an X-ray beam at the
patient’s body.
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@)

The new route directs lorries away from
the town centre.

3) I’d like to direct your attention to para-
graph four.
4 I want to direct my efforts more towards

my own projects.

As none of these meanings entails sensual per-
ception, the basic meaning is abstract, even though
there might be instances where the word is used
in a concrete way, e.g. fo direct the fire extin-
guisher at something. In our guidelines based on
MIP (Pragglejaz Group, 2007) we state that for
metaphorical usage the meaning of a word in con-
text “tend(s) to differ from the basic meaning”,
and we ask the annotators to compare the mean-
ing in a given context to the basic meaning, i.e.
the first meaning mentioned in the Longman dic-
tionary (see guidelines in Appendix A.1.1). There-
fore, the meaning of fo direct in a context such as
advertising directed toward young children'® does
not “differ from the basic meaning” and is labelled
as being literal, even though our model labels it as
being metaphorical. This might be due to the fact
that the majority of data used for fine-tuning stems
from the TOEFL-data where the annotation is not
based on MIP (Pragglejaz Group, 2007), but rather
based on the annotators’ intuitions (Beigman Kle-
banov et al., 2018). The following sentences in the
dataset by (Beigman Klebanov et al., 2018) con-
tain the verb fo direct, and two out of three labels
are metaphorical'':

5) At a first sight, it can be inferred that young
people [...] seem to have become more
ego-directed, in order to prevent them-
selves from the duties that a society is ask-
ing them. — literal

6) it is the nature of the humen, but this in-
trest need to be directed in the right way
but unfortunetlly the same can be directed
by some people whom not civilized.

— metaphorical (both)

This indicates that the different guidelines account
for differences in classification.
A second source of differences between anno-

19Tt should be noted that the word directed is used in the
prompt “TV-Ads” and should therefore be excluded when
analyzing the correlation between proficiency level and the
number of metaphors per essay.

""Only the two instances labelled as metaphorical are true
verbs, the other one being a deverbal adjective.

tations and predictions are personifications. In
line with conceptual metaphor theory (Lakoft and
Johnson, 1980b), we explicitly consider person-
ifications as metaphors (cf. Appendix A.1.2).
Therefore, all of the following expressions in
our MEWS data were annotated as being used
metaphorically:

(7) [...] parents think that advertise threatens
their child [...]

(8) If a advertise is made well it teaches the
child something [...]

9) [...] I saw an advertisement, which was di-

rectly telling children that they should go
to a certain water park [...]

However, the model predicted them not to be
metaphors, which is probably again due to the
different annotation guidelines used for the train-
ing and the testing data. As the guidelines by
Beigman Klebanov et al. (2018) are based on in-
tuition, personifications are not specifically men-
tioned, so it can be assumed that the annotators
did not consider them metaphors. The fact that the
verb entertains was labelled as being used literally
in following sentence from the TOEFL-data con-
firms this assumption:

(10) [...] the computer graphic which
entertains many people in films or TVs
can not invented without computer.

Thirdly, highly conventionalized expressions,
such as fo raise a question or to come to the con-
clusion were annotated as being used metaphori-
cally and predicted as being used literally. Even
though neither of these expression could be found
in the training data by Beigman Klebanov et al.
(2018), the following sentence was found where
the word to raise is used similarly:

(11) And even though their usage has raised
certain environmental concerns [...]

Again, raised is not annotated as being used
metaphorically in the TOEFL-data, probably be-
cause it is too conventionalized and did not “help
the author advance her argument” (Beigman Kle-
banov et al., 2018).

These three reasons for misclassifications hint
at the need for training data that was created with
the help of comparable annotation guidelines.
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6 Conclusion

In our study we set out to investigate the relation-
ship between metaphors and essay scores. We
found that EFL learners create new conceptual
mappings, which are perfectly comprehensible for
native speakers in spite of being uncommon (com-
prehensible metaphors, CMs). However, this strat-
egy — which is absolutely serviceable in every-
day life — does not give us any insights into the
proficiency level of a learner, as our results sug-
gest. Rather, language proficiency seems to corre-
late only with the use of metaphors that a native
speaker would use (target language metaphors,
TLMs).

If we want to use the number of metaphors in an
essay as a feature for automatic essay scoring, we
need to detect metaphors automatically. Previous
studies have shown that metaphor detection meth-
ods such as DeepMet (Su et al., 2020) perform
well on EFL learner data by Beigman Klebanov
et al. (2018). However, such methods had not been
extensively validated for younger and less profi-
cient learners as present in our data. We showed
that large amounts of training data are necessary
to train a model that learns to detect metaphors
in MEWSMET, however, standard English data is
not useful, but new in-domain data is needed to
achieve decent model performance. Here, training
and testing data should ideally be annotated under
the same annotation guidelines, as our error anal-
ysis revealed.

We also showed that DeepMet tends to be bet-
ter at classifying CLs than TLMs. This poses a
challenge, since only the number of TLMs per
essay positively correlates with language profi-
ciency. What is needed, therefore, is a method that
reliably differentiates between TLMs and CMs, if
we want to use the number of metaphors as fea-
tures for essay scoring.

7 Outlook

Our MEWSMET dataset allows further analy-
ses: First of all, differentiating between TLMs
and CMs is vital. Pedinotti et al. (2021) use a
dataset consisting of conventional metaphors and
creative metaphors. They matched each of these
metaphors with their literal counterpart and a non-
sensical expression of the same syntactic struc-
ture. They used the pseudo-log-likelihood score
(PLL) by Wang and Cho (2019) to measure the de-
gree of plausibility that BERT attributes to a sen-

tence. In doing so, they show that BERT is able to
discern creative metaphors from nonsense expres-
sions. As future work, we will apply this score to
see whether it can also discern TLMs from CMs.

What has not been taken into account yet is the
degree of conventionalization. Although our an-
notators assigned the labels “creative” and “con-
ventional” to all metaphorical instances that they
believed to be acceptable English (for all oth-
ers they assigned the label “uncommon transla-
tion of a German conventionalized metaphor” or
“non-metaphorical”), these labels should be con-
firmed by native speakers, or checked against a
corpus-based dictionary as is commonly done to
detect creative metaphors (Reimann and Scheffler,
2024b)'2. Scores indicating novelty could weigh
the metaphorical labels; after all, metaphors that
the learner has frequently heard or even learnt
from a textbook should be treated differently than
creative metaphors that learners form themselves,
when looking at the correlation with essay scores.

Also, the proximity to German metaphors
should be taken into account when using
metaphors as features for essay scoring. In this
study, we annotated metaphors that are uncom-
mon because they are translated from a German
conventional metaphor (e.g. to build an opinion).
We did not carry out further analyses on these un-
common translations due to their small number;
only 29 expressions were annotated as being un-
common by both annotators, and two were consid-
ered incomprehensible during the check by the na-
tive speakers. However, there are probably many
metaphors that originate from a parallel between
the source and the target language, some that are
incomprehensible but certainly others which are
CMs or even TLMs. One example is das bringt
uns zum ndchsten Punkt, which can be translated
word for word into this brings us to the next point.
A learner’s proficiency can be more clearly pre-
dicted when they use metaphors that do not run in
parallel to German metaphors, for example, when
eine Meinung bilden is translated into fo form an
opinion instead of to build an opinion.
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A Appendix

A.1 Annotation Guideline
A.1.1 Main Guideline

Look at each essay individually. For each essay
perform the following steps:

1. Read each sentence and pay attention to the
target verbs, which are already tagged.

2. The label “Metaphorical Usage” should be
given to a target verb if you believe that this
word is used metaphorically. Add the label
“Metaphorical Usage” where missing. The
following label descriptions (taken from Mo-
hammad et al., 2016) should help you:

* Literal usages tend to be more basic,
and have a more straightforward mean-
ing; they are more physical and more
closely tied to our senses (vision, hear-
ing, touching, tasting).

Example 1: The enemy shot down our
aircraft.

— non-metaphorical verb usage, no la-
belling necessary

» Metaphorical usages tend to differ from
the basic meaning and tend to be more
complex and more distant from our
senses. They often are more abstract,
vague, and surprising. Also, they tend
to bring in imagery from a different do-
main.

Example 2: He shot down the student’s
proposal.
— label: “metaphorical verb usage”

At the end of step 2, all metaphorically used
verbs should have two labels (“Target Verb”
and “Metaphorical Usage”).

Assign one of the following labels to each tar-
get verb that you labelled as being metaphor-
ical:

» Label “Conventionalized Metaphor: If,
in your opinion, the verb represents a
conventionalized metaphor, you recog-
nize it to often be used together with one
or more of the given context words.
Example: Susan often spends her time
at the swimming pool.

— The word spend is often used to-
gether with the word time.

» Label “Creative Metaphor”: If, in your
opinion, the verb represents a creative
metaphor, you do not recognize the verb
being usually used together with one or
more of the given context words.
Example: The present sews together the
past and the future.

— The word sew is usually not used
together with words such as present or
past.

* Label “Uncommen Translation Conven-
tionalized”: If the verb represents an un-
common translation of a German con-
ventionalized metaphor, you recognize
a German conventionalized metaphor as
the basis for the translation, but you
think that the English translation is not
common.

Example: eine Meinung bilden, student
translation: to build an opinion.

NB: This label should only be given if
you believe that the underlying German
expression contains a conventionalized
metaphor and if the resulting English
phrase is uncommon or unidiomatic. It
should not be given if the English phrase
is unidiomatic or uncommon, but no
German metaphor is the source for the
error. This label should only be given in
clear cases such as the afore mentioned
phrase to build an opinion.

At the end of step 3, all metaphorically
used verbs should have three labels (‘“Tar-
get Verb”, “Metaphorical Usage” and one
of the following labels: “Conventionalized
Metaphor”, “Creative Metaphor”, “Uncom-
mon Translation Conventionalized”).

A.1.2 Additional Notes

As we are dealing with authentic, and therefore
noisy text, there will be expressions where the
metaphoricity of a verb is unclear. In order to
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clarify which words should be tagged as being
metaphorical and which should not, the following
examples are given as anchors for the annotation.

being metaphorical if only the base verb usu-
ally is more straightforward/physical/.... Ex-
ample: to miss out should not be tagged as

* Words such as to direct or to confront should
not be tagged as being metaphorical. These
words can have a straightforward, more phys-
ical meaning (for example to direct the extin-
guisher at the fire), but this is currently not
the basic meaning, as these words are in the
vast majority of occurences used in an ab-
stract way. Therefore, here the abstract mean-
ing is the basic meaning.

* Very frequent verbs such as
have/be/do/make... have not been tagged as
“Target Verbs” in the annotation documents,
because they are mostly used as auxiliary
verbs. In cases where these words occur as
full verbs (e.g. have a conversation), the
metaphorical meaning is determined mainly
by the following noun, while the verb carries
no or little meaning (cf. light verb phrases).
As we are establishing the metaphoricity of
the verbs, it is fair to say that these verbs
carry no metaphorical meaning, and are
therefore excluded.

 Target verbs in expressions such as to spend
time or to cover topics should be tagged
as being metaphorical. The expressions are
highly conventionalized, but — as opposed to
light verb phrases such as have a conversa-
tion — the meaning of the expression does not
only rest on the noun, and therefore the verb
carries some of the metaphorical weight.

* Idioms can be metaphors, too. For exam-
ple, the verb break is used metaphorically in
the expression fo break the ice and should
be tagged as being a metaphor. However,
there are many idioms which do not have a
metaphorical origin (break a leg, talk to Huey
on the big white telephone) or where the ori-
gin is unclear (it’s raining cats and dogs).
These should not obtain the label “Metaphor-
ical Usage”.

* Phrasal verbs should be tagged as being
metaphorical only if the basic meaning of the
entire phrasal verb usually is more straight-
forward/physical/... (see example above: fo
shoot down). They should not be tagged as

B

being metaphorical, even though the basic
meaning of the base verb (fo miss) might be
more straightforward/physical/....

Personifications should be annotated as
metaphors, too. Example: Money rules the
world.

If a verb is used as part of an extended
metaphor, it should be tagged as being used
metaphorically. Example: His head was a
dovecote, most thoughts flew out, only some
stayed inside. Here, the taTget words should
be marked as being used metaphorically.

If you are unsure what the basic meaning
of a verb is, consult the online version of
the Longman Dictionary: https://www.
ldoceonline.com/dictionary/.
Be aware that there are homonyms, so there
might be more than one basic meaning of a
verb (for example: fo lie can refer to the po-
sition of a person or to a person not telling the
truth).

Dead metaphors, i.e. metaphors that do not
exist anymore because the mapping from
source to target domain can no longer be un-
derstood without historical knowledge (com-
pare Lakoff, 1987), should not be tagged
as being metaphorical. Examples: footage,
pedigree.

Stop Words

In addition to the commonly used stop words (be,
do, should, can, have, would) we also excluded the
word make, because it is very often used by stu-
dents as a placeholder for a verb they do not know,
for example: because school makes our future or
make good grades.
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