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Abstract
This paper presents work-in-progress on de-
veloping a conversational tutoring system de-
signed to enhance non-native English speak-
ers’ language skills through post-meeting
analysis of the transcriptions of video confer-
ences in which they have participated. Fol-
lowing recent advances in chatbots and agents
based on large language models (LLMs), our
system leverages pre-trained LLMs within an
ecosystem that integrates different techniques,
including in-context learning, external non-
parametric memory retrieval, efficient param-
eter fine-tuning, grammatical error correction
models, and error-preserving speech synthesis
and recognition. While the system is still in
development, a preliminary pilot evaluation of
a prototype has been conducted with L2 En-
glish students.

1 Introduction

In an increasingly interconnected world, the abil-
ity to communicate effectively in English has be-
come a vital skill, especially in professional set-
tings where English has firmly established itself as
the lingua franca (Nickerson, 2005; Shegebayev,
2023). However, this requirement often leads to
challenging situations for many non-native speak-
ers who, when participating in meetings, presen-
tations, and discussions conducted in English, fre-
quently find themselves navigating the complexi-
ties of the language under the potential scrutiny of
more fluent colleagues. This dynamic can create
a stressful environment, hindering effective com-
munication and the free flow of ideas, leading to
misunderstandings, and impacting the confidence
and performance of less-proficient speakers (Aich-
horn and Puck, 2017). These linguistic shortcom-
ings are often silently noted by other participants,
but rarely addressed in a constructive manner, and
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the very settings where these individuals most fre-
quently use English are not leveraged as opportu-
nities for improvement.
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Figure 1: Main components of the DeMINT system.
Section 3 describes each component thoroughly.

Although a human tutor could provide valuable
feedback and guidance to help non-native speak-
ers improve their language skills, this solution is
often impractical due to logistical constraints, fi-
nancial considerations, or the reluctance to intro-
duce additional complexity into an already de-
manding professional life. To address this gap, we
propose an automated language debriefing system
that leverages the transcripts of online meetings to
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provide feedback and guidance to non-native En-
glish speakers (L2-English), thus mimicking the
role of a language instructor. Our system, called
DeMINT after the project in which it was de-
veloped, is implemented as an educational chat-
bot (Du and Daniel, 2024) that interacts with users
in a conversational manner, thereby transforming
everyday professional interactions into valuable
opportunities for language improvement.

Conversational intelligent tutoring systems
(ITS) are set to revolutionize the field of edu-
cation, offering one-to-one, personalized, inter-
active, engaging, and inclusive learning experi-
ences to students. Their application in computer-
aided language learning (CALL) is particularly
promising, as contemporary large language mod-
els (LLMs) show remarkable capabilities in lan-
guage understanding and generation. While such
systems were explored in the past (Jia, 2009;
Bibauw et al., 2019), only with the advent of con-
temporary LLMs have functional implementations
become feasible.

Our ITS aims to leverage LLMs in a CALL
application to improve speakers’ language skills
through interactive, personalized, and error-driven
conversations. A functional prototype has been
evaluated in a pilot study with L1 Spanish/L2 En-
glish learners. The source code, along with links
to models and datasets, is available online.1

The rest of the paper is organized as follows.
Section 2 reviews related work on chatbots in edu-
cation. After that, Section 3 describes DeMINT’s
design and its main components. Then, Section 4
outlines the human evaluation. After the conclu-
sions and potential future work described in Sec-
tion 5, the ethical considerations of the project and
the main limitations are highlighed.

2 Related Work

The year 2022 marks a turning point where the
capabilities of LLMs for conversational and edu-
cational tasks, in general, and ITS, in particular,
became evident. Despite this, prior research had
already demonstrated the potential benefits of us-
ing traditional chatbots within dialog-based CALL
scenarios for L2 learners (Jia, 2009; Bibauw et al.,
2019; Huang et al., 2022; Yang et al., 2022), iden-
tifying pedagogical, technological, and social af-
fordances (Jeon, 2024).

1https://github.com/transducens/demint

Shortly after the release of ChatGPT in Novem-
ber 2022, several studies explored its potential for
L2 teaching. A survey among English-as-foreign-
language faculty instructors by Mohamed (2024)
highlighted ChatGPT’s ability to enhance profi-
ciency and motivation, while also emphasizing the
need to address limitations and ethical concerns.
A meta-analysis by Zhang et al. (2023) of 18 ar-
ticles on chatbot-assisted language learning con-
cluded that “using chatbots for language learning
has a positive impact, and the learning outcomes
are better than those in non-CALL situations.” A
more recent meta-study by Cislowska and Acuña
(2024) observed that “the use of chatbots can pos-
itively affect students’ attitudes toward learning a
foreign language, enhancing motivation, interest,
fun, proactivity, and learning commitment”; how-
ever, they also noted that “the novelty effect may
decrease motivation over time, and lacking a hu-
man factor may fail to meet emotional needs and
decrease motivation.” Several other recent reviews
have reached similar conclusions (Labadze et al.,
2024; Du and Daniel, 2024).

Additionally, the emergence of commercial AI-
driven language learning assistants developed by
companies like Duolingo,2 Google,3 or TalkPal4

underscores the growing importance and effective-
ness of LLM-based CALL systems. In spite of
the potential of these systems, we are not aware of
many open-source projects that implement a com-
prehensive conversational ITS for L2 learning as
ours, especially one that leverages the transcripts
of online meetings to provide feedback and guid-
ance to L2-English speakers.

3 System Description

Our system design draws from recent chatbots like
BlenderBot3 (Shuster et al., 2022) which are built
as a pipeline of different modules that mainly con-
sist of LLMs fine-tuned for specific tasks.5

A diagram of the main components of DeMINT
is shown in Figure 1 on the first page. As can be
seen, the system is composed of several modules
that interact with each other to provide a compre-

2https://blog.duolingo.com/duolingo-max
3https://research.google/blog/english-learn

ers-can-now-practice-speaking-on-search
4https://talkpal.ai
5This also resonates, albeit on a smaller scale, with the

revitalization of Minsky’s societies of mind theory (Min-
sky, 1986) in the form of natural language-based societies
of LLMs and other machine learning models mindstorming
together to solve a problem (Zhuge et al., 2023).
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hensive tutoring experience. Some of them are
based on pre-trained LLMs, pre-trained sequence-
to-sequence models or ad-hoc models, while oth-
ers rely on external resources such as textbooks on
English grammar. Next sections describe each of
these modules in detail. The pipeline of modules
outside of the chatbot box in Figure 1 is run offline
before the chatbot starts interacting with the user.

3.1 Diarization

The pipeline starts by processing the audio
recordings of the target online meeting and
identifying the segments corresponding to each
speaker. This is done by using the library
pyannote.audio (Bredin, 2023; Plaquet and
Bredin, 2023), which relies on a neural speaker
diarization model (Takashima et al., 2021). The
diarization process returns the start and end times
of each speaker turn, as well as the speaker ID.

The audio fragments corresponding to each
speaker are then individually processed by the
speech recognition system described in the next
section. Remarkably, an alternative approach has
been recently proposed where diarization and tran-
scription are performed in parallel, and the outputs
are subsequently combined.6

3.2 Speech Recognition

As our error analysis pipeline is performed on the
written transcriptions of the online meetings, a
speech-to-text (STT) model is needed to transcribe
the utterances for each speaker. Our initial ap-
proach was to directly use open-weight pre-trained
models such as Whisper (Radford et al., 2023),
but preliminary tests showed that they were not
entirely suitable for our purposes, due to the fact
that their strong internal language model tends to
correct some of the grammatical errors in the ut-
terances. For example, the Whisper model would
often transcribe “I ∗doesn’t know” as “I don’t
know”, which is unacceptable for our purposes as
the original grammar errors need to be faithfully
preserved. Consequently, our system includes a
custom error-preserving STT model that retains
more grammatical errors. This model is obtained
by fine-tuning Whisper on a custom dataset of
spoken sentences with grammatical errors that we
specifically created for our system.7

6https://huggingface.co/blog/asr-diarizati
on

7Michot et al. (2024) recently demonstrated that certain
CTC-based encoder models corrected slightly fewer errors

The ad-hoc dataset comprises both synthetic
and natural texts containing grammatical errors.
The natural texts are sourced from the COREFL
dataset (Lozano et al., 2020), which contains es-
says by non-native students with varying levels of
English proficiency.8 COREFL includes some au-
dio recordings of students reading their texts, as
well as written compositions. However, since only
a small percentage of the texts have correspond-
ing audio recordings, we have also converted writ-
ten texts into audio using the StyleTTS2 text-to-
speech (TTS) model (Li et al., 2023), which allows
us to synthesize each text with multiple voices,
thereby increasing the diversity of the training
data. On the other hand, the synthetic texts come
from the C4200M dataset (Stahlberg and Kumar,
2021), which contains heterogeneous grammati-
cally incorrect sentences synthetically generated
via a corruption model.9 We have converted these
sentences into audio using the same StyleTTS2
model. The resulting dataset contains 32,000
speech training samples, 1,000 validation samples,
and 1,000 test samples. The training set is com-
posed of 28,592 utterances from C4200M, 814 au-
dios directly obtained from COREFL, and 2,594
synthetic utterances generated from the COREFL
written texts. The test and validation sets are
similarly divided between the two sources. This
dataset is then used to fine-tune Whisper, which
is subsequently employed to transcribe the au-
dio from the online meetings. Further details on
the hyperparameters used for model fine-tuning
can be found in the appendix. The two resulting
models—one based on the original Whisper model
and the other on its distilled version, which is the
one we ultimately used—are available on the Hug-
gingFace hub.1011

than the encoder-decoder-based Whisper model, which they
attributed to the reduced influence of the language model, but
this came at the expense of degraded overall performance. As
a result, we continue to use Whisper in our system. It is worth
noting that their study addresses a similar challenge, aiming
to develop error-preserving STT models. While our approach
is primarily automatic, their work involves the collection and
annotation of a corpus containing English grammatical errors
from young learners.

8Given that our evaluation will primarily involve students
whose mother tongue is Spanish, we use only the subset of
COREFL produced by Spanish students.

9In order to avoid the fine-tuned model relying too much
on ungrammatical utterances, we add clean utterances from
the correct side of C4200M to the training dataset as well.

10https://huggingface.co/Transducens/error-p
reserving-whisper

11https://huggingface.co/Transducens/error-p
reserving-whisper-distilled
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Both datasets complement as C4200M provides
a wide range of sentences and errors, although
with a limited repertoire of voices, while COREFL
offers a more diverse set of voices, accents, and
natural errors. The COREFL dataset has the addi-
tional advantage of allowing our system to adapt
to the accents and errors typically made by L1-
Spanish speakers, who are the users in our pi-
lot study. Due to the licensing restrictions of
COREFL, only the dataset portion based on the
C4200M dataset has been released on the Hugging-
Face hub as the Synthesized English Speech with
Grammatical Errors Dataset (SESGE).12

Each transcribed utterance is split into sen-
tences13 before proceeding to the next step, and
each sentence is associated with the speaker ID.

3.3 Grammatical Error Correction

Core to our work, grammatical error correction
(GEC) is a well-known NLP task that aims to cor-
rect grammatical errors in a given text (Bryant
et al., 2023; Omelianchuk et al., 2024). There
are established shared tasks (Bryant et al., 2019)
and datasets such as FCE (Yannakoudakis et al.,
2011), NUCLE (Dahlmeier et al., 2013), Lang-
8 (Mizumoto et al., 2011; Tajiri et al., 2012),
W&I+LOCNESS (Bryant et al., 2019), and JF-
LEG (Napoles et al., 2017). A GEC model trans-
forms a sentence with grammatical errors into a
grammatically correct one.

Our system currently employs a relatively sim-
ple model obtained by fine-tuning the T5 encoder-
decoder model (Raffel et al., 2020) on the JF-
LEG dataset,14 but we are considering using
more advanced state-of-the-art models such as
GRECO (Qorib and Ng, 2023) or the ensembles
provided by Omelianchuk et al. (2024).15

3.4 Error Annotation

Given the original and the corrected version of
each sentence, we use the ERRANT toolkit16 (Fe-
lice et al., 2016; Bryant et al., 2017) to ex-
tract and annotate the edits necessary to trans-
form one sentence version into the other. ER-

12https://huggingface.co/datasets/Transducen
s/sesge

13Sentence splitting is achieved using the Python’s pack-
age sentence-splitter.

14https://huggingface.co/vennify/t5-base-gra
mmar-correction

15https://github.com/grammarly/pillars-of-g
ec

16https://github.com/chrisjbryant/errant

RANT accomplishes this by applying an extended,
linguistically-motivated version of the classical
Levenshtein distance (Levenshtein, 1966), fol-
lowed by a rule-based labeling of the edits. The
resulting annotations are stored in the M2 format
and then integrated into the JSON schema used
as the intermediate format between the different
components of our system.

3.5 Error Explanation

As ERRANT provides high-level annotations such
as R:VERB:SVA (error in subject-verb agree-
ment) without additional details, an LLM is used
to generate finer-grained natural-language expla-
nations of these errors via few-shot in-context
learning. This aligns with recent works on using
LLMs to further explain corrections made by GEC
models (Fei et al., 2023; Kaneko and Okazaki,
2024; Song et al., 2024). These explanations will
later inspire the chatbot’s responses to the user.

Among all the open-weight, locally-installable
LLMs available, we have found Llama-3.1-8B17

to offer a good balance between speed and qual-
ity. Regarding the prompts used to query the
model, we are considering using the DSPy frame-
work (Khattab et al., 2023) to automatically gen-
erate them via DSPy’s principled search mecha-
nism (Khattab et al., 2022).18

3.6 Retrieval from Textbooks

Another component of the pre-processing pipeline
is a module that retrieves information from En-
glish learning textbooks based on the errors be-
ing analyzed. This information will be one of
the inputs provided to the chatbot’s next-dialog-
line generator at the end of the pipeline. We col-
lected six PDF textbooks to be consulted under
the retrieval-augmented generation (RAG, see be-
low) approach, either open-licensed or available
from archive.org. These English textbooks
are valuable not only for their explanations of
grammatical rules but also for the real examples
of language usage they provide.19

17https://huggingface.co/meta-llama/Meta-Lla
ma-3.1-8B-Instruct

18We have found that DSPy’s compile function is useful
even for simple chains involving a single model, as it allows
us to easily replace the model without manually rewriting the
prompt, and also enforces a certain structure in the JSON out-
put.

19We also plan to use an LLM as a source of this kind of
grammatical information and examples, and to compare the
results of both approaches.
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Retrieval-augmented generation (RAG) encom-
passes a variety of techniques that integrate in-
formation from external documents into the gen-
eration process (Lewis et al., 2020). Naïve ap-
proaches to RAG involve segmenting documents
into passages, computing an embedding for each
passage, and storing both texts and embeddings in
a vector database. Based on the current topic (each
particular error in the use of English in our case),
the most relevant passages are retrieved from the
database by efficiently computing the similarity
between an embedding of the topic and the em-
beddings of the passages. These selected passages
are then provided to an LLM as a source of infor-
mation for generating the output.

Our system employs the state-of-the-art Col-
BERTv2 model (Santhanam et al., 2022b), as im-
plemented by the RAGatouille20 library. Col-
BERTv2 computes token-level embeddings for
passages and queries, making it more suited to
our task than alternatives that compute a sin-
gle dense embedding for each paragraph, as
books’ passages are likely to contain heteroge-
neous information such as grammar rules, open-
domain examples, and exercises. ColBERTv2 is
combined with a technique called performance-
optimized late interaction driver (PLAID) (San-
thanam et al., 2022a), which replaces conventional
vector databases such as FAISS (Douze et al.,
2024) with a more efficient and scalable approach
based on using centroids of clusters of embed-
dings instead of the embeddings themselves. Ad-
ditionally, the RAGatouille documentation states
that its implementation of ColBERTv2 is robust in
new domains and includes strong default settings,
thereby eliminating the need for fine-tuning.

The above modules run offline prior to the de-
briefing session. Next, we describe those actively
engaging in the chatbot’s interaction with the user.

3.7 Empathetic Teacher
Another ingredient fed to the next-dialog-line gen-
erator comes from an LLM fine-tuned with real-
life, ideally-empathetic teacher-student conversa-
tions. This model processes the recent con-
versation history and provides guidance on how
a teacher might respond to the student’s utter-
ance. In order to obtain this model, we fine-tuned
the Llama-3.1-8B model21 with the following

20https://github.com/bclavie/RAGatouille
21https://huggingface.co/meta-llama/Met

a-Llama-3.1-8B

datasets: the Teacher-Student Chatroom Corpus,
TSCCv2 (Caines et al., 2022), CIMA (Stasaski
et al., 2020), the Multicultural Classroom Dis-
course Dataset (Rapanta et al., 2021), Math-
Dial (Macina et al., 2023), and Conversational Up-
take (Demszky et al., 2021). Some of the datasets
were preprocessed in order to split very long con-
versations resulting in the figures shown in Ta-
ble 1. The resulting collection of 6 503 conversa-
tion turns was split into 5 859 for training, 322 for
validation, and 322 for testing, with each dataset
contributing proportionally the same across these
splits. Further details on the training hyperpa-
rameters are provided in the appendix. The fine-
tuned teacher model is available on the Hugging-
Face hub.22

Dataset Original Split turns
Turns Words Turns Words

TSCC v2 570 788k 1 074 786k
CIMA 1 135 44k 1 135 38k
MathDial 2 861 923k 2 876 879k
Multicultural 5 614k 643 614k
Uptake 774 35k 775 34k
Total 5 345 2 404k 6 503 2 351k

Table 1: Datasets used to train the empathetic teacher.
Number of conversation turns and words in the original
datasets and after splitting long conversations.

3.8 Orchestrator
The orchestrator is a simple Python program that
iterates through the different errors and sentences
to discuss them with the user during the debrief-
ing session. For the current target error and sen-
tence, the orchestrator prepares a complex prompt
that includes the original sentence, the corrected
sentence, the current error to review, the error an-
notation, the explanation of the error, the related
information extracted from textbooks, the hints of
the empathetic teacher’s response, the short-term
conversation history and a summary of the mid-
to-long-term most relevant topics discussed with
the user. Note that many of these items are by-
products of the components described above. The
orchestrator takes also into consideration the di-
rectives of the knowledge tracing module (see be-
low) as regards the current state of the conversa-
tion flow and the user’s understanding level. This
long prompt will then be fed to the next-dialog-
line generator.

22https://huggingface.co/Transducens/empathe
tic-teacher
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The prompt consists of several key parts. First,
the chatbot receives instructions on guiding the
user through explanations, examples, and exer-
cises to address the errors. It also outlines a set
of user intentions for different interaction stages,
with specific actions the chatbot must take for
each. The prompt also includes the items gener-
ated in the pre-processing pipeline. Finally, con-
cise instructions guide the chatbot to identify the
user’s intention, generate a suitable response, and
output both following a JSON template. Addi-
tional guidelines ensure that responses are brief,
engaging, and flexible beyond the provided data.

3.9 Knowledge Tracing
In order to guide the conversational flow, we
first considered a traditional strategy based on a
state transition model, with states representing the
user’s position in the learning path. However, we
later found that the language model could manage
the conversation flow autonomously via in-context
learning and intention detection, without the need
for extensive external intervention to track the di-
alog state. Transitions are therefore naturally han-
dled by the LLM, based on the user’s responses.
Errors are prioritized based on frequency, accord-
ing to the ERRANT’s classes.

3.10 Next-Dialog-Line Generator
Although all LLMs used in the previously dis-
cussed components of DeMINT are implemented
as local open-weight models, our preliminary ex-
periments show that the best results are achieved
when the next-dialog-line generator in particular is
a more powerful LLM. Currently, GPT-4 accessed
via the OpenAI API23 is our preferred choice for
this task.24 This component faces the challenging
task of generating the next line of the conversation
based on the informative prompt prepared by the
orchestrator. The output of this generator is then
presented to the user as the chatbot’s response.

3.11 Chatbot Interface
The interface is a simple web app built with
gradio.25 It shows the chatbot conversation in
one column and the transcription, centered on the

23https://openai.com/api
24In particular, we use the gpt-4o-2024-08-06

model, which, in addition to being one of the most powerful
LLMs available today, includes the built-in feature structured
outputs that enforces the generation of outputs in a specific
JSON schema, thereby simplifying the ensuing parsing.

25https://github.com/gradio-app/gradio

current sentence, in another. The user types their
input, and the machine responds accordingly on
the screen.

4 Human Evaluation

A preliminary evaluation26 has been conducted
through interactions between the chatbot and L1-
Spanish/L2-English students. These students have
been recruited through the Languages Service of
our university, which maintains a pool of stu-
dents registered for activities related to multilin-
gualism promotion. This service retains informa-
tion regarding the students’ backgrounds, native
languages, proficiency levels in languages, etc.
Among the students willing to participate in this
evaluation, 7 participants were selected, each dedi-
cating approximately 10 hours to evaluation activi-
ties. We targeted students with B2/C1 levels of En-
glish according to the Common European Frame-
work of Reference for Languages, and aimed to
create a balanced group in terms of gender and di-
versity of backgrounds.

Fifteen video calls of approximately 10 min-
utes were organized among the selected students,
with two or three participants per call. We em-
ployed role-playing games, specifically designed
to engage students in English conversations. Role-
playing games help avoid the difficulties associ-
ated with anonymizing real online meetings and
allow us to control the topics and complexity of
the conversations. Specifically, we have used the
materials designed by Pitts (2015), which provide
the context for the role-playing games, as well as
preparatory questions to help students familiarize
themselves with the topic. Students were given
time to prepare for the online meeting. These
video calls were recorded, and students then par-
ticipated in a debriefing session with our chatbot
to analyze errors in their use of English during the
online meeting. Finally, students completed a sur-
vey to evaluate their interaction with the chatbot.

Feedback from the human evaluation addressed
two main areas: overall user experience and the
chatbot’s effectiveness as an English tutor, with
responses rated on a Likert scale from 1 to 5. Re-
garding the first aspect, participants were gener-
ally satisfied with the tool’s performance and re-
sponse time. In response to the question, “Did
you enjoy interacting with the chatbot?”, all par-
ticipants gave positive feedback, with a score of 4

26The empathetic teacher was disabled during evaluation.
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or 5. However, fluency emerged as the system’s
main area requiring improvement, with an aver-
age score of 3. In terms of the chatbot’s perfor-
mance as an intelligent English tutor, the overall
evaluation was positive, though some areas still
require enhancement. The main concern of the
participants in this evaluation was the accuracy of
the chatbot in identifying speech errors, which re-
ceived an average of 3. Other aspects, such as
the chatbot’s ability to understand their queries,
or the usefulness of examples and resources pro-
vided by the chatbot, were rated with an average
score of 3.3. The clarity of the chatbot’s error ex-
planations received a slightly higher average score
of 3.4. Notably, most participants agreed that the
chatbot helped improve certain aspects of their En-
glish, with five out of seven giving a score of 4 for
this question. Additionally, when asked whether
they would be interested in using a similar chat-
bot in future video conferences, all participants but
one gave scores of 4 or 5, demonstrating a general
interest in this kind of tools.

The audio recordings from the online meetings,
descriptions of the role-playing activities, and the
corresponding transcriptions are available as part
of the English Learners Role-Playing Dialogue
Dataset (ELRD), released under a CC license.27

Although we do not plan to involve human En-
glish teachers in the near future to evaluate the sys-
tem’s error detection capabilities or the interaction
between chatbot and students from a teacher’s per-
spective, we are considering this for later stages.

5 Conclusions

In this paper, DeMINT, an innovative conversa-
tional intelligent tutoring system designed to en-
hance English proficiency of non-native speak-
ers through the analysis of online meeting tran-
scriptions, has been presented. Our system lever-
ages the latest advancements in LLMs and inte-
grates various techniques such as in-context learn-
ing, retrieval augmented generation, grammatical
error correction, and error-preserving speech syn-
thesis and generation. We have provided a com-
prehensive overview of the system’s architecture,
including modules for diarization, speech recog-
nition, error correction and annotation, error ex-
planation, knowledge tracing and chatbot orches-
tration. A pilot evaluation of the system’s ef-
fectiveness through controlled interactions with

27https://github.com/transducens/elrd

L2-English students has been carried out utiliz-
ing role-playing games to simulate real-life con-
versations. Our ultimate goal is to create a scal-
able, accessible tool that mimics the guidance of a
human tutor, providing personalized and context-
aware feedback to help non-native speakers im-
prove their language skills by conveniently lever-
aging their everyday interactions in English. The
code, data, and models developed for this project
have been openly released across various reposi-
tories to promote further research in the field. The
central code repository28 contains links to the ad-
ditional datasets and models.

Despite being a work-in-progress, we already
foresee some future developments. Potential en-
hancements include supporting voice cloning with
tools such as XTTS-v2 (Casanova et al., 2024) so
that the error-preserving STT model can be fine-
tuned with each user’s voice before the debriefing
session. Another line of future research involves
integrating conversational interaction with users
through speech, thus helping students to improve
not only their grammatical skills but also their
pronunciation. Most components of the system
will likely benefit from new emerging models and
techniques; for example, for the error explanation
module, very recent end-to-end systems that pro-
vide error explanations such as xTower (Treviso
et al., 2024) are worth exploring. Additionally,
multimodal models could be investigated to inte-
grate the non-verbal aspects of online meetings,
such as facial expressions and body language. Fi-
nally, another area of future work is to conduct an
ablation study to determine the relevance of each
component within the overall system and explore
their potential replacement by a more advanced
prompting strategy on the final LLM model.
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Ethics

Since the human evaluation involves collecting
and distributing data from participants, special
care has been taken to adhere to relevant ethical
guidelines30 and applicable data protection laws.
Specifically, the research ethics committee of our
university has overseen the experimental process.
Each participant was informed about how their in-
teraction with the model would be used and dis-
seminated, and they signed a consent form. Ad-
ditionally, participants’ personal information has
been pseudonymized in the released data.

Limitations

Our current system has several limitations that we
are aware of. First, the system is currently de-
signed to work with L1-Spanish/L2-English stu-
dents. Although the system could be adapted
for other languages, this would require additional
fine-tuning of the models and the incorporation of
language-specific resources. Additionally, the sys-
tem is currently designed to provide feedback on
grammar errors and language usage, but it does not
address other aspects of language learning such as
vocabulary acquisition or pronunciation. Achiev-
ing fluency in the communication with the chatbot
poses a significant challenge, and the system may
fall short of reaching the spontaneity of a human
tutor. Finally, some users may prefer reviewing
a report over interacting with a chatbot, as non-
native speakers are often aware of many errors
caused by the improvisation required during con-
versation, which they would not make in writing.

A Fine-tuning hyperparameters

Empathetic teacher. To fine-tune Llama-3.1-
8B to function as the generic teacher described in
Section 3.7, we employed the parameter-efficient
8-bit QLoRA method (Dettmers et al., 2023) us-
ing a single A100 GPU with 80 GB of VRAM and
the LLaMA-Factory toolkit.31 The LoRA con-
figuration was set to r = 8, α = 16, with no
dropout applied, and targeting all linear modules.
Flash Attention version 2 was used (Dao, 2023),
and the sequence length was limited to 4 096 to-
kens. The learning rate was set to 10−4 and then
adjusted with a linear learning rate scheduler with
10 warmup steps. The training batch size was 12,

30https://www.acm.org/code-of-ethics
31https://github.com/hiyouga/LLaMA-Factory

and weigths were updated after each minibatch.
We used the AdamW optimizer with hyperparam-
eters β1 = 0.9, β2 = 0.999, and ϵ = 10−8, while
capping the maximum gradient norm at 1.0. The
best model was obtained after 2 900 training steps,
achieving a cross-entropy loss of 1.83.

FT D-FT W D-W
Our test set 31.47 38.81 41.82 39.48
Peoples Speech 47.05 30.77 39.45 40.02
Parler-tts 13.70 15.93 26.26 8.63
mls-eng-10k 13.89 15.37 7.34 8.11
Fleurs 13.12 14.98 16.83 17.43

Table 2: WER results on test sets for the best fine-tuned
models and original Whisper models. FT: fine-tuned
Whisper, D-FT: fine-tuned distilled Whisper, W: origi-
nal Whisper, D-W: distilled Whisper.

Error-preserving speech-to-text model. As re-
gards the error-preserving speech-to-text model
discussed in Section 3.2, we employed a fine-
tuning approach using LoRA (Hu et al., 2022) and
some specific training arguments to fine-tune the
original Whisper model32 and one distilled ver-
sion.33 The configuration for LoRA was set with
r = 16, α = 32, targeting the modules q_proj
and v_proj. Additionally, no dropout was ap-
plied, and no bias was included. We fine-tuned the
models on one GPU RTX A6000 with 48 GB of
VRAM. For the training arguments, the training
batch size was set to 8 for the original model and
28 for the distilled one (its smaller size allowed for
a larger batch size). Parameters were updated af-
ter each minibatch. We used the Adam optimizer
with hyperparameters β1 = 0.9, β2 = 0.999 and
ϵ = 1e − 8, and a linear learning rate scheduler
with 50 warmup steps. The learning rate was set
to 10−5. The fine-tuning was run for 7 500 steps
in the case the original Whisper model, and 7 000
steps in the case of the distilled one. The model
parameters were saved every 500 steps, and eval-
uations were also conducted every 500 steps. At
the end of the training, the best model was chosen
based on the lowest word error rate (WER) upon
the validation set.34 Table 2 shows the scores of
the best models on different test sets.

32https://huggingface.co/openai/whisper-lar
ge-v3

33https://huggingface.co/distil-whisper/dis
til-large-v3

34The selected models had a WER of 12.14 for the original
Whisper model and 18.10 for the distilled one.
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