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Abstract

In this paper, we explore the zero-shot classi-
fication potential of generative language mod-
els for the task of grading vocabulary and gen-
erating graded vocabulary lists. We expand
upon prior research by testing five different
language model families on five different lan-
guages. Our results indicate that generative
models can grade vocabulary across different
languages with moderate but stable success,
but producing vocabulary in a language other
than English seems problematic and often leads
to the generation of non-words, or words in a
language other than the target language.

1 Introduction

Vocabulary lists have long been a cornerstone in
language learning, offering learners a structured
approach to building their vocabulary and improv-
ing reading comprehension (Laufer, 2006; Webb
and Nation, 2017; Miralpeix and Muñoz, 2018).
Resources like the Academic Word List (AWL;
Coxhead 1998) and the New General Service List
(NGSL; Brezina and Gablasova 2015) have proven
useful for both learners and teachers.

Graded vocabulary lists are a subset of vocab-
ulary lists that include a grade for each vocabu-
lary item, indicating its difficulty level for learners.
This information empowers learners to understand
words at their current level, build their vocabulary
progressively, and improve their reading skills. For
teachers and curriculum developers, graded lists
are essential tools for lesson planning and textbook
creation, ensuring learners encounter vocabulary
appropriate for their proficiency level (Kilgarriff
et al., 2014). The importance of graded vocabu-
lary lists is especially clear in the second language
learning (L2) context. They are used in language
assessment tests (Coxhead, 2011), as vocabulary
learning strategies (LaBontee, 2019), in automated
essay grading systems (Pilán et al., 2016; Wilkens

et al., 2022), in text simplification systems (Tack
et al., 2016; Yancey and Lepage, 2018), for auto-
matic exercise generation (Alfter et al., 2019; Alfter
and Graën, 2019), to search for appropriate read-
ing materials (Lee and Yeung, 2018; Ehara et al.,
2018), or in intelligent tutoring systems (Avdiu
et al., 2019).

While graded vocabulary lists have undeniable
value, they also come with some limitations. Static
vocabulary lists can become outdated as language
evolves, and they cannot dynamically adjust to in-
dividual learner needs. Furthermore, compiling
graded vocabulary lists often requires access to spe-
cific textbooks or learning materials, which may
not always be readily available or affordable.

The emergence of Generative Language Models
(GLMs) presents a potential paradigm shift (Creely,
2024; Godwin-Jones, 2024). These models have
demonstrated impressive capabilities in tasks rel-
evant to the L2 context. For example, GLMs can
generate difficulty-adapted definitions for words
(Kong et al., 2022; Yuan et al., 2022), which helps
learners with unfamiliar words. ; simplify complex
texts and tailor the difficulty to the learners’ needs
(Baez and Saggion, 2023); assess essays and pro-
vide feedback (Bannò et al., 2024); and perhaps
most importantly, GLMs can generate new texts
specifically adapted to different difficulty levels
(Bezirhan and von Davier, 2023; Kianian et al.,
2024; Zualkernan and Shapsough, 2024).

While GLMs hold immense promise, approach-
ing or surpassing human-level performances in
some areas (for example in cloze tasks; Rego Lopes
et al. 2024), they are not without their drawbacks.
Some studies show that current models do not
yet outperform task-specific models (Kocoń et al.,
2023), that they struggle with vocabulary in an L2
setting (Farr, 2024; Żerkowska, 2024) and lexical
complexity prediction (Kelious et al., 2024). Ad-
ditionally, achieving optimal results with GLMs
often requires significant computational resources,
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potentially limiting their accessibility.
However, now that it is possible to train GLMs

on consumer GPUs without strategies such as of-
floading, model parallel, check-pointing (Zhao
et al., 2024), the question arises: In the age of
GLMs, do we still need graded vocabulary lists?
Can end users easily use GLMs for vocabulary
grading purposes, and if so, how well do these
models perform? In order to shed light on these
questions, we formulate and explore the following
hypothesis: GLMs are effective at grading vocabu-
lary.

Our contributions are:
1. We investigate the utility of generative lan-

guage models on the task of grading vocabu-
lary for language learners in a zero-shot set-
ting

2. We test five generative language model fami-
lies on five (European) languages

3. We show that all models show comparable yet
underwhelming performance across the five
languages

The rest of the paper is structured as follows:
Section 2 contextualizes our work and points to the
gaps in current research. Section 3 explains the
methodology, including data, experimental setup
and evaluation criteria. Section 4 presents and dis-
cusses the results. Sections 5 and 6 round off the
paper with conclusion and future work.

2 Related Work

There are two research strands that are closely con-
nected to this line of research: complex word iden-
tification (Paetzold and Specia, 2016) and lexical
complexity prediction (North et al., 2023b). Com-
plex word identification is concerned with identify-
ing complex words with downstream applications
such as lexical text simplification (Shardlow, 2013;
Maddela and Xu, 2018). It is a binary task (is a
word complex or not), and is not specifically target-
ing the L2 context.

Lexical complexity prediction emerged from
complex word identification and aims at classifying
the complexity of words on a graded scale (e.g.,
how complex is a word, on a scale from 1 to 4).
Lexical complexity prediction is also mainly used
for downstream tasks like text simplification (North
et al., 2023a; Shardlow et al., 2024b), and is not
specifically targeting the L2 context. However, as
demonstrated by the ongoing list of shared tasks on
the topic (Paetzold and Specia, 2016; Yimam et al.,

2018; Ortiz-Zambranoa and Montejo-Ráezb, 2020;
Shardlow et al., 2024a), it is still an active area of
research. The latest lexical complexity prediction
shared task was a sub-task of the BEA shared task
on multilingual text simplification (Shardlow et al.,
2024a).

Recent work on complex word identification and
lexical complexity prediction found that ChatGPT
only sometimes outperforms task-specific models,
mostly in cases when the contexts are dissimilar
enough to allow for the discovery of a difference;
task-specific models tend to perform better at dis-
criminating the complexity of words even with
smaller context variations (Kelious et al., 2024).
In the recent shared task on multilingual lexical
complexity prediction and lexical simplification,
the winning team of sub-task 1 (lexical complexity
prediction) used GPT4, with an average Pearson
correlation of 0.62 (Enomoto et al., 2024).

On the other hand, generative language mod-
els and their potential for on-the-fly generation
of learning material is increasingly being investi-
gated. However, the focus of these studies is mostly
on text passage generation (Attali et al., 2022;
Bezirhan and von Davier, 2023; Peng et al., 2023;
Boras et al., 2024) and personalization (Leong
et al., 2024; Pesovski et al., 2024).

We fill a critical gap in the literature by investi-
gating the potential of GLMs for graded vocabu-
lary lists and by extending the analysis to multiple
different models and multiple languages on compa-
rable data.

3 Methodology

In this paper we explore two uses cases for GLMs
and graded vocabulary lists. First, we suppose that
a researcher/learner/teacher is in possession of an
ungraded word list that they might want to grade us-
ing GLMs. Second, we suppose that no vocabulary
list exists, and the researcher/learner/teacher wants
to create a graded vocabulary list from scratch us-
ing GLMs. In both cases, we compare the output
of the GLMs to existing vocabulary lists, using
both qualitative and quantitative evaluations (see
Section 3.3 for evaluation criteria).

3.1 Data

As data for this investigation, we use the freely
available CEFRLex1 lists. These lists are derived

1https://cental.uclouvain.be/cefrlex

Proceedings of the 13th Workshop on Natural Language Processing for Computer Assisted Language Learning (NLP4CALL 2024)

2

https://cental.uclouvain.be/cefrlex


from textbooks aimed at learners of different lan-
guages and contain among others for each lemma
the frequencies at different textbook levels (see
Figure 1) according to the Common European
Framework of Reference for Languages (CEFR;
Council of Europe 2018). We specifically use
EFLLex (Dürlich and François, 2018) for English,
ELELex (François and De Cock, 2018) for Span-
ish, FLELex2 (François et al., 2014) for French,
SVALex for Swedish (François et al., 2016) and
NT2Lex (Tack et al., 2018) for Dutch3.

Figure 1: Frequencies across levels for the words ‘Lan-
guage’ and ‘Learning’ in EFLLex

While the Cambridge English Vocabulary Pro-
file (EVP; Capel 2015) or Pearson’s Global Scale
of English (GSE; Pearson 2017) might potentially
be more widely used, they are not available in a
machine-readable form, being targeted at human
end users. Furthermore, they only cover the En-
glish language. However, a study comparing these
two resources between themselves and to EFLLex
found moderate to high correlations both between
EVP and GSE (0.85) and between EVP&GSE and
EFLLex (0.70; Graën et al. 2020).

As the word lists contain some artifacts and
word fragments (e.g., -hour_day, bly7458/00578,
flight_kl0549), we perform some data cleaning. We
only retain single words (excluding multi-word ex-
pressions), and exclude words that contain non-
alphabetical characters such as digits or other sym-

2From the three available versions, for reasons of compara-
bility, we chose the TreeTagger version without automatically
assigned CEFR labels.

3We do not take into account the sense-disambiguated
version of this list, as it mirrors the original list with additional
sense labels

bols. We only retain nouns, verbs, adjectives, and
adverbs.

Finally, we map each word to the level at which it
is first observed (first-occurrence approach). While
simple, this method has been shown to perform on-
par with more complex level assignment methods
(Gala et al., 2013; Alfter, 2021). We opt for a
numerical scale rather than the CEFR scale that the
word lists are derived from, mapping A1 to 0, A2
to 1, B1 to 2, B2 to 3, and C1 to 4. We disregard
C2, which is only included in the French list, as
the difference between C1 and C2 is difficult to
assess (Springer, 2012; Sung et al., 2015; Isbell,
2017), and the focus of the study lies less in the
discriminatory performance at the highest levels
but rather a general ability to grade vocabulary
from easiest to hardest.

Table 1 shows an overview over the final word
lists used in the experiments.

List WC WC2

EFLLex (English) 29667 10295
ELELEx (Spanish) 14290 13291
FLELex (French) 17237 13242
SVALex (Swedish) 15634 13662
NT2Lex (Dutch) 17743 13972

Table 1: Overview over word counts before (WC) and
after (WC2) data cleaning

3.2 Experimental setup

We test five popular instruction-tuned model fami-
lies: Google’s Gemma (Gemma Team et al., 2024),
MistralAI’s Mistral (Jiang et al., 2023), Meta’s
Llama (Touvron et al., 2023), Microsoft’s Phi3
(Abdin et al., 2024), and OpenAI’s GPT (OpenAI
et al., 2024). Specifically, we use Gemma-1.1-
2b-it, Gemma-1.1-7b-it, Mistral-7B-Instruct-v0.3,
Llama3-8B-Instruct4, Phi-3-mini-4K-instruct, and
GPT-4o. Gemma, Mistral, Llama, and Phi3 provide
small versions of their models (2B to 8B) that do
not necessitate massive servers to run, while GPT-
4o potentially relies on multiple different models of
larger size (cited as exceeding 200B; Ayub 2024)
but can be queried programmatically, thus requiring
only a paying account and access to the internet.

4Preliminary experiments with Llama2-7b-chat showed a
strong underperformance in comparison to the other models,
an “unwillingness” to follow instructions, and a tendency to
mostly respond with a score of 3. As a result, the model was
excluded from further experiments.
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All models (except GPT4o) are loaded in 4bit
quantized form, and GPT4o is queried through
its API. All calculations were performed on a sin-
gle high-end laptop computer with a 12th Gen In-
tel®Core i7 2.40Ghz processor, 32GB RAM and
an NVIDIA GeForce TRX 3080 Ti Laptop GPU
graphic card.

Parameters for the models were taken from their
respective Hugginface pages with sample code, mir-
roring a ‘naive’ approach to using GLMs by simply
copy-pasting their example code and running it.
This means that some models use sampling or have
a temperature parameter above zero, reducing the
reproducibility of this study. All parameters can be
found in Appendix B, Table 8.

3.2.1 Generating grades
For the first experiment, we use the word lists as
basis and ask the generative language models to
grade the vocabulary.

Similar to Enomoto et al. (2024) who prompt
GPT4 with a single English prompt for lexical com-
plexity values for different languages, we use a sin-
gle English prompt for all languages and models,
with the first part specified as system input if the
model supports a system role, otherwise prepended
to the user prompt. The full prompt is:

You are an experienced teacher of lan-
guage as a second language. You can
easily assess the difficulty of words in
language for learners. You assess words
on a scale from 0 (easiest) to 4 (hardest).
You only answer with a number.

Assess: word (part-of-speech)

3.2.2 Generating vocabulary list
For the second experiment, we ask the genera-
tive language models to generate word lists from
scratch.

Given the generation limit of GLMs and the as-
sociated cost, and the more qualitative evaluation
of this experiment, we opt to prompt each model
for a maximum of 100 words per level, using the
following prompt. As the output may include re-
peated words, we take the set of unique words for
each level and compare it to the word lists.

You are an experienced teacher of lan-
guage as a second language. You can
easily tell which words are suitable for
learners of language at different levels.

You assess words on a scale from 0 (easi-
est) to 4 (hardest).

Generate 100 words for learners of level
level.

3.3 Evaluation

First, we evaluate the models according to cor-
rectness in predicting grades in comparison to
the textbook-derived grades assigned by the first-
occurrence approach. For this quantitative evalua-
tion, we use Pearson correlation, Jensen-Shannon
distance, accuracy, adjacent accuracy (the predic-
tion is considered correct if it deviates from the
target level by at most one level), precision, recall,
and F1 score.

Second, we evaluate the quality of the generated
graded word lists. For this more qualitative evalua-
tion, we consider coverage of generated vocabulary
as the overlap with existing word lists and a more
in-depth analysis and discussion.

We also investigate whether there is a link be-
tween frequency and discrepancy in prediction. A
low frequency in the word list means that the level
assignment will be less reliable; if we only observe
one occurrence of a word, the level of the word will
be the level where it was observed, by definition.
If GLMs are consistent in grading, then we expect
them to grade low-frequency words according to
their own internal criteria (as opposed to observed
frequency). Further, if GLMs are consistent and
correct in grading vocabulary, then we expect that
larger discrepancies are found in words with low
frequency, and less discrepancy in high frequency
words.

In addition, we explore the impact of the cho-
sen grading scale, investigating whether prompting
the models to grade vocabulary on the CEFR scale
rather than a numerical scale might improve results.
We have opted for a numerical scale because it
might be a more generalizable concept for models
to work with, rather than the CEFR scale, which
the models might have limited knowledge of. For
reasons of economy, we only perform this exper-
iment using the best performing model and two
word lists: the one it scored worst on, and the one
it scored best on.

4 Results and Discussion

In this section, we report the results from the ex-
periments and discuss the results. For space rea-
sons, model names and word list names are abbrevi-
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ated, with G2 and G7 standing for Gemma-2B and
Gemma-7B respectively, GPT for GPT-4o, L8 for
Llama3-8B, M7 for Mistral-7B, and P3 for Phi-3;
EN for EFLLex, ES for ELELex, FR for FLELex,
SV for SVALex, and NL to NT2Lex.

4.1 Generating Grades

As a first measure of comparison, we compare the
predicted label distributions to the original label
distribution by normalizing the label counts by the
total number of items and applying the Jensen-
Shannon distance measure (Lin, 1991). This in-
dicates how well the predictions follow the orig-
inal label distributions, although it gives no indi-
cation of the accuracy of predicted labels. Table
2 shows the Jensen-Shannon distance between the
original label distribution and the predictions for
each model.

G2 G7 GPT L8 M7 P3

EN 0.30 0.40 0.24 0.43 0.32 0.46
ES 0.31 0.35 0.22 0.33 0.20 0.39
FR 0.48 0.51 0.32 0.40 0.27 0.40
SV 0.22 0.42 0.12 0.30 0.37 0.37
NL 0.47 0.43 0.16 0.32 0.13 0.17

Table 2: Jensen-Shannon distance between the original
label distribution and the predicted label distributions
by model. Results in bold indicate the best result per
language.

In order to check for accuracy, we calculate ac-
curacy, precision, recall, weighted F1 score, and
adjacent accuracy. For reasons of space, we only
report F1 scores in the main body of the paper. The
full table including accuracy, adjacent accuracy,
precision, and recall, can be found in Appendix A,
Table 7. Table 3 shows the weighted F1 scores for
each model and word list.

G2 G7 GPT L8 M7 P3

EN 0.17 0.18 0.29 0.16 0.24 0.15
ES 0.15 0.19 0.24 0.20 0.28 0.19
FR 0.15 0.12 0.21 0.19 0.28 0.22
SV 0.26 0.30 0.33 0.25 0.18 0.20
NL 0.18 0.19 0.35 0.35 0.36 0.38

Table 3: Results in terms of Weighted F1 score. Results
in bold indicate the best result per language.

For comparability to lexical complexity predic-

G2 G7 GPT L8 M7 P3

EN 0.03 0.29 0.48 0.36 0.40 0.38
ES -0.03 0.22 0.42 0.29 0.33 0.26
FR 0.03 0.29 0.46 0.33 0.39 0.37
SV 0.07 0.22 0.39 0.25 0.25 0.29
NL 0.07 0.24 0.38 0.26 0.27 0.32

Table 4: Results in terms of Spearman’s ρ. Results in
bold indicate the best result per language.

tion, we also calculate Spearman’s ρ.5 Table 4
shows the results.

Both tables 2 and 3 show a similar trend, with
GPT-4o performing best on English and Swedish,
Mistral performing best on Spanish and French,
and Mistral performing best on Dutch in terms of
predicted label distribution but outperformed by
Phi-3 in terms of weighted F1 score. Table 4 shows
that GPT-4o correlates most with the reference data
in all cases, followed by Mistral-7B and Phi3.

Interestingly, although most models are exclu-
sively meant for use with the English language, all
models show a rather good cross-linguistic capacity.
Further, none of the models performed particularly
well in English, or remarkably better on English in
comparison to the other languages.

Given possible fluctuations, it seems that both
Mistral-7B and GPT-4o are performing similarly
well on this task. Given that GPT-4o requires a pay-
ing subscription, Mistral-7B seems to be a viable
free alternative. We can also observe that Mistral-
7B performs quite well across languages, except for
Swedish, where the Gemma models show surpris-
ingly good performance, coming second (G7) and
third (G2) after GPT-4o. We can also observe that
all models except the Gemma family performed
best on Dutch. Finally, we may see a language
bias: Mistral-7B performed best on Romance lan-
guages, while GPT-4o performed best on Germanic
languages, potentially reflecting a bias in training
data.

4.2 Frequency and Discrepancy

For this experiment, we order each list by total
frequency as given in CEFLex and calculate the
absolute difference in predicted level and assigned

5The lexical complexity prediction tasks indicate both
Spearman’s ρ and Pearson’s correlation coefficient, since the
numerical labels can be expressed as continuous numbers.
However, we do not assume a normal distribution of the data,
which is a prerequisite for Pearson’s correlation coefficient.
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level. We then calculate the average discrepancy
for the first and last x entries, varying x from 10 to
100 in steps of 10. Figure 2 shows the discrepancy
for the different values of x.

As can be seen from the figure, Gemma-2B
shows an opposite trend of what would be expected
with higher discrepencies for high frequency words,
and lower discrepancies for low frequency words.
Gemma-7B shows a mixed picture, with the ex-
pected trend at x = 10, 20, 30, but an opposite
trend from x = 40. GPT-4o, Llama3-8B, Mistral-
7B, and Phi3-4K display a higher discrepancy for
the lowest frequency words and a lower discrep-
ancy for the most frequent words across all lan-
guages, following the expected pattern and confirm-
ing that GLMs may be useful for grading vocabu-
lary items for which the total observed frequency
is too low.

4.3 Impact of Grading Scale
As noted previously, we only investigate the impact
of the grading scale using the best model and the
word lists it performed best and worst on. Based
on Table 2, we select Mistral-7B as model and
Swedish and Dutch as word lists. For the two word
lists, we proceed as described in Section 3.2.1, but
we modify the prompt as follows:

You are an experienced teacher of lan-
guage as a second language. You can
easily assess the difficulty of words in
language for learners. You assess words
on the CEFR scale ranging from A1
(easiest) via A2, B1, B2, to C1 (hard-
est). You only answer with a CEFR
label.

Assess: word (part-of-speech)

Numerical scale CEFR scale

SV 0.18 0.12
NL 0.36 0.20

Table 5: F1 scores (weighted) for numerical scale and
CEFR scale

Table 5 shows the comparison between using a
numerical scale versus using the CEFR scale. We
can note a marked decrease in performance for
both word lists, hinting at the possibility that the
language model may not have come into contact
with the CEFR in sufficient amounts to be able

to accurately apply it. We also notice a tendency
towards predicting A1, which may be due to the
problem of primacy, a tendency for the model to
pick the first alternative from a list of alternatives,
previously shown to exist in ChatGPT (Wang et al.,
2023).

4.4 Generating Vocabulary Lists
In this section we present the results of the vocabu-
lary generation task. During result examination, we
noticed that Gemma-7B consistently output num-
bered lists that only list items 1-10 and 90-100, with
ellipsis of the rest. We therefore opted to leave out
the results for Gemma-7B in this section.

Table 6 shows an aggregated version over all
languages and all levels for vocabulary generation.
The table shows that we requested 2500 words from
each GLM, with 100 words distributed over five
levels for five languages (100 ∗ 5 ∗ 5). We can see
that only GPT-4o generated the exact number of
requested words, Llama-3 generated almost the re-
quested number of words, Gemma did not provide
even half of the requested words, while Mistral-7B
and Phi-3 overgenerated. However, the generated
vocabulary lists contain duplicates. Based on the
unique count of words, we can see that GPT-4o was
closest to the target, followed by Llama-3 (who
overgenerated).

When looking at the number of items gener-
ated at the requested level, we can again see that
GPT-4o performed best, followed by Mistral-7B.
However, Mistral-7B also shows the highest out-of-
vocabulary rate, meaning that it generates words
that are not present in the reference word list. In
terms of overall coverage, we can see that GPT-4o
performs best, followed by Mistral-7B and Llama-
3-8B.

A detailed investigation of results reveals that
Mistral-7B and Llama3-8B tend to group words
by categories (numbers, days of the week, months
of the year, greetings, travel, family, weather,. . . ).
Gemma often disregards the requested level and
generates a list spanning all levels, grouped by
level (easy, moderate, challenging, complex); this
behavior is sometimes also observed for Mistral
(French and Spanish). Phi3 does generate a list
of at least 100 items, but starts repeating the same
word after 20-30 words.

In the following, we examine each model lan-
guage by language and investigate the causes for
a low overlap by looking at words that the model
generated that were not found in the reference list,
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Figure 2: Discrepancies over different values of x. Each graph shows the average absolute discrepancy over all
languages for the most frequent (High freq) and least frequent (Low freq) words when taking into account the x first
and last words of the frequency-ranked list.

R G U L D OOV OOVR (%) LC (%) OC (%)

Gemma-2B 2500 1204 935 156 542 237 25.35 6.24 27.92
Llama3-8B 2500 2433 2181 283 1148 750 34.39 11.32 57.24
GPT-4o 2500 2500 2460 487 1448 525 21.34 19.48 77.40
Mistral-7B 2500 2675 2574 355 1086 1133 44.02 14.20 57.64
Phi3-4K 2500 3073 1285 202 579 504 39.22 8.08 31.24

Table 6: Coverage of generated vocabulary lists aggregated over all languages and levels, with the requested number
of words (100 per level per language; R), the number of generated words (G), the number of unique generated words
(U), the number of words generated that correspond to the desired level (L), the number of generated words that are
in the word list but at a different level (D), the number of generated words that are not in the reference word list
(Out-of-vocabulary; OOV), the out-of-vocabulary rate (out of all generated unique words, how many are not in the
reference word list; OOVR), the level coverage (out of all generated words, how many are in the reference word list
at the given level; LC), and the overall coverage (out of all generated words, how many are in the reference word
list; OC)
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then draw an overarching picture.

4.4.1 English
Gemma-2B At level 0, the generated words include
conjunctions (or) and prepositions (from) that were
excluded from the reference word list due to their
part-of-speech. At level 1, the model generates
pronouns (I), interjections (hello) and multi-word
expressions (family member, thank you) that were
also excluded from the reference word list. At level
2, the model generates words that, according to the
authors of the paper, are of arguably higher com-
plexity than level 2 (e.g., accountability, resilience,
transformative). At level 3, the model generates
plausible candidates. At level 4, the model gen-
erates words that, again, are arguably above level
4, such as: superimpose, reticent, parsimonious,
abrogate, concomitant, magnanimous, prevaricate,
obsequious, iconoclast.
GPT-4o At level 0, the model includes personal
pronouns (you, us) and numbers (zero) that were
excluded based on part-of-speech. However, the
model also generates some words that are suitable
but missing from the reference list (lion, ant). At
level 1, the model generates interjections (hello).
At level 2, the model generates months of the year
and prepositions (between, during). At level 3, the
model generates plausible candidates. At level 4,
the model generates words that are plausible but
includes words of arguably higher complexity, such
as: pernicious, surreptitious, vicissitude, obstreper-
ous, prevaricate
Llama3-8B At level 0, the model generates num-
bers (four), multi-word expressions (thank you)
and plural forms (socks). At level 1, the model gen-
erates words that would potentially be more appro-
priate at level 0 (lion, rectangle, triangle). At level
2, the model generates plural forms (nuts, pillows),
easier words (lemon, omelette) but also plausible
candidates. At level 3, the model generates words
of a much higher level (inscrutable, garrulous, ob-
fuscate, sagacious, jaded, callipygian). At level 4,
the model generates even more complex words (ab-
struseness, papaphobia, mumpsimus, insouciant,
tintinnabulation, perspicacious, zephyrine, gym-
nosophy).
Mistral-7B At level 0, the model generates num-
bers (zero), prepositions (among, between, from)
and question particles (who, where, when, why,
what) that were excluded from the reference list
based on part-of-speech. At level 1, the model gen-
erates interjections (hello), multi-word expressions

(last week, thank you, next week, wake up), and
conjugated verb forms (does, hasn’t). At level 2,
the model generates numbers (four, six) and multi-
word expressions (I am fine, what time is it?, I
do, you’re welcome). At level 3, the model gener-
ates words that are of much higher complexity (jo-
cund, aphorism, temerity, blithe, capricious, kom-
phetamology). At level 4, the model also generates
words of much higher complexity (obstreperous,
sanctimonious, capacious, lachrymose).
Phi3-4K At level 0, the model generates numbers
(seven, nine, four, six), multi-word expressions
(a lot, thank you), but also some plausible miss-
ing words (giraffe, kangaroo, lion). At level 1,
the model generates plural forms (shoes, socks,
pants) and multi-word expressions (thank you, liv-
ing room). At level 2, the model generates plural
forms (shoes, socks, pants) and multi-word expres-
sions (thank you). At level 3, the model gener-
ates plausible words but also words with arguably
higher complexity (xylography, opulence). At level
4, the model generates plausible words but arguably
of higher complexity (obfuscation, zephyr, rambuc-
tious, nebulous, taciturn, dichotomy, ephemeral,
ineffable, effulgent, limerence).

4.4.2 Spanish
Gemma-2B At level 0, the model generates good
candidates that simply are not in the reference word
list (día ‘day’, gato ‘cat’, perro ‘dog’, casa ‘home’).
MWE: gracias de nuevo, por favor too high level:
inspirador, felizmente number: uno At level 1, the
model generates numbers (uno ‘one’), multi-word
expressions (gracias de nuevo ‘thanks again’, por
favor ‘please’), but also words of a higher com-
plexity (inspirador ‘inspiring/inspirer’, felizmente
‘happily’). At level 2, the model generates plausible
candidates. At level 4, the model also generates
plausible candidates, although one word seems to
be misspelled (*objetovo, probably objetivo ‘(an)
objective’).
GPT-4o At level 0, the model generates numbers
(nueve ‘nine’, tres ‘three’), feminine forms (her-
mana ‘sister’) and multi-word expressions (por fa-
vor ‘please’). At level 1, the model generates inter-
jections (hola ‘hello’, gracias ‘thanks’), as well as
hermana and por favor from the previous level. At
levels 2 and 3, the model generates plausible words.
At level 4, the model generates plausible words but
also words with a higher complexity (caliginoso
‘caliginous’, inasible ‘ungraspable’, imperecedero
‘imperishable’, impertérrito ‘undaunted’).
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Llama3-8B At level 0, the model generates some
good words (computadora ‘computer’, telefono
‘telephone’), but also some plural forms (animales
‘animals’, recursos ‘resources’, familias ‘families’)
and words of higher complexity (pormenor ‘de-
tail’). At level 1, the model generates plural forms
(llaves ‘keys’, piernas ‘legs’, brazos ‘arms’, manos
‘hands’), hermana, interjections (hola ‘hello’),
months of the year, days of the week and numbers.
At level 2, the model still proposes computadora,
hermana, and esposa ‘wife’. At level 3, the model
generates multi-word expressions (lo siento ‘I’m
sorry’, me gustaria ‘I would like to have’, hasta
luego ‘see you soon’). At level 4, the model gen-
erates multi-word expressions and phrases, albeit
with only few base constructions, such as desar-
rollar ‘develop ’ (estrategias ‘strategies’, habili-
dades ‘habits’, . . . ), and enfermadad de ‘disease
of’ (alzheimer ‘Alzheimer’, cuidados intensivos
‘intensive care’, . . . ).
Mistral-7B At level 0, the model generates a lot
of words with articles (el choche ‘the car’, la nariz
‘the nose’, *el nariz, el pantalón ‘the pants’, el som-
brero ‘the hat’, el diente ‘the tooth’, la boca ‘the
mouth’) and multi-word expressions (¿donde está
el parque? ‘where is the park?’, ¿como se dice en
español? ‘how do you say this in Spanish?’, me
gusta ‘I like’. At level 1, the model generates num-
bers, interjections (hola ‘hello’), conjunctions (con
‘with’), conjugated verbs (ríe ‘laughs’, llora ‘cries’),
and multi-word expressions (lo siento ‘I’m sorry’,
no me gusta ‘I don’t like’). At level 2, the model
generates numbers, plural forms (amigos ‘friends’,
aguas ‘waters’) and multi-word expressions (bue-
nas tardes ‘good evening’, buenas noches ‘good
night’). At level 3, the model generates plausi-
ble words, but also plural forms (familiares ‘famil-
iar-ADJ-PL’, misterioses ‘mysterious-ADJ-PL’,
hombres ‘men’, tiempos ‘times’, equipos ‘teams’,
ventajas ‘advantages’) and conjugated verb forms
(mantiene ‘maintains’, empieza ‘begins’, hablaste
‘you spoke’, cómprame ‘buy me!’). At level 4, the
model generates mostly plausible words but also
French words (flâner ‘stroll around’) and words
with higher complexity (zozobrar ‘capsize’, ceno-
tafio ‘cenotaph’, panoptico ‘panoptic’, acriminarse
‘incriminate onself’).
Phi3-4K At level 0, the model generates inter-
jections (hola ‘hello’, gracias ‘thanks’), multi-
word expressions (a veces ‘sometimes’, por fa-
vor ‘please’) and plural forms (olas ‘waves’). At
level 1, the model generates multi-word expres-

sions (manazana roja ‘red apple’, manzana amar-
illa ‘yellow apple’, manzana verde ‘green apple’),
interjections (hola, gracias) and multi-word ex-
pressions (por favor). At level 2, the model gen-
erates interjections (hola, gracias). At level 3,
the model generates personal pronouns (nosotros
‘us’), plural forms (olas ‘waves’, mesas ‘tables’,
pájaros ‘birds’), conjugated verb forms (llegaron
‘they arrived’, llegaste ‘you arrived’, llego ‘(I) ar-
rive’). At level 4, the model generates multi-word
expressions (nave espacial ‘spacecraft’, cambio
climático ‘climate change’, historia antigua ‘old
history’, jardín botánico ‘botanical garden’, natu-
raleza muerta ‘still life’).

4.4.3 French
Gemma-2B At level 0, the model generates fem-
inine forms (grande ‘tall-FEM’, petite ‘small-
FEM’), interjections (oui ‘yes’), plural forms (amis
‘friends’) and multi-word expressions (merci beau-
coup ‘thank you very much’). At level 1, the model
generates grande as on the previous level. At level
2, the model generates plausible words. At level
3, the model generates oui as on level 0. At level
4, the model generates feminine forms (ambigüe
‘ambiguous-FEM’) and apparently English words
(incoherence, discreet).
GPT-4o At level 0, the model generates interjec-
tions (excusez-moi ‘excuse me’, oui ‘yes’), multi-
word expressions (s’il vous plaît ‘please’, au revoir
‘goodbye’), feminine nouns (amie ‘friend-FEM’)
but also slightly misspelled words (velo instead of
vélo ‘bicycle’). At level 1, the model generates
numbers, plural forms (amis ‘friends’), multi-word
expressions (l’année *derniere ‘last year’), but also
words of lesser complexity (mois ‘month’). At
level 2, there are no generated words not present
in the reference word list. At level 3, the model
generates multi-word expressions/reflexive verbs
(se faufiler ‘sneak’). At level 4, the model gen-
erates plausible words, but possibly of too high
complexity (prestidigitation ‘sleigh of hand’, pug-
nacité ‘pugnacity’, malversation ‘embezzlement’,
acquiescer ‘acquiesce’).
Llama3-8B At level 0, the model generates mostly
multi-word expressions and phrases or phrasal
fragments (je suis impatient ‘I am impatient’, je
voudrais ‘I would like’, c’est faux ‘that’s wrong’),
but also some questionable phrases such as ça est ir-
raisonable, which should be c’est irraisonable. At
level 1, the model again mostly generates phrases,
and again some questionable phrases such as je suis
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frère/femme ‘I am brother/woman’. At level 2, the
model generates plausible words and multi-word
expressions (réservation de taxi ‘taxi reservation’,
transport en commun ‘public transport’). At level
3, the model generates plausible words and plural
forms, although these are generally encountered
in the plural (chaussures ‘shoes’, souliers ‘shoes’,
épices ‘spices’). At level 4, the model generates
some questionable English words of high complex-
ity as mantic, catharsis, and kibosh.
Mistral-7B At level 0, the model generates per-
sonal pronouns (eux ‘them’, elle ‘she’), multi-
word expressions (pommes frites ‘French fries’),
but also some clearly non-French words (beef,
chicken, vino). At level 1, the model generates
conjugated verb forms (parlait ‘(s/he) spoke’), plu-
ral forms (doigts ‘fingers’), multi-word expres-
sions (au revoir ‘goodbye’), and some question-
able or wrong forms such as s’lever (possible in
slang but generally se lever), ecouter (écouter),
cafe (café). At level 2, the model generates plu-
ral forms (chiens ‘dogs’) and some questionable
words such as *prenon, coche ‘car-SPANISH’, milk,
banana, egg, water. At level 3, the model gener-
ates feminine forms (délicieuse ‘delicious-FEM’)
and English words (negociate). At level 4, the
model generates multi-word expressions (une fois
de plus ‘once more’, penser qu’il est possible ‘think
that it is possible’, selon une étude ‘according to a
study’), feminine forms (contemporaine ‘contem-
porary-FEM’), English words (idiosyncrasy), and
questionable so-called “multi-word expressions”
(trouver des choux de bruxelles sous les pierres
‘finding brussels sprouts under stones’, donner sa
bague à quiconque veut l’attraper ‘giving your ring
to anyone who wants to grab it’, s’asseoir sur *un
*chais de poule ‘sitting on a chicken chair(?)’).
Phi3-4K At level 0, the model generates multi-
word expressions (très bien ‘very good’, je n’ai
pas ‘I don’t have’, je suis ‘I am’, je ne comprends
pas ‘I don’t understand’, pas mal ‘not bad’). At
level 1, the model generates male/female alterna-
tives (apprenti(e) ‘apprentice’, professeur(e) ‘pro-
fessor’, *enfant(e)6), multi-word expressions (je
suis ‘I am’, très bien, merci ‘very good, thank you’,
je m’appelle ‘my name is’, s’il vous plaît ‘please’).
At level 2, the model generates multi-word expres-
sions (j’ai besoin de ‘I need’, un peu ‘a bit’, je
voudrais ‘I would like’). At level 3, the model gen-

6Enfant as a noun can take both the male and female arti-
cle. Enfante exists as a conjugated form of enfanter ‘to give
birth/bear fruit/bear a child’

erates plural forms (conséquences ‘consequences’,
héros ‘heroes’), multi-word expressions (justice
sociale ‘social justice’, liberté individuelle ‘individ-
ual liberty’), and English words (warrant). At level
4, the model generates plausible words.

4.4.4 Swedish
Gemma-2B At level 0, the model generates su-
perlative adjectives (bästa ‘best’, högsta ‘highest’),
conjugated verb forms (kom ‘come-IMP/came’),
alternatives separated by slash (ja/nej ‘yes/no’).
At level 1, the model generates more alterna-
tives separated by slash (goddag/godnatt ‘good
day/night’, skapar/tar ‘create/take’, jag/du/han/hon
‘I/you/he/she’). At level 2, the model generates
personal pronouns (du ‘you’, vi ‘we’), words of
higher complexity (semantik ‘semantics’, multi-
pel ‘multiple’, konnotation ‘connotation’) and con-
junctions (som ‘as’). At level 3, the model gener-
ates non-Swedish words (fyllek, inkluder, konsek-
went), fragments (effektivitets, sammanfatt) and
plural forms (distraktioner ‘distractions’, kondi-
tioner ‘conditions’, konflikter ‘conflicts’). At level
4, the model generates plausible words.
GPT-4o At level 0, the model generates fragments
(gat), interjections (hej ‘hello’), but also some valid
forms that are simply not in the reference word list
(snart ‘soon’, idag ‘today’, snälla ‘please’). At level
1, the model generates plural forms that are mostly
encountered in the plural (skor ‘shoes’, grönsaker
‘vegetables’, pengar ‘money’, byxor ‘pants’). At
level 2, the model generates valid forms that are
not present in the reference word list (plommon
‘plum’, citron ‘lemon’, fjärrkontroll ‘remote con-
trol’, körsbär ‘cherry’, fikon ‘fig’). At levels 3 and
4, the model generates plausible words.
Llama3-8B At level 0, the model generates per-
sonal pronouns (hon ‘she’, ni ‘you-PL’), conjunc-
tions (om ‘if’), and multi-word expressions (du kan
‘you can’, ni är ‘you-PL are’, vi har ‘we have’).
At level 1, the model generates plural forms (fruk-
ter ‘fruits’, händer ‘hands’, fötter ‘feet’), genitive
forms (husdjurs ‘of the pet(s)’), and non-Swedish
words (fartyk, probably meant to be fartyg ‘vehi-
cle’). At level 2, the model generates plural forms
(kängor ‘boots’, tänder ‘teeth’, fingrar ‘fingers’)
and definite forms (landet ‘the land’). At level 3,
the model generates plausible words. At level 4,
the model generates plausible words but also quite
some plural/definite/genitive forms.
Mistral-7B At level 0, the model generates non-
Swedish forms (ananass, kokka, ingokt), geni-
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tive forms (köks ‘of the kitchen’), numbers, in-
terjections (hej ‘hello’), personal pronouns (du
‘you’), and some questionable forms such as man-
nis(ka) and kvinn(a) that cannot be decomposed
as indicated in Swedish. The first word should
be människa ‘human’, there is no such word as
männis, and the second word should be kvinna
‘woman’, again there is no such word as kvinn.
At level 1, the model generates plural forms (skor
‘shoes’, pengar ‘money’, kakor ‘cookies’, byxor
‘pants’), definite plural forms (äpplen ‘the apples’),
and non-Swedish words (fräj). At level 2, the
model generates clearly English words (autumn,
january, march, august, winter), and the number
one-hundred-eleven (hundraettioett). At level 3, the
model generates non-Swedish words (hedervidy)
and some misspelled words (heteronynym, ockupa-
tion, perssonlighet). At level 4, the model generates
plausible words.
Phi3-4K At level 0, the model generates noun
phrases with articles (en liten flicka ‘a small girl’,
en liten hund ‘a small dog’, en liten fisk ‘a small
fish’, *en liten hus ‘a small house’), multi-word
expressions (jag har ‘I have’), definite forms (kat-
ten ‘the cat’), interjections (hej ‘hello’), articles
(det ‘the’), comparative adjective forms (äldre
‘older’). At level 1, the model generates personal
pronouns (du ‘you’, hon ‘she’, han ‘he’), nouns
with article (en bilspår ‘a car track’, en bil ‘a car’),
question particles (hur ‘how’) and small phrases
(du/han/hon/jag/det är ‘you/he/she/I/it is/are’). At
level 2, the model generates small phrases with
låt oss ‘let’s’ (träffa ‘meet’, spela ‘play’, . . . ). At
level 3, the model generates definite forms (skolan
‘the school’, dörren ‘the door’, gatan ‘the street’).
At level 4, the model generates multi-word expres-
sions (framtidens utveckling ‘future development’,
*kulturella identitet ‘cultural identity’).

4.4.5 Dutch
Gemma-2B At level 0, the model generates ar-
ticles (het ‘the’) and personal pronouns (ik ‘I’,
jullie ‘you’, hij/zij ‘he/she’). At level 1, the
model generates questionable words (*esensieel,
contextueel ‘contextual’, opwinding ‘excitement’,
verenigt ‘united’, *genuinen, opdrachten ‘com-
mands’, *overschrokken, onvoorspelbaar ‘unpre-
dictable’). At level 2, the model also gener-
ates questionable words (oplossingen ‘solutions’,
vervuld ‘fulfilled’, opwinding ‘excitement’, trans-
formatie ‘transformation’, verhoogd ‘elevated’, lib-
eraliseren ‘liberalize’, opvolging ‘succession’, mul-

tidimensionaal ‘multidimensional’) and English
words (delicate, aromatic). At level 3, the model
generates questionable words (*exceptieel). At
level 4, the model generates plausible words.
GPT-4o At level 0, the model generates days of the
week (woensdag ‘Wednesday’, vrijdag ‘Friday’)
and multi-word expressions (dank je ‘thank you’).
At level 1 and 2, the model generates words with
the diminutive -je ending (broodje ‘bread-DIM’,
koekje ‘cake-DIM/cookie’). At level 3 and 4, the
model generates plausible words.
Llama3-8B At level 0, the model generates ques-
tionable words related to games (spelletjeskistje
‘game box’, speelkaart ‘playing card’, spelletjes-
doos ‘game box’, spelletjesbox ‘game box’, spel-
letje ‘game’, spelletjspak ‘game pack’) and words
with the diminutive -je ending (hondje ‘dog-DIM’,
huisje ‘house-DIM’, katje ‘cat-DIM’, autootje
‘car-DIM’). At level 1, the model generates plausi-
ble words, but also days of the week, numbers,
multi-word expressions and diminutive expres-
sions (broertje ‘brother-DIM’, zusje ‘sister-DIM’).
At level 2, the model generates more diminu-
tive forms (liedje ‘song-DIM’, broertje ‘brother-
DIM’, koekje ‘cake-DIM/cookie’, muziekje ‘mu-
sic-DIM’, broodje ‘bread-DIM’, pakketje ‘pack-
age-DIM’, zusje ‘sister-DIM’, spelletje ‘game-
DIM’, briefje ‘letter-DIM’). At level 3 and 4, the
model generates plausible words.
Mistral-7B At level 0, the model generates days
of the week (donderdag ‘Thursday’, woensdag
‘Wednesday’), numbers (vier ‘four’, vijf ‘five’),
months of the year (augustus ‘August’, oktober ‘Oc-
tober’), personal pronouns (jullie ‘you’, hij ‘he’)
and multi-word expressions (hoe zoekt u? ‘how
do you search?’, met vriendelijke groet ‘yours sin-
cerely’). At level 1, the model generates diminutive
forms (vierkantje ‘square-DIM’, bankje ‘bench-
DIM’, tabletje ‘tablet-DIM’, hakje ‘heel-DIM’,
bootje ‘boat-DIM’, klusje ‘chore-DIM’). At level
2, the model also generates diminutive forms (ap-
peltje ‘apple-DIM’, dagje ‘day-DIM’). At level 3
and 4, the model generates plausible words.
Phi3-4K At level 0, the model generates diminu-
tive forms (appeltje ‘apple-DIM’). At level 1, the
model generates plural forms (dieren ‘animals’,
rozen ‘roses’), superlative adjective forms (oud-
ste ‘oldest’), personal pronouns (ik ‘I’), conjugated
verb forms (eet7 ‘eats/eat-IMP’) and days of the
week (maandag ‘Monday’). At level 2, the model

7In Afrikaans, eet is the infinitive form of the verb ‘to eat’
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generates plural forms (boodschappen ‘groceries’,
vrienden ‘friends’, autos ‘cars’). At level 3, the
model generates all days of the week and kled-
ingstukken ‘garments’. At level 4, the model gener-
ates multi-word expressions (regionale economie
‘regional economy’, sociale kwesties ‘social is-
sues’).

4.4.6 General Remarks
Overall, we see a common pattern in the generated
graded word lists, namely a propensity to gener-
ate personal pronouns (you, he, it), days of the
week, months of the year, and numbers. All those
categories were excluded from the reference word
list based on part-of-speech filtering. A common
motive also seems to be food and animals.

The models also tend to generate phrases rather
than single words at times; phrases and multi-
word expressions are undeniable useful for lan-
guage learners, but the models do not adhere to the
prompt.

In contrast to the grading task, which does not
require models to output any language, the vocabu-
lary generation tasks shows some shortcomings
of the models when it comes to producing lan-
guage other than English. This is noticeable for
Spanish (Gemma-2B, Mistral-7B), French (GPT-
4o, Llama3-8B, Mistral-7B, Phi3-4K), Swedish
(Gemma-2B, Llama3-8B, Mistral-7B), and Dutch
(Gemma-2B).

Finally, especially for English, all models gener-
ate words of the highest complexity when prompted
for words of level 4. This may well be a phrasing
problem in the prompt, as we explicitly state 4 as
the highest level, albeit for language learners.

One general problem that we noticed is that if
the word to assess is (or could be interpreted as)
an English word, apparently mostly related to com-
puter programming (by, blank, score, index, col-
umn, sample, type), the model fails to recognize
the word to assess. We also notice that sometimes
the models score outside of the given range (5,6,7),
repeats the input prompt, or generates additional
explanations even though it was asked not to. This
is especially true for Gemma-7B.

5 Conclusion

In this paper, we presented experiments of using
small versions of large generative language mod-
els out-of-the-box for (1) grading vocabulary lists
and (2) generating graded vocabulary lists. Results
show that while most of the models may only be

targeted at English, they perform quite well cross-
linguistically at the task of grading vocabulary.
However, when it comes to producing vocabulary,
the quality suffers.

One key finding is that GLMs that perform well
on the task of grading vocabulary can be used
to grade vocabulary items with low observed fre-
quency. This use case uses the strength of graded
word lists and GLMs for synergy effects.

We have also shown that using a numerical scale
rather than the CEFR scale yields better results.
This may be because the language models have not
had enough contact with CEFR material to learn
and “understand” what the different levels mean. A
numerical scale may be more generalizable in this
case.

To answer the hypothesis put forward at the be-
ginning of the paper: “GLMs are effective at grad-
ing vocabulary”, we can conclude that all tested
models exhibited some form of grading ability, al-
though the predicted scores do not exactly match
the textbook-derived scores, leading to low accu-
racy, precision and recall. However, when taking
into account adjacent accuracy (the prediction is
considered correct if it is at most one level from
the target level), we can see values up to 99% (see
Table 7 in the Appendix A).

When it comes to generating vocabulary from
scratch, GLMs can be a starting point, although
their potential for generating large graded vocabu-
lary lists seem limited and needs further investiga-
tion. The inclusion of inflected forms (plural forms,
conjugated verb forms) is undesired for most pur-
poses.

One (maybe unsurprising) finding is that the
much larger base-model GPT-4o performed best
on average, indicating the larger GLMs may be
more accurate in grading and generating vocabu-
lary lists. However, Mistral-7B showed promising
performance at second place and thus might be a
viable free option.

Overall, while generative language models show
promise in grading vocabulary across languages,
continued research and development are needed
to enhance their performance and applicability in
language learning contexts.

In the hopes that the data may be of use to other
researchers in the field, we make the data available
at https://github.com/daalft/cefrlex_llm.
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6 Future Work

We noticed that all models show a general tendency
towards the middle levels. Previous research on
feature-based classifiers shows that these classi-
fiers tend to perform well on the extremes of the
scale, and tend to mix up the middle levels (Pilán
et al., 2016; Alfter and Volodina, 2018). Hence,
we could potentially use feature-based classifiers
to confidently identify items at the extremes of the
scale, and GLMs to classify the middle levels.

Prompt engineering would also be a possible av-
enue for future work. A chain-of-thought prompt
as used by Enomoto et al. (2024) may be more
effective at eliciting not only a grade but also the
decision process for arriving at that grade, allowing
for greater transparency. As LLMs are sensitive
to prompt formulation (Sclar et al., 2024), experi-
menting with different prompt wording may also
prove beneficial.

Finally, it would be interesting to investigate
how fine-tuning models impacts performance. We
suggest a scenario where fine-tuning is done on
one language family (e.g., Romance) and tested
on a different language family (e.g., Germanic), to
check for language-agnostic transferability of the
graded vocabulary concept.

Limitations

In this work, we investigate only European lan-
guages, giving the work a strong Eurocentric focus.
It would be beneficial to extend the investigation to
more non-European languages.

In this work, we only tested small models. It is
highly possible that the larger models may yield
better results. However, such models also require
significantly more power, both computational and
financial.

Finally, we only generate up to 100 words for
each level for each language. The generation limit
of the GLM can be circumvented through a chat
with history by repeatedly asking for another set
of 100 words and passing the previously generated
answer as history. Alternatively, the LLM can be
prompted to generate texts of a certain proficiency
level, based on which frequency-level information
about words can be extracted, simulating a learner-
oriented textbook (comprehension) corpus.
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A Generating grades: Full result table

Gemma-2B Gemma-7B GPT-4o
Acc AAcc P R F1 Acc AAcc P R F1 Acc AAcc P R F1

EFLLex 0.20 0.84 0.21 0.20 0.18 0.24 0.93 0.32 0.24 0.18 0.30 0.94 0.39 0.30 0.29
ELELex 0.18 0.77 0.23 0.18 0.16 0.23 0.93 0.30 0.23 0.19 0.25 0.91 0.33 0.26 0.25
FLELex 0.21 0.85 0.36 0.22 0.15 0.17 0.89 0.39 0.18 0.12 0.21 0.91 0.36 0.22 0.22
SVALex 0.26 0.94 0.25 0.27 0.24 0.30 0.96 0.31 0.30 0.21 0.33 0.96 0.34 0.34 0.33
NT2Lex 0.24 0.90 0.30 0.24 0.18 0.27 0.97 0.28 0.27 0.19 0.33 0.97 0.39 0.34 0.35

LLaMA3-8B Mistral-7B Phi3-4K
Acc AAcc P R F1 Acc AAcc P R F1 Acc AAcc P R F1

EFLLex 0.21 0.93 0.35 0.22 0.16 0.26 0.87 0.35 0.27 0.24 0.22 0.91 0.33 0.22 0.15
ELELex 0.24 0.95 0.29 0.24 0.20 0.30 0.90 0.31 0.30 0.28 0.25 0.94 0.35 0.25 0.19
FLELex 0.25 0.96 0.40 0.26 0.19 0.28 0.92 0.39 0.28 0.28 0.29 0.96 0.42 0.29 0.22
SVALex 0.28 0.96 0.31 0.29 0.25 0.21 0.87 0.28 0.21 0.18 0.26 0.95 0.28 0.26 0.20
NT2Lex 0.37 0.99 0.38 0.38 0.35 0.37 0.97 0.36 0.37 0.36 0.40 0.99 0.40 0.40 0.38

Table 7: Results in terms of Accuracy (Acc), Adjacent accuracy (AAcc), Precision (P), Recall (R), F1 score (F1), all weighted by label. Results in bold indicate the best result per
category (Acc, AAcc, P, R, F1)
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B Model parameters

Model parameters for generation. For the Gemma models and GPT-4o, no additional parameters were
passed. For Mistral-7B and Llama3-8B, sampling was enabled, for Llama3-8B the temperature and
top_p parameters were set, and for Phi-3, temperature was explicitly set to zero. The example code for
Phi-3 additionally includes do_sample=False, which has no effect when temperature is zero, thus we
excluded this parameter.

Model Generation parameters

Gemma-2B None
Gemma-7B None
Mistral-7B do_sample=True
Llama3-8B do_sample=True, temperature=0.6, top_p=0.9
Phi-3 temperature= 0.0
GPT-4o None

Table 8: Model generation parameters
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