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Abstract

In the evolving NLP landscape, benchmarks
serve as yardsticks for gauging progress. How-
ever, existing Legal NLP benchmarks only fo-
cus on predictive tasks, overlooking genera-
tive tasks. This work curates LexSumm, a
benchmark designed for evaluating legal sum-
marization tasks in English. It comprises
eight English legal summarization datasets,
from diverse jurisdictions, such as the US,
UK, EU and India. Additionally, we release
LexT5, legal oriented sequence-to-sequence
model, addressing the limitation of the exist-
ing BERT-style encoder-only models in the
legal domain. We assess its capabilities
through zero-shot probing on LegalLAMA and
fine-tuning on LexSumm. Our analysis re-
veals abstraction and faithfulness errors even
in summaries generated by zero-shot LLMs,
indicating opportunities for further improve-
ments. LexSumm benchmark and LexT5
model are available at https://github.
com/TUMLegalTech/LexSumm-LexT5.

1 Introduction

Language serves as the bedrock of the legal do-
main, facilitating precise communication in this
complex field. Legal systems globally engage in
the production, consumption and interpretation of
massive volumes of text. Legal professionals, com-
prising lawyers, judges and regulators, continu-
ally author a diverse array of complex legal docu-
ments, such as briefs, memos, statutes, regulations,
contracts, patents and judicial decisions (Coupette
et al., 2021). In their routines, these professionals
not only craft these documents but also immerse
themselves in extensive volumes of text, refining
their comprehension of the law for effective hu-
man behavior management. Beyond the realms of
consumption and production, the practice of law
and the art of lawyering hinge on the analysis and
interpretation of textual content (Chalkidis et al.,

2022a), often perceived by laypersons as legalese
or legal gobbledygook (Katz et al., 2023).

Recent advancements in NLP stand poised to
revolutionize legal tasks and significantly bene-
fit stakeholders within the legal domain (Zhong
et al., 2020b). By automating labor-intensive pro-
cesses, such as document analysis (Wang et al.,
2023; Koreeda and Manning, 2021; Lippi et al.,
2019; Graham et al., 2023; Sancheti et al., 2023),
information extraction (Luz de Araujo et al., 2018;
Chen et al., 2020; Hendrycks et al., 2021; Chalkidis
et al., 2017), question answering (Ravichander and
Alan, 2019; Kien et al., 2020; Zhong et al., 2020a,c;
Chen et al., 2023; Louis et al., 2023; Zheng et al.,
2021), text classification (Chalkidis et al., 2019,
2021; Tuggener et al., 2020; Santosh et al., 2024d),
information retrieval (Louis and Spanakis, 2022;
Ma et al., 2021; Shao et al., 2020; Santosh et al.,
2024a,b) and summarization (Shukla et al., 2022;
Bhattacharya et al., 2019, 2021; Schraagen et al.,
2022; Elaraby and Litman, 2022; Elaraby et al.,
2023; Zhong et al., 2019; Xu et al., 2021; Xu and
Ashley, 2023; Santosh et al., 2024c; Tyss et al.,
2024), NLP with its ability to understand and inter-
pret complex legal language can enhance efficiency
and accelerate decision-making. NLP can act as
a force multiplier by not only streamlining tasks
but also amplifiying the capabilities of legal profes-
sionals, leading to increased productivity of legal
stakeholders (Katz et al., 2023).

To enable a systematic comparison of ap-
proaches, legal evaluation benchmarks like
LexGLUE (Chalkidis et al., 2022a) and LEX-
TREME (Niklaus et al., 2023a) have been proposed,
focusing on predictive tasks. However, there is an
absence of a dedicated benchmark designed for
assessing legal generation capabilities. Moreover,
resources on Legal Natural Language Generation
(NLG) are sporadic and scattered. In response to
this, we introduce LexSumm, a new benchmark
curated for training and evaluating legal English
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summarization models. It includes eight English
legal summarization datasets from various jurisdic-
tions, such as the US, UK, EU, and India, for train-
ing task-specific models—distinguishing it from
LegalBench (Guha et al., 2023) and LawBench
(Fei et al., 2023), oriented towards zero/few-shot
LLM evaluation.

LexSumm represents the distinctive character-
istic of legal documents, marked by their long
length, posing a challenge for pre-trained models
like BART (Lewis et al., 2020) and T5 (Raffel et al.,
2020). In our benchmarking efforts, we evaluate
LexSumm using long-context models such as LED
(Beltagy et al., 2020), LongT5 (Guo et al., 2022),
and PRIMERA (Xiao et al., 2022). We also explore
contemporary approaches of adopting short-range
pre-trained models like T5 (Raffel et al., 2020)
with fusion-in-decoder techniques as in SLED (Ivgi
et al., 2023) and integration of retrieval techniques,
as demonstrated in Unlimiformer (Bertsch et al.,
2023), to adopt them for longer documents. Addi-
tionally, we compare recent long-context zero-shot
LLMs like GPT-3.5 and Claude on LexSumm.

Pre-trained language models such as BERT (De-
vlin, 2018), RoBERTa (Liu et al., 2019) have sig-
nificantly transformed the NLP landscape, show-
casing remarkable efficacy in general-domain text.
However, their performance diminishes when ap-
plied to domain-specific tasks, leading to concept
of continued pre-training with domain-specific un-
labeled data (Gururangan et al., 2020). This re-
sulted in the development of legal-specific pre-
trained models like LegalBERT (Chalkidis et al.,
2020; Zheng et al., 2021; Henderson et al., 2022;
Chalkidis et al., 2023). To the best of our
knowledge, there has been a lack of sequence-
to-sequence model tailored for the legal domain.
To address this gap, we introduce LexT5, an En-
glish legal-oriented sequence-to-sequence model
pre-trained on the LeXFiles corpus (Chalkidis et al.,
2023), from six English-speaking legal systems
(EU, European Council, Canada, US, UK, India).
To evaluate the legal knowledge acquired by LexT5,
we compare its to T5 on LegalLAMA (Chalkidis
et al., 2023), a zero-shot legal probing suite. We
also assess LexT5’s performance on LexSumm by
incorporating into SLED and Unlimiformer frame-
works to accommodate longer inputs.

Our quantitative and qualitative analysis reveal
that LexSumm presents a substantial challenge for
existing models including zero-shot LLMs such

as GPT-3.5, leaving much room for the research
community to improve upon. To streamline future
model evaluations, we will release our benchmark
and our pre-trained LexT5 model on the Hugging
Face Hub, contributing to the advancement of legal
NLP research.

2 Related Work

NLG benchmarks Liu et al. 2021 introduced
GLGE, a benchmark focusing on English NLG
with eight datasets across four tasks. For Chinese,
there are CUGE (Yao et al., 2021) and LOT (Guan
et al., 2022), with both language understanding
and generation tasks. BanglaNLG (Bhattacharjee
et al., 2023) serves as a generation benchmark for
Bangla with seven datasets across six tasks. Dol-
phin (Elmadany et al., 2023) offers a comprehen-
sive benchmark for Arabic NLG, covering 13 dif-
ferent tasks. GEMv1 (Gehrmann et al., 2021) is
a multilingual NLG benchmark spanning 18 lan-
guages and 13 datasets. It has been extended with
GEMv2 (Gehrmann et al., 2022), encompassing 51
languages. IndoNLG (Cahyawijaya et al., 2021) fo-
cuses on 3 Indonesian languages, while IndicNLG
(Kumar et al., 2022) covers 11 Indic languages.
MTG (Chen et al., 2022) spans 5 languages.

Turning to specific domains, MedEval (He et al.,
2023) and M3 (Otmakhova et al., 2022) are bench-
marks tailored for the medical domain, with clas-
sification and generation tasks. In line with these
efforts, this work introduces LexSumm, a legal
domain-specific summarization benchmark with
eight datasets.

Benchmarks for Legal Domain LexGLUE
(Chalkidis et al., 2022a) stands out as the pio-
neering benchmark in the legal domain, evaluating
NLP models on tasks related to legal language un-
derstanding. It encompasses seven classification
tasks derived from six English legal NLP datasets,
spanning jurisdictions such as the US, EU, and the
Council of Europe. LEXTREME (Niklaus et al.,
2023a) is a multilingual benchmark for the legal
domain, comprising 11 relevant NLU datasets cov-
ering 24 languages from two language families
(Indo- European and Uralic). FairLex (Chalkidis
et al., 2022b), another legal benchmark focuses on
assessing fairness across five attributes—gender,
age, region, language, and legal area—across le-
gal NLP tasks. FairLex covers four jurisdictions
(European Council, USA, Switzerland, and China),
supports five languages (English, German, French,
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Italian, and Chinese). LBOX (Hwang et al., 2022)
benchmarks Korean legal tasks, consisting of two
classification tasks, two legal judgment prediction
tasks, and one summarization task. LegalBench
(Guha et al., 2023) is construced to assess legal
reasoning consisting of 162 tasks covering six dif-
ferent types of legal reasoning, designed for bench-
marking zero/few-shot LLM paradigm for English
language primarily based on American laws. Simi-
larly, LawBench (Fei et al., 2023) is LLM oriented
benchmark designed for assessing chinese civil-
law system, containing 20 diverse tasks covering 5
task types: single-label, multi-label classification,
regression, extraction and generation.

In this work, we curate LexSumm benchmark,
focusing on eight legal summarization datasets
in English, facilitating fine-tuning of task-specific
models, an important setting for numerous applica-
tions. LexSumm Benchmark, with generative tasks,
complements the LexGLUE benchmark (Chalkidis
et al., 2022a) for legal text understanding in En-
glish.

Legal Pre-trained models Gururangan et al.
(2020) demonstrated continuing pre-trained mod-
els on domain-specific text improves performance
on domain tasks. Subsequently, there have been
efforts to continue pre-training on diverse English
legal text like legislation, court cases, and contracts,
spanning US, EU, and UK jurisdictions resulting in
the creation of LegalBERT (Chalkidis et al., 2020).
In a similar vein, CaseLawBERT (Zheng et al.,
2021) is another law-specific BERT model trained
using the Harvard Law case corpus from US federal
and state courts. Henderson et al. (2022) compiled
an extensive corpus known as Pile of Law, incor-
porating documents from the US, Canada, and EU
and trained BERT-large on this corpus, giving rise
to the PoLBERT. Paul et al. 2023 extended pre-
training on the Indian legal corpora, culminating
in InLegalBERT. Recently, Chalkidis et al. 2023
introduced LexLMs, pre-trained on LeXFiles, a di-
verse multinational English legal corpus from six
primarily English-speaking legal systems.

While the aforementioned models focus on
English legal corpora, parallel endeavors have
emerged to develop legal pre-trained models other
languages. French legal model, JuriBERT (Douka
et al., 2021) is trained using corpora from the Court
of Cassation, France’s highest court. Similar ini-
tiatives include JurBERT for Romanian (Masala
et al., 2021), LamBERTa, ItalianLegalBERT for

Italian (Tagarelli and Simeri, 2022; Licari and Co-
mandè, 2022), RoBERTalex for Spanish (Gutiérrez-
Fandiño et al., 2021), Lawformer for Chinese
(Xiao et al., 2021), AraLegalBERT for Arabic (Al-
qurishi et al., 2022), LCUBE for Korean (Hwang
et al., 2022), and LegalBERT-pt, BERTBR for
Portuguese (Ciurlino, 2021). Recently, Niklaus
et al. (2023b) introduced LegalXLM, a multilin-
gual model pre-trained on the MultiLegalPile, a
diverse legal corpus comprising 24 languages from
17 jurisdictions.

It is noteworthy that the aforementioned le-
gal domain-specific pre-trained language models
predominantly adhere to the BERT-style encoder-
only architecture and currently, there is a lack of
sequence-to-sequence models specifically adapted
for legal text. Addressing this gap, we present
LexT5, legal-oriented sequence-to-sequence model
pre-trained on the LexFiles corpus for English.

3 LexSumm Benchmark

LexSumm Benchmark is a collection of eight legal
NLG datasets in English language spanning across
US, EU, UK and India jurisdictions. In this section,
we describe these datasets and their characteristics.

BillSum (Kornilova and Eidelman, 2019) is a
summarization dataset of US Congressional bills,
sourced from the Govinfo service by the US
Government Publishing Office along with human-
written summary from the Congressional Research
Service. It consists of 22218 document-summary
pairs split into training (16664), validation (2222)
and test (3322) sets.

EurLexSum (Aumiller et al., 2022) EUR-Lex plat-
form provides access to various legal documents
published by various European Union organs. This
dataset focuses on the enforced EU legislation
along with their summaries, available across all 24
european languages. We restrict to English version
of the dataset spanning 1504 document-summary
pairs, split into 1128/151/225 for training, valida-
tion and testing respectively.

GovReport (Huang et al., 2021) contains 19,465
national policy reports published by U.S. Govern-
ment Accountability Office An expert-written sum-
mary is provided along with each report and it is
split into 14598, 2919, 1946 for training, validation
and test sets respectively.

MultiLexSum-Tiny/Short/Long (Shen et al.,
2022) consists of 9280 expert-written summaries
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for 4500 documents from U.S. federal civil rights
lawsuits. It has summaries at three different gran-
ularities for the same source: (a) Long (L) sum-
maries contain multiple paragraphs, covering the
case background, parties involved, major case
events and proceedings. (b) Short (S) summaries
have only one paragraph with a shorter descrip-
tion of the background, parties involved and the
outcome of the case. (c) Tiny (T) summaries
have one sentence intended to appear on Twit-
ter. Input spans across multiple sources such as
first complaint, last amended complaint, settle-
ment agreements, opinions, orders etc. Three
different summarization tasks at each granular-
ity are proposed emulating real-world tasks at the
Civil Rights Litigation Clearinghouse. Long, Short
and Tiny versions have a total of 4539, 3138 and
1603 document-summary pairs respectively which
are split into (3404/454/681), (2340/312/486) and
(1207/145/251) for train, validation and test.

InAbs (Shukla et al., 2022) consists of Indian
Supreme Court judgements collected from the web-
site of Legal Information Institute of India . It
provides summaries (also called ‘headnotes’) for
some of the cases resulting in total of 7150 case
document-summary pairs, which are split into train-
ing (5346), validation (713) and test (1069) sets.

UKAbs (Shukla et al., 2022) dataset is collected
from the UK Supreme court website which pro-
vides all judgements that were ruled since 2009.
For most of the cases, along with the judgements,
it also provides the official press summary of the
cases. It consists of 793 document-summary pairs
which are split into 595, 79, 119 for training, vali-
dation and test respectively.

3.1 Dataset Characteristics

We report the following characteristics on the eight
datasets of LexSumm in Table 1.
(a) Average number of words in the input text and
the summary. We also plot the token length distribu-
tion for the input and summary in Fig. 1 and 2. (b)
Compression Ratio (Grusky et al., 2018) indicates
the token ratio between the input to the summary.
(c) Coverage@n (Grusky et al., 2018) quantifies
the extent to which a summary is derivative of a
input text. It indicates the ratio of n-grams in the
summary that are part of an extractive fragment
within the input. (d) Density@n (Grusky et al.,
2018) quantifies how well the n-gram sequence of
a summary can be described as a series of extrac-

tions. It is defined as the average length of the
extractive fragment to which each n-gram in the
summary belongs. For instance, a summary might
contain many individual n-grams from the input
indicating a high coverage. However, if dispersed
across the input (less density), these n-grams of the
summary could still be used in abstractive sense
and not merely extractive from the article. (e) Fu-
sion score (Shaham et al., 2022) measures how the
summary sentences are synthesized from multiple
sentences or compressed from a single sentence in
the input. We plot the distribution of fusion score in
Fig. 1 and 2, by computing fusion spread score for
each instance as the standard deviation between the
locations of output bigrams in the input (if exists).

We observe that LexSumm encompasses
datasets with a diverse range of input-output
lengths, leading to varying compression ratios.
MultiLexSumm, with its three different granulari-
ties, exhibits higher compression ratios, indicating
the need to precisely capture the critical aspects of
the input text, highlighting its challenging nature.
Although the coverage@1 scores for all datasets ex-
ceed 0.8, indicating fewer novel terms introduced
into the summary (less paraphrasing involved), hint-
ing at the extractive nature. However, the bi-gram
coverage is lower, indicating that these extractive
tokens are dispersed across the input, resulting in
less density and larger fusion spread in Fig. 1 and
2. INAbs emerges as the most extractive dataset
with a smaller compression ratio and higher cov-
erage and density values, followed by UKAbs and
GovReport. Conversely, MultiLexSumm, with its
higher compression ratio, lower coverage and den-
sity values, emerges as the most abstractive dataset.

4 LexT5

We build LexT5, a legal-specific seq2seq pre-
trained model. T5 is an encoder-decoder model
initially pre-trained in an unsupervised manner on
the C4 corpus (Raffel et al., 2020), using span de-
noising objective which involves replacing 15% of
the tokens with sentinel tokens along with consec-
utive tokens marked for removal being replaced
by a single sentinel token. The resulting corrupted
text serves as input to the model to predict the
masked-out span. Then the model is further fine-
tuned using supervised training on various down-
stream tasks, including those from the GLUE and
SuperGLUE (Wang et al., 2018, 2019) benchmarks,
casting them into text-to-text format for training.
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BillSum EurLexSum GovReport MLS-Long MLS-Short MLS-Tiny INAbs UKAbs
Input Len 1665.14 16390.28 8765.03 75255.36 99460.62 118347.65 4839.76 15911.07
Summary Len 204.09 960.46 556.31 639.18 128.63 25.19 941.58 1240.75
Comp. Ratio 13.21 17.29 17.83 98.82 874.18 5681.723 5.97 12.65
Coverage@1 0.89 0.87 0.94 0.93 0.95 0.92 0.94 0.96
Coverage@2 0.58 0.53 0.67 0.61 0.65 0.51 0.76 0.67
Density@1 3.89 6.11 9.27 4.07 3.33 2.26 13.99 9.91
Density@2 2.61 4.89 8.09 2.93 2.21 1.18 12.67 8.66

Table 1: Characteristics of eight datasets in LexSumm. MLS, Len denote MultiLexSumm and length respectively.

We initialize the model with T5-base checkpoint
of Raffel et al. (2020) and continue pre-training
using the span denoising objective on the train split
of LeXFiles (Chalkidis et al., 2023). LeXFiles is
a diverse legal corpus across 6 primarily English-
speaking legal systems (EU, European Court of
Human Rights, Canada, US, UK, India) covering
various legal documents such as legislation, case
law and contracts. It comprises approx. 6 million
documents totalling up to approx. 19 billion to-
kens. We employ a sentence sampling rate from
each sub-corpora proportional to number of tokens
with exponential smoothing factor of 0.5 (Liu et al.,
2020). Implementation details in App B.

4.1 Probing Legal Knowledge

To assess legal knowledge acquired by the model
during pre-training phase, we use LegalLAMA
(Chalkidis et al., 2023), a legal concept probing
benchmark suite similar to LAnguage Models Anal-
ysis (LAMA) probing suite (Petroni et al., 2019).
The zero-shot probing task is defined as follows:
Given a sentence with a masked span [mask], the
model must predict the gold masked span. Un-
like encoder-only models like BERT, which require
multiple masks to predict multi-token targets, T5’s
pre-training strategy replaces consecutive masked
tokens with a single mask token resulting in a more
robust evaluation for the probing task. Note that
LegalLAMA instances are derived from the test
subset of LexFiles to prevent contamination from
pre-training corpus.

LegalLAMA consists of 8 tasks: (i) Articles
(ECHR): The model predicts the masked article
number in paragraphs from ECtHR decisions. (ii)
Contractual Section Titles (US): Predicting the
masked section titles in US contracts. (iii) Con-
tract Types (US): Predicting the masked contract
type in introductory paragraphs of US contracts.
(iv) Crime Charges (US): Predicting masked crim-
inal charges in paragraphs from US court judg-
ments. (v) Legal Terminology (US): Predicting

masked legal terms based on vocabularies from
the Legal Information Institute in paragraphs from
US court judgments. (vi) Legal Terminology
(EU): Predicting masked legal terms based on sub-
ject matters from the CURIA database in para-
graphs from CJEU judgments. (vii) Legal Termi-
nology (ECHR): Predicting masked legal terms
or issues based on keywords from the HUDOC
database in paragraphs from ECHR case docu-
ments. (viii) Criminal Code Sections (Canada):
Predicting masked sections of the Criminal Code
of Canada in paragraphs from Criminal Court of
Canada decisions.

Statistics about the test instances count, aver-
age input token count, target spans count and av-
erage tokens per target span for the eight tasks
are presented in Table 2. We calculate token-
normalized negative log-likelihood (NLL) loss
across the golden target span for each instance and
report average across all instances. Lower NLL
signifies a better aquisition of legal knowledge by
the model. We also compute Mean Reciprocal
Rank (MRR) (Voorhees et al., 1999) for each in-
stance based on the ranking list over the set of can-
didate target spans and report the average across
all instances. The ranking list is based on the in-
creasing order of token-normalized NLL values.
Higher MRR indicates a superior acquisition of
legal knowledge, with an ideal value of 1.0.

We present the NLL and MRR values for both
the T5 and LexT5 models in Table 2. Across all
tasks, we observe that LexT5 achieves lower NLL
and higher MRR values compared to T5, indicating
acquisition of legal knowledge through pre-training
on the LeXFiles corpus. Notably, Crime Charges
(US) and Contractual Section Titles (US) exhibit
the smallest increase, with a marginal 0.07 MRR
points, despite US being the dominant in LexFiles
(≈ 70%). Surprisingly, we do not find a correlation
between the target spans count and the average to-
ken count in target span with performance improve-
ments, contradicting findings of (Chalkidis et al.,
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#Inp
#Tok/
Inp

#Tgt
#Tok/
Tgt

T5 LexT5
Tasks NLL ↓ MRR ↑ NLL ↓ MRR ↑
Articles (ECHR) 5063 147.67 13 1 1.77 0.45 0.31 0.93
Contractual Sec. Titles (US) 1527 224.58 20 2.5 1.97 0.64 1.44 0.71
Contract Types (US) 1062 149.34 15 1.4 4.63 0.38 2.87 0.68
Crime Charges (US) 4518 276.99 116 3.28 1.9 0.49 1.67 0.56
Legal Terminology (US) 5806 286.04 145 3.13 2.58 0.53 1.74 0.74
Legal Terminology (EU) 2127 160.92 53 3.49 2.38 0.55 0.91 0.83
Legal Terminology (ECHR) 6273 166.49 143 3.36 2.24 0.55 0.78 0.88
Criminal Code Sec. (Canada) 321 148.56 195 3.42 2.2 0.33 0.91 0.7

Table 2: Data Characterstics of LegalLAMA probing suite and NLL, MRR values for T5 and LexT5 models. #Inp,
#Tok/Inp, #Tgt, #Tok/Tgt indicate number of test instances, average number of tokens per input, the number of
target spans and the average number of tokens per target respectively.

2023), which observed an increase in performance
negatively correlated with the average tokens count
of target spans. We attribute this discrepancy to the
probing design bias in encoder-only models, where
the number of masks already encode a signal for
the token count of the target span. In contrast, our
setup ensures a more reliable approach by not leak-
ing the number of tokens in the target span, as we
only have one mask for the whole span.

5 Benchmarking Experiments

We benchmark 8 LexSumm tasks using the fol-
lowing seq2seq models, designed to handle longer
inputs. Implementation details are in App. C.

LED (Beltagy et al., 2020) is based on Longformer,
an efficient transformer model with linear com-
plexity relative to input length. It features en-
coder and decoder components, employing effi-
cient local+global attention in the encoder and full
quadratic attention in the decoder. LED is initial-
ized from pre-trained BART (Lewis et al., 2020),
with the position embedding matrix initialized by
duplicating BART’s 1K position embeddings 16
times to handle 16k input tokens.

PRIMERA (Xiao et al., 2022) is initialized with
the LED model and pre-trained with a novel
summarization-specific masking objective based
on the entity pyramid evaluation method, inspired
by the Gap Sentence Generation objective of Pega-
sus (Zhang et al., 2020). It can handle 4096 tokens.

LongT5 (Guo et al., 2022) employs transient
global attention, inspired by local+global atten-
tion from ETC (Ainslie et al., 2020) and integrates
summarization-specific pre-training from PEGA-
SUS into the T5 model to handle longer sequences.
We use LongT5-base which can handle flexible
lengths (unless constrained by memory) due to rel-
ative positional embeddings, unlike BART archi-

tecture with absolute position embeddings.

SLED (Ivgi et al., 2023) processes long sequences
by partitioning them into overlapping chunks and
encoding each chunk with a short-range pre-trained
encoder. Information across chunks is fused by
the decoder by attending to all input tokens, akin
to fusion-in-decoder (Izacard and Grave, 2021).
SLED can be applied on top of any short-range
model, resulting in SLED-T5 and SLED-LexT5 de-
rived from their respective base models. While
it can handle any input length, it is ultimately
memory-bound.

Unlimiformer (Bertsch et al., 2023) utilizes a
retrieval-based approach to enable short-range pre-
trained models to process inputs of unbounded
length. It adopts a strategy akin to SLED but fo-
cuses solely on the top-k tokens retrieved from
a k-nearest-neighbor index constructed over the
hidden states of all input tokens at each standard
cross-attention head in every decoder layer. This
distinguishes Unlimiformer from SLED which is
limited by memory when attending to all input to-
kens in the decoder. We derive Unlimiformer-T5
and Unlimiformer-LexT5 from their base models.

Evaluation Metrics: We use ROUGE-1/2/L (Lin,
2004) and BERTScore (Zhang et al., 2019) to mea-
sure the lexical and semantic overlap between the
model generated output and the reference summary.

5.1 Results

We report the results across eight LexSumm tasks
in Table 3. Notably, the LED consistently outper-
forms PRIMERA, a difference largely attributed to
the contrasting input lengths (16k vs. 4k), particu-
larly evident in R-L scores of datasets with longer
inputs like EurLexSumm and UKAbs. Despite
PRIMERA’s initialization with LED and contin-
ued pre-training using the Entity Pyramid mask-
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R-1 / 2 / L / BS R-1 / 2 / L / BS R-1 / 2 / L / BS R-1 / 2 / L / BS
BillSum EurLexSumm GovReport MLS-Long

LED 38.7 / 22.1 / 36.0 / 64.1 36.8 / 18.8 / 33.7 / 67.3 38.6 / 19.3 / 35.9 / 66.4 40.1 / 20.4 / 37.0 / 68.3
PRIMERA 37.0 / 21.7 / 35.5 / 63.6 32.7 / 16.8 / 30.8 / 64.8 37.8 / 19.0 / 35.1 / 65.5 38.2 / 19.0 / 35.4 / 67.6
LongT5 38.6 / 22.9 / 36.1 / 65.6 34.7 / 17.6 / 30.8 / 66.6 38.3 / 19.8 / 35.5 / 66.4 39.1 / 20.2 / 36.2 / 67.7
SLED-T5 36.8 / 22.9 / 35.2 / 64.8 36.5 / 18.7 / 33.2 / 67.0 38.4 / 19.7 / 35.4 / 66.1 38.6 / 19.5 / 35.5 / 66.2
Unlim.- T5 36.9 / 23.2 / 35.4 / 65.1 35.5 / 18.6 / 33.5 / 67.1 38.2 / 19.5 / 35.9 / 65.7 38.7 / 20.0 / 36.2 / 66.9
SLED-LexT5 38.2 / 24.5 / 36.1 / 66.0 37.4 / 19.3 / 34.3 / 67.6 39.4 / 20.7 / 36.4 / 66.8 40.4 / 19.8 / 36.5 / 68.4
Unlim.-LexT5 38.4 / 24.7 / 36.4 / 66.1 37.9 / 19.1 / 34.1 / 67.5 40.2 / 21.2 / 36.9 / 66.6 41.6 / 20.8 / 37.6 / 68.8

MLS-Short MLS-Tiny INAbs UKAbs
LED 37.5 / 18.4 / 34.4 / 65.1 24.9 / 11.1 / 22.6 / 56.8 42.8 / 23.8 / 39.2 / 67.9 38.8 / 18.2 / 35.4 / 67.5
PRIMERA 36.4 / 18.2 / 33.5 / 64.0 24.5 / 10.8 / 22.5 / 56.9 39.2 / 21.0 / 36.1 / 66.1 36.4 / 16.6 / 33.1 / 65.1
LongT5 37.7 / 18.0 / 34.6 / 65.6 24.4 / 10.3 / 22.0 / 56.5 40.6 / 21.4 / 36.8 / 66.6 36.1 / 17.3 / 33.4 / 66.1
SLED-T5 36.8 / 17.8 / 34.2 / 64.7 24.4 / 11.0 / 22.2 / 56.6 39.5 / 22.3 / 36.7 / 67.1 36.5 / 18.3 / 34.3 / 66.7
Unlim.- T5 36.3 / 17.6 / 34.1 / 64.4 25.2 / 11.1 / 23.7 / 56.7 40.0 / 22.7 / 37.1 / 67.2 37.5 / 18.2 / 34.2 / 66.9
SLED-LexT5 38.4 / 18.7 / 35.6 / 65.6 26.3 / 12.2 / 23.7 / 56.8 41.1 / 24.3 / 39.5 / 68.2 38.8 / 18.8 / 35.5 / 68.0
Unlim.-LexT5 38.8 / 19.1 / 35.6 / 65.3 27.5 / 12.4 / 24.7 / 57.3 42.2 / 24.5 / 39.7 / 68.4 38.2 / 18.9 / 35.9 / 67.9

Table 3: Evaluation results of various models across eight datasets of LexSumm. Best and second best value under
each metrics is bolded and underlined respectively.

ing strategy, we can also attribute its decline to
PRIMERA’s entity-centric masking strategy which
turns out to be less suitable for legal corpora. This
underscores the need for domain-specific masking
strategies to facilitate effective transfer. LongT5
demonstrates superior performance compared to
PRIMERA and comparable/lower performance to
LED, benefiting from its end-to-end pre-training
for longer sequences using the Gap Sentence Se-
lection masking. This emphasizes the critical role
of longer length pre-training unlike LED which is
not explicitly pre-trained for longer sequences.

SLED-T5 and Unlimiformer-T5 exhibit compa-
rable performance to long-range pre-trained models
like LED and LongT5, even surpassing PRIMERA
in most datasets. This suggests that leveraging off-
the-shelf short-range pre-trained language models
and integrating them into frameworks for longer
context tasks can yield competitive results. Our
LexT5 models, pre-trained on legal corpora using
random span masking strategies without specific
long-range or summarization pre-training, when
plugged into SLED and Unlimiformer consistently
outperform all others across all datasets, partic-
ularly excelling in more challenging higher n-
gram metrics (R-2, R-L). This underscores the im-
portance of domain-specific training and thanks
to the flexibility of these frameworks that allow
easy integration of any pre-trained short-range lan-
guage models without the need for expensive long-
sequence pre-training. Furthermore, Unlimiformer-
LexT5 outperforms SLED-LexT5 in 7 out of 8
datasets, indicating that attending only to the top-k
input keys can be an accurate approximation of full
attention, motivating design of effective retrieval

methods to handle long context processing.

Zero-shot evaluation with LLMs: We use strat-
ified sampling to select 50 instances from each
of test split of the LexSumm dataset, across di-
verse input lengths. We always include the most 10
longest inputs from test set and sampled 10, 15, 15
from the three buckets derived from rest of the test
set based on their input lengths. We evaluate two
long-context based LLM models - Claude-Instant-
1.2 and GPT-3.5-Turbo with hierarchical merging
strategy for summarization following Chang et al.
(2023) where in the input is divided it into smaller
chunks to summarize individually and then par-
tial summaries are repeatedly merged to form final
summary. Detailed illustration and prompts are
in App. D. We reported the performance of these
models in Table 4. We observe that Claude model
performing better than GPT-3.5-Turbo across all
the datasets consistently. On comparing with fine-
tuned variant of Unlimiformer-LexT5, we observe
fine-tuned variant performing better compared to
them, in most challenging ROUGE-2 and -L scores.

Qualitative Analysis: We examine outputs from
PRIMERA and LED on the In-Abs case in E.1.
PRIMERA’s summary completely misrepresents
the case by incorrectly stating that the issue con-
cerns the validity of dismissal orders under "r. 149
of the Code of Civil Procedure," whereas it should
refer to Rules 148(3) and 149(3) of the Indian Rail-
way Establishment Code, focusing on whether they
violate articles 14 and 311(2) of the Constitution
of India. The summary’s focus omits details about
the Supreme Court’s decision. Although the phrase
"code of civil procedure" is mentioned in the in-
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R-1 / 2 / L / BS R-1 / 2 / L / BS R-1 / 2 / L / BS R-1 / 2 / L / BS
BillSum EurLexSumm GovReport MLS-Long

GPT-3.5-Turbo 31.0 / 13.3 / 27.9 / 61.9 22.1 / 6.9 / 19.4 / 62.0 24.4 / 8.1 / 22.0 / 60.2 24.2 / 8.7 / 21.8 / 59.9
Claude Instant 31.5 / 13.5 / 28.5 / 61.5 24.0 / 8.2 / 21.9 / 61.9 28.5 / 8.8 / 26.1 / 61.4 29.1 / 10.8 / 26.6 / 61.2
Unlim-LexT5 37.1 / 21.8 / 33.9 / 65.8 34.8 / 17.7 / 30.1 / 66.6 37.2 / 17.3 / 34.4 / 64.9 37.9 / 17.2 / 34.8 / 67.1

MLS-Short MLS-Tiny INAbs UKAbs
GPT-3.5-Turbo 21.8 / 7.95 / 19.5 / 56.9 15.3 / 3.3 / 12.8 / 49.3 20.8 / 6.6 / 18.3 / 58.1 24.2 / 7.8 / 21.6 / 59.0
Claude Instant 27.7 / 10.3 / 25.6 / 57.8 16.5 / 3.4 / 13.5 / 50.2 23.9 / 7.8 / 21.8 / 60.3 29.0 / 9.6 / 26.6 / 61.9
Unlim-LexT5 35.2 / 17.8 / 33.4/ 64.8 26.6 / 11.8 / 22.6 / 56.2 36.5 / 16.6 / 32.1 / 63.1 34.8 / 14.2 / 31.3 / 64.3

Table 4: Evaluation results of LLM models across eight subsampled test datasets of LexSumm.

put, it is unrelated to the context in the summary.
PRIMERA’s summary emphasizes procedural de-
tails, while the original text primarily discusses
procedural fairness under article 311(2). This dis-
crepancy in understanding the case’s context and
focus of the summary is attributed to the limited
input context of PRIMERA. While the 16k-based
LED attempts to produce a more faithful summary,
it reduces a multi-applicant case to a single one and
incorrectly mentions "under Rule 148" instead of
the specific Rules 148(3) and 149(3), resulting in
misrepresentation. LED still struggles to accurately
capture the final outcome presented towards the
end of the 39k-token input. To analyze the impact
of legal pre-training, we compare Unlimiformer-
T5 with LexT5 using GovReport input on climate
change in App. E.2. While the T5 introduces Gov-
ernment Accountability Office (GAO) in summary,
not even mentioned in the input, LexT5 avoids such
entity-level hallucinations but emphasizes only on
certain portions such as the U.S. climate policy
landscape, leaving discussion on pitfalls.

We analyze outputs from the MLS-Tiny dataset,
tackling a needle-in-the-haystack problem to distill
crucial case details into a single tweet-like sen-
tence. Reference summary and various model
generations are presented in App E.3. The doc-
ument outlines a legal complaint by the American-
Arab Anti-Discrimination Committee against U.S.
Customs and Border Protection, alleging wrong-
ful withholding of records. These records pertain
to Arab and Muslim American residents being un-
fairly removed from the Global Entry program. The
conclusion indicates a consensus that previously
secret records will be disclosed. PRIMERA cap-
tures the essence but omits the legal basis (FOIA)
mentioned in the reference summary. Its resem-
blance to a full sentence rather than a Twitter post
style can be attributed to its pre-training objective
of gap sentence generation, making it less adapt-
able to switch to a Twitter style. LED summary
highlights the action succinctly but generalizes it

to a travel ban. LongT5 misses and misrepresents
main information, being partially unfaithful. SLED
and Unlimiformer summaries partially present the
lawsuit but omit resolution details, indicating the
challenge of fusing information across chunks. Lex
summaries provide additional details but struggle
to synthesize final outcome into the summary.

We present the zero-shot outputs from GPT-3.5
and Claude on the IN-Abs in App. E.4. Both sum-
maries offer a high-level abstraction of the case
details, focusing on the main legal issue under
scrutiny and the court’s findings. Despite differing
from the reference summary style, both summaries
effectively highlight key document aspects, ensur-
ing easy understanding, albeit with some pertinent
details omitted. Claude provides more complete
and grounded summary than GPT-3.5 by elaborat-
ing on crucial elements like Article 311(2) of the
Constitution. Future work should assess the qual-
ity of these generations on large scale with diverse
legal experts given the subjective nature of quality.

6 Conclusion

In this work, we curate LexSumm benchmark for
training and evaluating legal summarization tasks
in English. LexSumm can serve as an evaluation
platform to foster development of approaches deal-
ing with long legal text using efficient transformer
architectures or retrieval-based methods adopted
for longer context, legal-oriented pre-training or
masking schemes, faithful decoding strategies. We
pre-train LexT5, a legal seq2seq model and evalu-
ate on LegalLAMA probing task and LexSumm
downstream benchmark. We compare LexT5
wrapped in long-range adaptation frameworks such
as SLED and Unlimiformer with T5 model in long-
range adaptation, other long-range pre-trained mod-
els, and even zero-shot LLMs. We release LexT5
to the community, hoping it will serve as a back-
bone model for various legal generative tasks. Ad-
ditionally, we envision LexSumm evolving into a
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dynamic benchmark, expanding with new datasets
over time.

Limitations

An important limitation of our benchmark is its
reliance on English-only evaluation, which limits
the generalizability of our findings to legal systems
operating in languages other than English. Given
the global nature of legal systems, each conducting
proceedings in their official languages, there is a
clear need for multilingual legal generative mod-
els. However, our ability to develop such models is
hindered by the scarcity of multilingual legal gener-
ative task data, except for Chinese datasets. Further-
more, our dataset predominantly consists of data
from English-speaking nations, where data avail-
ability is more accessible, thereby constraining the
diversity and inclusivity of our study. Overcoming
this limitation poses additional challenges, includ-
ing bureaucratic hurdles in accessing court records,
dependence on outdated technology for managing
legal documents and privacy concerns related to
contracts. Additionally, obtaining annotated data
for downstream tasks proves to be expensive due
to the need for specialized legal expertise.

Our LexSumm evaluation primarily relies on es-
tablished summarization metrics such as ROUGE
and BERTScore. While these metrics have been
used in many prior works on legal document sum-
marization and are known to provide a quantitative
measure of summarization quality, they may not
fully capture the nuanced legal content, context
and intricacies essential for legal professionals. A
potential avenue for further research could be devel-
oping additional legal domain-specific evaluation
metrics. Another significant limitation of our study
is the absence of direct participation or validation
by legal experts in the assessment of summariza-
tion outputs, which we could not perform due to
lack of access to legal experts.

Although LexT5 has primarily been evaluated on
summarization tasks within LexSumm, we intend
to broaden its evaluation scope to include Legal
NLU and other generation tasks such as simplifi-
cation or translation. Evaluating seq2seq models
on Legal NLU datasets like LexGLUE (Chalkidis
et al., 2022a) poses a challenge due to the multi-
label nature of tasks. This complexity necessitates
additional modifications to enable seq2seq mod-
els for multi-label tasks (Kementchedjhieva and
Chalkidis, 2023).

Ethics Statement

All datasets incorporated into LexSumm are openly
accessible and have been previously published,
with citations provided to the original sources. We
strongly encourage users of LexSumm to acknowl-
edge these sources, suggesting referencing this
work alongside citing the original sources when uti-
lizing multiple LexSumm datasets and employing
the LexSumm evaluation framework. Otherwise,
citation of only the original sources is appropriate.

The aim of LexSumm is to introduce a unified
legal NLP benchmark to expedite the development
of legal models and assess various technical ap-
proaches in handling legal tasks. By offering a
comprehensive benchmark spanning multiple ju-
risdictions, this initiative aims to provide guidance
to system developers on best practices, serve as a
crucial yardstick for measuring progress and guide
research efforts, ultimately aiding practitioners in
creating supportive technology tailored for legal
professionals and laypersons alike.

While datasets in LexSumm such as EurLex-
Summ, BillSum, and GovReport primarily consist
of legislation or policy material and are unlikely
to contain personal data, other datasets like Multi-
LexSum, UKAbs, and InAbs contain personal data
of the parties and individuals involved in legal pro-
ceedings. However, these datasets are published by
respective courts in accordance with data protec-
tion laws. We do not anticipate any harm resulting
from our experiments beyond the disclosure of this
information.

We train and release the LexT5 model using
historical legal data sourced from prior work on
LeXFiles (Chalkidis et al., 2023). These histori-
cal corpora inherently encode biases and inequities
present within the legal domain, which might be in-
herited by these models. Deploying LexT5 without
robust scrutiny and mitigation strategies could per-
petuate and amplify these biases, potentially lead-
ing to unjust outcomes in legal decision-making
processes. Furthermore, the widespread adoption
of LexT5 in legal applications could exacerbate dis-
parities in access to justice, as marginalized com-
munities may be disproportionately affected by bi-
ased model predictions. To address these ethical
concerns, it is imperative to conduct thorough bias
audits, implement mitigation techniques, ensure
transparency and accountability in model deploy-
ment, and continuously monitor and evaluate the
model’s performance in real-world settings.
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Moreover, fine-tuned models developed for each
specific task of LexSumm may exhibit performance
variations across different partitions within the
same legal domain. For instance, as highlighted in
Agarwal et al. 2022. in contexts like the Board of
Veterans’ Appeals, cases involving rarely occurring
disabilities or specialized legal and military situ-
ations may lead to suboptimal summaries due to
sparsity in the training data. This variability could
disproportionately impact groups that should be
treated equally if their characteristics coincide with
these less frequent legal configurations. Engaging
domain experts to curate datasets with better rep-
resentation across different types of injuries and
legal phenomena can be a proactive step in enhanc-
ing the model’s understanding of uncommon or
group-related legal contexts, potentially mitigating
disparities in performance.
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A Data Characteristics

Fig. 1 and 2 display the input text length, summary
text length and fusion score distribution for each of
the dataset in LexSumm benchmark.

B Implementation Details for LexT5

We use a learning rate of 0.005, linear warmup
of 2.5k steps, inverse square root learning rate de-
cay, maximum sequence length of 512 and is pre-
trained for 250k steps. We employ a batch size
of 65536 tokens and is optimized end-to-end us-
ing Adafactor optimizer (Shazeer and Stern, 2018)
with a corrupted token ratio of 15% with the mean
noise span length of 3. Pre-training is carried out
using Google Cloud TPU with 8 cores (v3.8).

C Implementation Details for
downstream tasks

We fine-tune each of our models on individual
datasets using the AdamW optimizer (Loshchilov
and Hutter, 2018) with hyperparameters β =
(0.9, 0.98) and ϵ = 1e− 6, alongside mixed preci-
sion (fp16) and gradient checkpointing techniques.
For consistency, we set the maximum target se-
quence length to 512 across all models, while the

input sequence length is set to 16384 for all mod-
els except PRIMERA and LongT5, which support
4096 and 8192 tokens, respectively, during training.
We train LongT5, PRIMERA, and LongT5 with
a learning rate of 2e-5, while Unlimiformer and
SLED are trained with a learning rate of 1e-4 for
15 epochs. To control the learning rate, we employ
a scheduler that warms up from zero during the first
10% of the steps and then linearly decays back to
zero for the remaining steps. For models utilizing
chunking, we set the chunk overlap ratio to 0.5.
During inference, we set the minimum length to 16
for datasets with shorter outputs such as BillSum,
MultiLexSumm-Tiny, and MultiLexSumm-Short,
and to 128 for the remaining datasets. The max-
imum length is set to 16384 to ensure the model
generates text without abruptly ending. Addition-
ally, we utilize four beams for datasets with longer
outputs and seven beams for datasets with shorter
outputs. We apply a length penalty of 0.8 and 2
for datasets with shorter and longer outputs, respec-
tively. Early stopping is disabled for datasets with
longer outputs and enabled for datasets with shorter
outputs.

D Zero-shot Summarization

An illustration of hierarchical merging strategy for
long input summarization can be visualized in Fig.
3. Hierarchical merging strategy requires three
prompts as follows:
(i) Summarizing an input chunk:
Below is a part of a legal
document:
--
{input}
--
We are creating one comprehensive
summary for the legal document by
recursively merging summaries of
its chunks. Now, write a summary
for the excerpt provided above,
making sure to include vital
information related to legal
arguments, backgrounds, legal
settings, key figures, their
objectives, and motivations. If
a legal norm or code is cited,
it must be correct and include
the right number. Summarize all
key events and everything that
is relevant to the case. Be
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(a) Input length distr. - BillSum (b) Summary length distr. - BillSum (c) Fusion Score distr. - BillSum

(d) Input length distr. - EurLexSum (e) Summary len. distr. - EurLexSum (f) Fusion Score distr. - EurLexSum

(g) Input length distr. - GovReport (h) Summary length distr. - GovReport (i) Fusion Score distr. - GovReport

(j) Input length distr. - MLS-Long (k) Summary length distr. - MLS-Long (l) Fusion Score distr. - MLS-Long

(m) Input length distr. - MLS-Short (n) Summary length distr. - MLS-Short (o) Fusion Score distr. - MLS-Short

Figure 1: Distribution of input length, summary length and fusion scores for LexSumm datasets.

concise and use legal notation
and language. The summary must
be within {words} and could
include multiple paragraphs.

(ii) Merging two chunk-level summaries:

Below are several summaries of
consecutive parts of a legal

document:
--
{input}
--
We are creating one comprehensive
summary for the legal document
by recursively merging summaries
of its chunks. Now, merge the
given summaries into one single
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(a) Input length distr. - MLS-Tiny (b) Summary length distr. - MLS-Tiny (c) Fusion Score distr. - MLS-Tiny

(d) Input length distr. - InAbs (e) Summary length distr. - InAbs (f) Fusion Score distr. - InAbs

(g) Input length distr. - UKAbs (h) Summary length distr. - UKAbs (i) Fusion Score distr. - UKAbs

Figure 2: Distribution of input length, summary length and fusion scores for LexSumm datasets.

summary, making sure to include
vital information related to
legal arguments, backgrounds,
legal settings, key figures,
their objectives, and motivations.
The summary must be within words
and could include multiple
paragraphs.

(iii) Merging two summaries with added context
from previously-generated merged summaries

Below is a summary of the context
preceding some parts of a legal
document:

--

{context}

--

Below are several summaries of
consecutive parts of a legal
document:

--

{input}

--

We are creating one comprehensive

summary for the legal document by
recursively merging summaries
of its chunks. Now, merge
the preceding context and
the summaries into one single
summary, making sure to include
vital information related to
legal arguments, backgrounds,
legal settings, key figures,
their objectives, and motivations.
The summary must be within words
and could include multiple
paragraphs.

The prompts above have been used for all
datasets in the LexSummZero benchmark, except
MLS - Tiny dataset, where the output is a single-
sentence Twitter post and the following prompts
are used for that dataset.

(i) Summarizing an input chunk:

Below is a part of a legal
document:

--
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{input}

--

We are creating one comprehensive
summary for the legal document,
stylized as a single-sentence
Twitter post. This summary
should encapsulate the most
relevant information: who is
involved, when did it happen,
to whom it concerns, on what
legal basis, and the location
(as a shortened reference).
Ensure to capture key legal
arguments, backgrounds, legal
settings, key figures, their
objectives, and motivations.
If a legal norm or code is
cited, include the correct
number succinctly. Despite the
complexity of legal arguments,
references to precedent cases,
or switches between different
legal viewpoints, the summary
must present a coherent argument
in one concise sentence.

(ii) Merging two chunk-level summaries:

Below are several summaries of
consecutive parts of a legal
document:

--

{input}

--

We are merging these summaries
into a single, comprehensive
summary, stylized as a
single-sentence Twitter post.
This summary should include who
is involved, when it happened,
to whom it concerns, on what
legal basis, and include a
location reference. Ensure
to merge vital information
related to legal arguments,
backgrounds, legal settings, key
figures, their objectives, and
motivations. Introduce legal
concepts, statutes, and other
elements briefly if mentioned
for the first time. If a legal
norm or code is cited, include

the correct number succinctly.
Organize the summary to present a
consistent and coherent argument,
all within one concise sentence.

(iii) Merging two summaries with added context
from previously-generated merged summaries

Below is a summary of the context
preceding some parts of a legal
document:

--

{context}

--

Below are several summaries of
consecutive parts of a legal
document:

--

{input}

--

We are merging the preceding
context and the summaries into
one comprehensive summary, styled
as a single-sentence Twitter post.
This summary should include who
is involved, when it happened, to
whom it concerns, on what legal
basis, and a location reference.
Ensure to incorporate vital
information related to legal
arguments, backgrounds, legal
settings, key figures, their
objectives, and motivations.
Briefly introduce legal concepts,
statutes, and other elements if
they are mentioned for the first
time. If a legal norm or code
is cited, include the correct
number succinctly. Despite the
complexity, the summary must
present a coherent argument in
one concise sentence.

We set the size of each chunk to 3300, IZE is
set to 3300, maximum input and output length are
set to 4096 and 512. We specified summary length
based on average output size of benchmark.
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Figure 3: Visualization of Hierarchical merging strategy for summarization of Long Inputs: "S" represents the
summary, "C" denotes the chunk, "n" is the total number of chunks, and "k" indicates the maximum number of
levels

E Qualitative Analysis

E.1 Impact of length

E.1.1 PRIMERA summary

The appellants challenged the validity of the orders
of dismissal passed by the General Manager, North
East Frontier Railway, against the three respon-
dents, under r. 149 of the Code of Civil Procedure,
on the ground that they were invalid. The High
Court dismissed the writ petitions. On appeal by
special leave, Held, that the orders were invalid
and the appellants were entitled to the appeal. Rule
148(3) provided that the services of other railway
servants shall be liable to termination on notice
on either side for the periods shown below. Such
notice is not however, required in cases of dismissal
or removal as a disciplinary measure after compli-
ance with the provisions of clause (2) of Article 311
of the Constitution, retirement on attaining the age
of superannuation, and termination of service due
to mental or physical incapacity. By this new sub
section, protection was given to the civil servant
by providing that he shall not be dismissed or re-
duced in rank until he had been given a reasonable
opportunity of showing cause against the action
proposed to be taken in regard to him. There was,

however, a saving clause contained in section 130
of the said Act which preserved the earlier tenures
of servants and continued the rules and regulations
applicable to them. Section 3 conferred on the Sec-
retary of State all powers which had till then vested
in the Court of Directors, while section 4 provided
for the exercise of the President’s powers and the
Governor’s power to make rules for regulating the
classification of the Civil Services in India, the
method of recruitment, the conditions of service,
pay and allowances and discipline and conduct
while sub section (4) declared that all service rules
then in force had been duly made and confirmed the
same. In 1935, the Government of India Act 1935
was passed and section 96B(1) was reproduced
in sub sections (1) and (3) of section 240, and a
new Sub section was added as sections (3). The
doctrine of pleasure is thus embodied by article
310(1). It deals with the termination of services
of a permanent railway servant after giving them
notice for the specified period. It also provides
that no person in that service may be dismissed
by any authority subordinate to that by which he
was appointed. Under r. 148(4), the appointing
authorities are empowered to reduce or waive, at
their discretion, the stipulated period of notice to
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be given by an employee, but the reason justifying
their action should be recorded. This power cannot
be re delegated. Though r

E.1.2 LED summary
The appellant was a peon employed by the North
Eastern Railway, Gorakhpur. His services were ter-
minated by the respondent General Manager of the
said Railway. The appellant moved the Allahabad
High Court under article 226 of the Constitution
and challenged the validity of the order terminat-
ing his services on the ground that Rule 148 of the
Indian Railway Establishment Code was invalid.
This plea was rejected by the High Court and his
writ petition to quash the said order was dismissed
by the Punjab High Court. In appeal to this Court
it was contended on behalf of the appellant that:
(i) the termination of the services of a permanent
railway servant under Rule 148(3) or Rule 149(3),
which had superseded it, amounted to his removal
under article 311(2) of the Constitu tion; (ii) the im-
pugned Rules contravened the Constitutional safe-
guard guaranteed to civil servants by article 311
(2); (iii) the employment in civil service could be
terminated only after complying with article 311
and any rule which violated the guarantee provided
by the said Article would be invalid; (iv) the rule of
compulsory retirement did not amount to removal
or dismissal within the meaning of article 311; (v)
the pleasure of the President was controlled by the
proviso to article 309; and (vi) the rules of superan-
nuation which were based on considerations of life
expectation, mental capacity of the civil servant,
and other relevant conditions of service prescribed
by the rules, could not be exercised in accordance
with the pleasure exercised by the President or the
Governor in exercise of his pleasure. HELD: (1)
It is well settled that articles 310 and 311 must be
read together. If there are any other provisions in
the Constitution which impinge upon the Constitu-
tion, the provisions of article 310(1) must, therefore,
be read subject to them. [699 B C] (2) The Presi-
dent’s pleasure has to be exercised subject to the
limitations prescribed by article 31 1. There can be
no doubt that the pleasure contemplated by article
310 (I) must be exercised, subject to such limita-
tions as are specified in article 31 I. (3) Articles
309 and 310 have to be read separately. Therefore,
the pleasure which has been so controlled would be
lost on all the parties and it would still be relevant
to all cases of termination of services of permanent
civil servants under the rules framed under article

309. It is significant that article 311 has not been
read in a very general and wide sense but it has

E.2 Impact of legal pre-training

E.2.1 Unlimiformer-T5 summary

The United States is the world’s largest emitter
of greenhouse gases (GHG). The United Nations
Framework Convention on Climate Change (UN-
FCCC) requires the United States to commit to
reducing its GHG emissions below 1990 levels by
2050. The 112th Congress has enacted a number
of bills that would have established comprehensive
climate change policy, including a cap on emis-
sions of GHG and a c̈ap-and-trades̈ystem. The
Energy Policy Act of 2005 (P.L. 109-58), the Clean
Air Act (CAA), and the Clean Energy Standard
(CES) have been introduced in recent Congresses.
This report examines (1) what is known about the
extent to which the U.S. climate system is changing,
(2) what are the challenges to setting and imple-
menting policies to address climate change, and
(3) what tools, if any, could be used to facilitate
the transition to a low-GHG economy. To address
these objectives, GAO analyzed relevant literature,
interviewed federal, state, and local scientists, and
others. GAO also analyzed studies on the effects
of climate change on human health, welfare, and
the environment, and analyzed data from the En-
vironmental Protection Agency (EPA) and the De-
partment of the Interior (Interior). GAO’s work
on climate change has been a long-standing topic
of interest to Congress. In recent years, Congress
has engaged in a variety of policy tools, including
regulatory, financial, and technical assistance pro-
grams, such as the Energy Star program, which
claims savings in the utility bills of consumers as-
sisted by the program in 2010. Many of these tools
are already in use in the public and private sectors
(e.g., the Departments of Agriculture and Energy
and the Interior), but they are relatively undevel-
oped. For example, some of the tools have been
proposed by the Obama Administration, as well as
by Senators Jeff Bingaman and Lisa Murkowski.
Some of these instruments are used in the private
sector, and some of them are already used by the
public sector. Others are used by private firms
to promote the development of new technologies
and to promote technological development. In addi-
tion, many of these programs are aimed at reducing
greenhouse gas emissions, but they have not been
implemented in the 111th Congress. Among the
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tools available to Congress are the following: (1)
science-based analysis, (2) market facilitation, (3)
financial incentives, (4) technical assistance.

E.2.2 Unlimiformer-LexT5 summary
The U.S. economy is changing. Changes are exhib-
ited in observations of average temperatures over
land and in the oceans, melting glaciers and ice
caps, shifting growing seasons, shifting distribu-
tions of plants and animals, and a variety of addi-
tional observations. Over time, the consequences
of climate change for the United States and the
globe will be influenced by choices made or left to
others by the United Nations Framework Conven-
tion on Climate Change (UNFCCC), as well as for
protecting human health and general welfare. Over
the past three decades, some federal programs have
sought to slow greenhouse gas (GHG)-induced cli-
mate change through regulatory, voluntary, and
financial efforts to abate emissions. Many such
proposals remain controversial and few have been
enacted. The United States has been a federal pro-
gram to improve understanding of climate changes
(past and predicted) and their implications. This
report outlines (1) conceptual approaches to set-
ting goals for policies, (2) science-based goals, (3)
economics-based policies, (4) incrementalism or
adaptive management. For several decades, policy-
makers have been aware of the large range of pro-
jections of GHG concentrations of gas concentra-
tions in the atmosphere at a level that would pre-
vent dangerous anthropogenic interference with the
climate system, and predictions of climate-related
risks. Some of those in Congress consider such
programs to take actions when they perceive that
the benefits of the action exceed their costs. Some
have expressed the likelihood that research may
continue to continue to rise indefinitely a given
level of risk reductions in order to avoid any partic-
ular level of risks. For example, the science-centric
approach assumes that science alone can provide
an objective standard of a s̈afeör ẗolerablel̈evel or
rate for climate change. Some experts have argued
that science could not provide a mathematical ba-
sis for determining the cost-benefit analysis (CBA),
but they have expressed their views of which the
costs and benefits may be considered too much.
For some, some researchers have suggested that
a science-dynamic approach would be framed as
a practical basis for allocating responsibilities to
the sources of emissions, but they may not clearly
reflect the many complex dimensions of climate

science, such as changes in local temperature ex-
tremes, a deciduous forest, storm severity, or sea
levels, or enforcing that might be considered to
be considered more monetary considerations, but
some may have framed in a more complete frame-
work.

E.3 MLS-Tiny: Needle in the haystack

E.3.1 Reference Summary

D.C. District Court enforces FOIA request against
Customs and Border Protection. (D.D.C.)

E.3.2 PRIMERA summary

A D.C. District Court judge issued a preliminary
injunction requiring the U.S. Customs and Border
Protection to disclose its policies and practices
regarding events like the Muslim Ban.

E.3.3 LED Summary

D.C. District Court enjoins Customs and Border
Protection from releasing agency records re the
Muslim travel ban.

E.3.4 LongT5 summary

American-Arab Anti-Discrimination Council sued
U.S. Customs and Border Protection for revoked,
suspended, or terminated participation in the
Global Entry System (D.D.C.)

E.3.5 SLED-T5 summary

Arab Americans and Arab Americans sue Customs
and Border Protection for wrongful withholding
of records relating to CBP’s global entry program
(D.D.C.)

E.3.6 Unlimiformer-T5 summary

@AmericanAntiDiscrimination Council (ADC)
sued @CBP in 2017 for wrongful withholding of
agency records in violation of FOIA (D.D.C.)

E.3.7 SLED-LexT5 summary

The American-Arab Anti-Discrimination Commit-
tee sued the Customs and Border Protection
(D.D.C.)

E.3.8 Unlimiformer-LexT5 summary

Arab American Anti-Discrimination Council (ADC)
sued Customs and Border Protection (CBP) in
2017 for withholding records in violation of FOIA
(D.D.C.)
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E.4 Summaries generated by zero-shot
models

E.4.1 GPT-3.5 generated summary

The legal document under scrutiny delves into the
critical issue of providing security to permanent
civil servants, particularly within the realm of
railway services, to uphold their independence
and efficiency. It meticulously examines the
implications of Rules 148(3) and 149(3) within
the Indian Railway Establishment Code, stressing
the potential insecurity and broad powers wielded
by authorities under these rules. The document
ardently argues that the termination of services
pursuant to these rules essentially equates to
removal, significantly infringing upon the funda-
mental right of employees to serve until attaining
the superannuation age.
Central to the document are multiple appeals
challenging the Constitutional validity of Rules
148(3) and 149(3), with various railway employees
contesting the termination of their services under
these contentious rules in diverse High Courts.
The crux of the matter revolves around whether the
actions taken under Rule 148(3) or Rule 149(3)
can be categorized as r̈emovaläs defined in Article
311(2) of the Constitution. The core contention
lies in whether these impugned Rules run afoul
of the Constitutional protection accorded to civil
servants under Article 311(2).
Representing the appellants, who encompass a
spectrum of aggrieved railway employees, the doc-
ument underscores the argument that Rules 148(3)
and 149(3) contravene the safeguards enshrined
in Article 311(2). It challenges the validity of
these rules, contending that they are incompatible
with the constitutional provisions safeguarding
the interests of civil servants. Moreover, the
document meticulously explores the premise that
railway employees who entered service with
knowledge of these rules should not be precluded
from challenging their validity, emphasizing the
paramount nature of the constitutional guarantee
enshrined in Article 311(2).

In a broader legal context, the document
meticulously dissects the intricacies of Article
311(2) of the Constitution, which serves as a
bulwark protecting civil servants from arbitrary
removal or dismissal without a proper inquiry.
It underscores the significance of ensuring due
process and procedural fairness in matters

concerning the termination of civil servants,
particularly within the specialized domain of
railway services. The document meticulously
weaves together legal arguments, precedents, and
constitutional provisions to construct a robust
case against the impugned Rules, aiming to secure
the rights and protections of railway employees
ensnared in the web of uncertainty and potential
injustice created by Rules 148(3) and 149(3) of the
Indian Railway Establishment Code.

E.4.2 Claude generated summary
The document discusses the validity of Rules
148(3) and 149(3) of the Indian Railway Es-
tablishment Code under Articles 311(2) and 14
of the Constitution of India. Rules 148(3) and
149(3) relate to the termination of services of
Group ’C’ and Group ’D’ railway employees. Rule
148(3) deals with the termination of services of
Group ’C’ railway employees on the ground of
"inefficiency or misbehavior." It lays down that no
such employee shall be terminated from service
unless he has been given at least one month’s
notice or one month’s pay in lieu of notice. Rule
149(3) contains similar provisions for termination
of services of Group ’D’ railway employees.
Article 311(2) of the Constitution guarantees equal
treatment in matters of appointment and promotion
to civil servants. It states that no civil servant
shall be "dismissed or removed by an authority
subordinate to the one which appointed him."
Article 14 guarantees equality before the law and
equal protection of laws to all persons. It prohibits
the State from denying any person equality before
the law or equal protection of laws within the
territory of India.
The document analyzes whether Rules 148(3) and
149(3) violate the principles of equal opportunity
and are discriminatory under Article 14 of the
Constitution. It discusses key legal arguments
regarding the validity of these Rules. On one hand,
it can be argued that Rules 148(3) and 149(3)
violate Article 14 by denying equal treatment to
railway employees in matters of termination. On
the other hand, it may be argued that the Rules
satisfy the test of reasonableness and are not
arbitrary or discriminatory.

The objective of the document appears to be
to synthesize information on the constitutional
validity of Rules 148(3) and 149(3) by outlining
relevant facts, key legal arguments on both sides,
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and the aims of Articles 311(2) and 14 without
making inferences beyond the supplied context.
The summary encompasses the essence of the
context and subsequent segments within the
512-word limit as instructed.
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