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Abstract

We create a parallel corpus for medical text
simplification in Japanese, which simplifies
medical terms into expressions that patients
can understand without effort. While text sim-
plification in the medial domain is strongly de-
sired by society, it is less explored in Japanese
because of the lack of language resources.
In this study, we build a parallel corpus for
Japanese text simplification evaluation in the
medical domain using patients’ weblogs. This
corpus consists of 1,425 pairs of complex
and simple sentences with or without medi-
cal terms. To tackle medical text simplification
without a training corpus of the corresponding
domain, we repurpose a Japanese text simpli-
fication model of other domains. Furthermore,
we propose a lexically constrained reranking
method that allows to avoid technical terms to
be output. Experimental results show that our
method contributes to achieving higher simpli-
fication performance in the medical domain.

1 Introduction

Medical texts contain a lot of technical terms
which are often difficult to understand for laypeo-
ple (Cheng and Dunn, 2015). For better communi-
cation between medical practitioners and patients,
medical text simplification has been actively stud-
ied in English so that the patients understand their
diseases and symptoms and the courses of treat-
ments in detail (Cao et al., 2020; Sakakini et al.,
2020; Guo et al., 2021; Devaraj et al., 2021; Luo
et al., 2022). However, such studies have not been
well explored in Japanese because of the lack of a
parallel corpus of this domain.

In the case of English, a typical approach
is to employ pre-trained models in medical do-
main (Lee et al., 2019; Alsentzer et al., 2019) or
models specialized for text simplification (Sun and
Wan, 2022; Sun et al., 2023) such as SimpleBERT.
However, there have not been any off-the-shelf
pre-trained models of these kinds in Japanese.

As a step-forward to Japanese medical text sim-
plification, we create and release a parallel corpus
for evaluation, named JASMINE.! In addition, we
tackle this problem without any domain-specific
training corpus by developing a Japanese version
of SimpleBART,? a pre-trained model specialized
for text simplification. Furthermore, we propose a
reranking method that avoids technical terms and
employ it to the text simplification model. Exper-
imental results on our JASMINE corpus confirm
efficacy of out methods.

2 Related Work

2.1 Parallel Corpus for Text Simplification

In text simplification, a monolingual parallel cor-
pus consisting of pairs of complex and simple sen-
tences is essential to train and evaluate seq2seq
models. In English, a large-scale parallel corpus
has been built by automatic sentence alignment
from article pairs with different target readers from
Wikipedia (Jiang et al., 2020) and news (Xu et al.,
2015). In Japanese, SNOW** (Maruyama and
Yamamoto, 2018; Katsuta and Yamamoto, 2018),
which is manually simplified sentences from text-
books, and JADES? (Hayakawa et al., 2022),
which is similarly constructed from news, are pub-
licly available.

Medical text simplification is the task of para-
phrasing texts written by medical practitionars
into expressions easy to understand for patients by
avoiding technical terms and phrases. Although
medical text simplification has been actively stud-
ied in English (Cao et al., 2020; Devaraj et al.,

'JASMINE: JApanese text Simplification dataset in the
Medical domalIN for Evaluation. https://github.com/
Onizukalab/JASMINE

2https://github.com/EhimeNLP/
JapaneseSimpleBART
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Complex

R RIE, BRETEE & B o th - 72 BE DL Lo TWd DS 5,

(I suffer from ill health probably due to facial edema and a drunken feeling getting worse.)

Simple

HFENDIE, BHHOTD L ALBEotho ZEREIEL RoTWa 62 BAbh s,

(I am feeling under the weather, likely because facial swelling and drunken feeling are getting worse.)

Table 1: An example of our parallel corpus. Technical terms are in red, and expressions that simplify them for
patients are in blue. Underlined parts are examples of style transfer.

2021; Luo et al., 2022), less efforts have been
made for Japanese because of lack of parallel cor-
pus of this domain.

2.2 Pre-training for Text Simplification

Transfer learning of a pre-trained model, where
the model trained by a large-scale raw corpus is
fine-tuned using a corpus of target task, has been
successful in various natural language processing
tasks. For text-to-text generation tasks, such as
text simplification, BART (Lewis et al., 2020),
a pre-trained Transformer (Vaswani et al., 2017)
trained via denoising autoencoding, is widely used
and demonstrated its effectiveness (Martin et al.,
2022; Hatagaki et al., 2022; Zetsu et al., 2022).

Recent studies have shown that task-specific
pre-training is more effective. For example, the ef-
fectiveness of pre-training to mask and reconstruct
sentences for summarization (Zhang et al., 2020)
and pre-training to reconstruct round-trip transla-
tions for paraphrasing (Kajiwara et al., 2020) have
been reported. For text simplification, continued
pre-training of BART with masked language mod-
eling with focus on simple words, released as Sim-
pleBART (Sun et al., 2023), improves the simpli-
fication quality. Despite its success in English,
Japanese version of SimpleBART has not yet been
developed.

3 JASMINE Corpus

To enable the evaluation of medical text simpli-
fication in Japanese, we create a parallel corpus,
named JASMINE!, consisting of sentences with
and without medical terms. We employ patients’
weblog articles written primarily for daily records
of symptoms and treatments and communication
with other patients® as medical texts for non-
professional use (henceforth, it will be referred to
simply as a blog). We construct a parallel cor-
pus consisting of pairs of complex and simple sen-
tences with or without technical terms by manu-
ally paraphrasing the (simple) blog sentences to

6https ://www. tobyo. jp/

use medical terms in MedDRA.” As shown in Ta-
ble 1, style transfer from blog-specific informal
expressions to formal ones is also performed dur-
ing paraphrasing.

3.1 Manual Paraphrasing

We hired two annotators with over 20 years of an-
notation experience in Japanese natural language
processing. One annotator with experience in an-
notating medical domains (not a medical profes-
sional) paraphrased simple blog sentences, and the
other annotator checked and corrected them. The
annotators made sure to replace disease names and
symptoms written by lay patients with correspond-
ing medical terms in the MedDRA dictionary. Our
corpus is built from 2,009 sentence pairs from
blog articles. It is notable that these sentences
were extracted from approximately 17,000 sen-
tences in 1,000 blog posts, which confirms the
scarcity of available resources for Japanese medi-
cal simplification.

3.2 Correction and Filtering

The 2,009 pairs obtained in the previous section
included inappropriate examples such as sentence
fragments and pairs that are too much context de-
pendent due to article-level paraphrasing by anno-
tators. We manually checked all pairs to exclude
these samples and made further formatting cor-
rections where applicable, such as complementing
missing punctuation marks at the end of sentences
and removing emoticons. Finally, we obtained
1,425 sentence pairs of Japanese parallel corpus
for medical text simplification as JASMINE.

Our JASMINE corpus is not the scale for train-
ing or fine-tuning a model. However, it preserves a
sufficient size for evaluating medical text simplifi-
cation models compared to the sizes of the existing
evaluation sets for general text simplification: 359
sentence pairs in TurkCorpus (Xu et al., 2016) and
ASSET (Alva-Manchego et al., 2020) (in English)

"We used the online medical term dictionary: http://
sociocom. jp/~data/2018-manbyo/
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and 100 sentence pairs for SNOW (Maruyama and
Yamamoto, 2018; Katsuta and Yamamoto, 2018)
(in Japanese).

4 Japanese Simplification Model

For achieving medical text simplification in
Japanese, we develop a pre-trained model specific
to the text simplification task (Section 4.1) and
propose a reranking method for avoiding techni-
cal terms (Section 4.2).

4.1 Japanese SimpleBART

Following previous work in English (Sun et al.,
2023), we develop Japanese SimpleBART? with
an enriched ability to generate simple words. Sep-
cifically, SimpleBART conducts continued pre-
training using the text simplification parallel cor-
pus on BART. Note that these SimpleBART mod-
els acquire text simplification abilities after fur-
ther fine-tuning with the text simplification paral-
lel corpus. The rest of this section describes con-
tinual pre-training methods using simple sentences
and complex sentences, respectively.

Masking for Simple Sentences For continual
training of SimpleBART, simple words are used
as masking targets. For this purpose, previous
work in English (Sun et al., 2023) has used a
complex word identification model (Pan et al.,
2021), whereas a large-scale word difficulty lexi-
con® (Nishihara and Kajiwara, 2020) is available
for Japanese. The lexicon consists of 40,605
Japanese words, each of which is assigned three
levels of difficulty (easy, medium, and difficult).
In this study, both easy and medium words are de-
fined as simple words and are masked.

Following the previous studies (Lewis et al.,
2020; Sun et al., 2023), we mask 15% of the words
among those to be masked. However, since it is
unlikely that the mask is applied to sentences con-
taining many difficult words or words not regis-
tered in the lexicon, the percentage of masked tar-
get words ¢ is considered for each sentence and
adjusted so that 15% of the words are actually
masked in each sentence. In addition, to mask sim-
pler words more frequently, we multiply the mask
probability by the weight of 0 < 6 < 1. In this
study, 8 = 1 for easy words, # = 0.75 for medium
words, and § = 0 for other words. Finally, the

8https://github.com/Nishihara-Daiki/lsj
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masking probability m is as follows.

0.1560

m = min(——, 1.0) (1)

Masking for Complex Sentences In the con-
tinual training of SimpleBART, we aim to reduce
the generation of complex words as well as pro-
mote the generation of simple words. For this pur-
pose, Sun et al. (2023) mask complex words in
sentences and reconstruct their simple synonyms
using the lexical simplification lexicon, SimpleP-
PDB++ (Maddela and Xu, 2018). Similarly, we
use the Japanese version of the lexical simplifi-
cation lexicon® (Nishihara and Kajiwara, 2020).
While the lexicon consists of 42,642 word pairs,
only 18,810 word pairs with a cosine similarity
of word embeddings® greater than 0.25 are used
as reliable simplification. If there are multiple
simplification candidates, the candidate with the
highest word-filling probability of BERT!? (De-
vlin et al., 2019) is selected.

Following previous studies (Lewis et al., 2020;
Sun et al., 2023), we mask 15% of the words.
Since the mask target is limited to words registered
in the lexicon, the mask may be less applicable to
some sentences. Therefore, as in the previous sec-
tion, we dynamically weight the mask probabili-
ties for each sentence using Equation (1). Here,
6 = 1 for words registered in the lexical simplifi-
cation lexicon and 6 = 0 for other words.

4.2 Lexically Constrained Reranking

To generate paraphrases that do not include tech-
nical terms, we propose a reranking method that
selects simplifications that do not contain given
words among multiple candidate sentences. Our
method first generates multiple candidate sen-
tences using a trained text simplification model
with any decoding algorithm, such as beam search
or Top-p sampling (Holtzman et al., 2020). These
candidate sentences are then checked in the as-
cending order of their generation ranks, and the
first simplification that does not contain any given
words is output. However, if the given words are
included in all candidate sentences, the first can-
didate sentence is output. Although our experi-
ment requires that all medical terms in the Med-
DRA dictionary be avoided, exploration of better
lexical constraints remains a future work.

9https://cl.asahi.com/api_data/wordembedding.
html

10https://huggingface.co/cl—tohoku/bert—base—
japanese-whole-word-masking



Train  Valid Test
SNOW 82,300 1,000 100
JADES - 2,959 948
JASMINE - 425 1,000

Table 2: Number of sentence pairs for each corpus.

5 Experiments

To evaluate the performance of the medical text
simplification, we experiment with the JASMINE
that we constructed. We also experiment with
SNOW (Maruyama and Yamamoto, 2018; Katsuta
and Yamamoto, 2018) and JADES (Hayakawa
et al., 2022), which are existing parallel corpora
for Japanese text simplification, to evaluate sim-
plification performance in other domains. In JAS-
MINE, we also evaluate the effectiveness of lex-
ically constrained reranking with the MedDRA
dictionary.” Table 2 shows the corpus sizes.

5.1 Experimental Setup

Model We compare BART!! pre-trained on the
Japanese Wikipedia with the following three mod-
els that further apply continual pre-training.

* BART-CP: continual pre-training on SNOW
with general masked language modeling.

e SimpleBART: continual pre-training on
SNOW with masked language modeling that
focuses on the simple words (Section 4.1).

* SimpleBART-CP: continual pre-training on
SNOW with general masked language mod-
eling, and then further continual pre-training
with masked language modeling focused on
simple words.

These pre-trained models were further fine-tuned
on SNOW to develop text simplification models.

Continual Pre-training An continual 10
epochs of pre-training was conducted on SNOW.
Pre-processing was performed following BART,!!
with word segmentation by Juman++!> (Tol-
machev et al., 2018) and subword segmentation
by SentencePiece'> (Kudo and Richardson,
2018). The batch size was set to 64, the Dropout

Yhttps://huggingface.co/ku-nlp/bart-base-
japanese

12https://github.com/ku-nlp/jumanpp

Bhttps://github.com/google/sentencepiece

rate to 0.1, and the optimization method was
AdamW (Loshchilov and Hutter, 2019). Polyno-
mial decay was used for learning rate scheduling,
with a maximum learning rate of 5 x 10~° with a
warmup step of 5, 000.

Fine-tuning SNOW was also used for fine-
tuning. We did the same pre-processing as the
continual pre-training. The batch size was set to
64, the dropout rate to 0.3, and AdamW was used
for optimization. Polynomial decay was used for
learning rate scheduling, with a maximum learn-
ing rate of 3 x 10~° and a warmup step of 2, 500.
Fine-tuning was stopped early if no improvement
on cross-entropy loss measured using the valida-
tion set is observed for 5 epochs.

Inference For evaluation, we generated simple
sentences using beam search with a beam size of
5. In JASMINE, we also experimented with gen-
erating simple sentences using our lexically con-
strained reranking. During lexically constrained
reranking, we generated candidates for n = 100
sentences each by beam search with a beam size
of 100 and Top-p sampling with p = 0.95.

Evaluation Metric Simplification performance
was automatically evaluated using SARI (Xu
et al, 2016) with EASSE toolkit'* (Alva-
Manchego et al., 2019). Although SARI was a
metric originally proposed for English text sim-
plification, it has also been used for Japanese text
simplification (Hatagaki et al., 2022; Hayakawa
et al., 2022).

5.2 Results

Experimental results are shown in Table 3. We
conducted five experiments with different random
seeds and reported the average scores. Bootstrap
method was used for statistical significance tests.

The result that SimpleBART consistently out-
performs BART confirms the effectiveness of pre-
training specialized for Japanese text simplifi-
cation. While BART-CP also consistently out-
performs BART, SimpleBART achieved higher
simplification performance in all settings except
SNOW. Except in the medical domain, the high-
est performance was achieved by SimpleBART-
CP with continual training in both general masked
language modeling and those focused on simple
words. These results demonstrate the effectiveness
of continual training focused on simple words.

“https://github.com/feralvam/easse
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SNOW JADES JASMINE
Decoding Beam Beam Beam Beam = Top-p
Reranking v v
BART 63.70  36.69 3288 36.66 35.72
BART-CP 64.27* 37.55* 34.04* 36.80* 36.41%
SimpleBART 64.06* 37.57* 34.72* 37.37* 36.48*
SimpleBART-CP  64.34* 39.09* 34.43* 36.80* 36.17*

Table 3: Results of SARI scors (* indicates statistically significant difference from BART (p < 0.05))

Input [EER BB BEIRY D o 72720, FRETICECTwRvE DR o 7,
(Because of the repeated intestinal obstruction and intestinal enlargement,
(the treatment) has been determined ineffective to my abdomen.)

BART FEE T2 3 [ DFAZE L IE ORI H o 727, KERITIZZINTWRW e OHWHIT R 5 72,
(Because of the repeated obstructions in intestine and enlargement of intestinal tract, ...)

SimpleBART  {AE 3 15 DFHZE ¥ I DK ER DILIRD B - 72728, FERIETIIEFIRI RV e OHIWHT 2 - 72,

(Because of the repeated obstructions in intestine and enlargement of the abdominal organs, ...)

+ Reranking

S EOREEDD - 1270, FRBIIERIRB LN E ORI - 72,

(Because of the repeated intestinal disorders, ...)

Table 4: Examples of simplification outputs with “f5FfZ€ (intestinal obstruction)” and “f5%& #L5E (intestinal
enlargement)” as lexical constraints. Successful paraphrases are in blue and those that failed are in red.

In the evaluation on JASMINE, lexically con-
strained reranking significantly improves the sim-
plification performance. As for decoding methods,
beam search consistently outperforms Top-p sam-
pling. Table 5 shows the percentage of output sen-
tences that do not include technical terms when the
number of candidate sentences n is varied from 10
to 200 during lexically constrained reranking. We
find that lexically constrained reranking can sig-
nificantly improve the number of output sentences
without technical terms, as well as the SARI score
of the simplification performance. The greater the
number of candidates for reranking, the greater the
percentage of sentences without technical terms,
but even reranking only 10 sentences has a signif-
icant impact.

Table 4 shows an example of our Japanese med-
ical text simplification. For SimpleBART model,
we show both output sentences with or with-
out our lexically constrained reranking on top of
beam search. This example contains two technical
terms “H7EA%E (intestinal obstruction)” and “f7&
$I55K (intestinal enlargement)”. SimpleBART with
lexically constrained reranking paraphrases them
into a simple phrase of “fDFEE (intestinal dis-
orders)” which is not a technical term. Without
lexically constrained reranking, the latter techni-
cal term of “f7 & L3R (intestinal enlargement” is

n=1 n=10 n=50 n=100 n =200
Beam 774 91.8 94.9 96.2 97.2
Top-p 80.8 85.0 86.9 87.4 88.2

Table 5: Percentage of output sentences without tech-
nical terms when varying the number of candidates n
during lexically constrained reranking in SimpleBART.
(The beam size was the same as n, but for n = 1, the
beam size was set to 5.)

paraphrased into “f& D fifi#5 DHLGR ( enlargement
of the abdominal organs)” but the former technical
term remains.

6 Conclusion

This study released a set of language resources for
medical text simplification in Japanese: an evalua-
tion corpus of JASMINE! and a pre-trained model
of Japanese SimpleBART.? Experimental results
in three domains, including medical, show that our
Japanese SimpleBART consistently achieves high
performance, and reveal the effectiveness of pre-
training specialized for text simplification. In the
medical domain, our lexically constrained rerank-
ing to avoid technical terms further improved the
simplification performance.

Our future work includes the construction of
a large-scale training parallel corpus for medical
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text simplification in Japanese. We also plan to ex-
amine more sophisticated lexical constraints, such
as allowing common technical terms to be output.

Limitations

Since this study is on sentence simplification, our
text simplification models are not able to account
for context beyond the sentence in our experi-
ments. However, note that the annotations in our
dataset do not have such limitations and that the
annotators read the entire document. None of our
annotators are medical professionals, although one
of them has experience in text annotation in the
medical domain.
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