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Abstract

In the realm of emerging multitasking abilities
of Large language models (LLMs), method-
ologies like prompt tuning enable low-cost
adaptation to downstream tasks without re-
training the model. However, automatic input
pre-processing when LLMs are unavailable is
currently under-studied. This paper proposes
RELLM (Rephrasing for LLMs), a method
that automatically paraphrases input content
for better output generations. RELLM replaces
low-frequency lexical items with their high-
frequency counterparts. This substitution is par-
ticularly beneficial for low-resource language
tasks that lack sufficient training data and re-
sources. RELLM is user-friendly and requires
no additional LLM training. Experimental re-
sults in cross-lingual summarization, and nat-
ural language inference demonstrate the effec-
tiveness of RELLM.

1 Introduction

Large language models (LLMs, Ouyang et al. 2022;
Yang et al. 2023) such as ChatGPT ! and LLaMA-
2 (Touvron et al., 2023) have exhibited their power
in tackling various tasks by providing correspond-
ing prompts. A prompt typically consists of two
parts (Wang et al., 2023b): instruction that de-
scribes the nature of the task, and input that de-
scribes the specific context of the task. One of the
keys to the success of eliciting the desired infor-
mation from LLM is prompt tuning (Lester et al.,
2021; Liu et al., 2022; Yang et al., 2022) which
often involves experimenting with different prompt
structures, wording, or formatting. Yet, this stream
of works usually focus on the refinement of the
instruction part (Wei et al., 2022; Zhou et al., 2023)
and overlook the value of modifying input contents.

To this end, we propose a novel method called
RELLM, which rephrases the input content to the
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same meaning while written in different expres-
sions to improve the generation quality. Specifi-
cally, RELLM substitutes the low-frequency words
in input with their high-frequency counterparts that
represent the same meaning. Such a methodology
is inspired by the fact that replacing low-frequency
words in the pre-training procedure can improve
language models (Bai et al., 2022; Wang et al.,
2023a). By employing RELLM, we can derive ben-
efits, especially for low-resource languages where
access to ample training data is limited. However,
this raises another question — how do we define low-
frequency? Since the pre-training data for LLMs
are usually not publicly released — like ChatGPT, it
could be unusual to define the frequency. We sur-
prisingly found that using word frequency statistics
that are online available can empirically impres-
sively work well for RELLM.

We conduct experiments on two different tasks,
cross-lingual summarization (Narayan et al., 2018)
and natural language inference (Bowman et al.,
2015; Williams et al.,, 2018). We found that
RELLM can invoke better generations on these
tasks compared to unmodified inputs. For example,
the gain for summarization is up to 2x BLEU-4
points (summarize texts written in English to Lat-
galian). Our contributions are three-fold :

* We propose RELLM as a novel method that
replaces the low-frequency words with their
high-frequency paraphrases for the input con-
tent into LLMs for better generation.

* We surprisingly found that using online avail-
able word statistics brings good improve-
ments. We adopt this, as the training data
for LLMs are frequently not open-resourced.

* We conduct experiments on cross-lingual
summarization and natural language infer-
ence. The results illustrate the effectiveness
of RELLM that invokes better generation for
low-resource languages.
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2 Method

2.1 Intuition

LLMs have emerged as remarkable tools for tack-
ling various tasks. Prompt tuning plays a crucial
role in harnessing the full potential of these models.
By fine-tuning the prompts, users can adjust in-
structions to tailor the model’s output. This process
significantly impacts the quality of the generations.
Most of the prompt tuning methods including con-
tinuous prompt tuning (Li and Liang, 2021; Lester
etal., 2021) and discrete prompt tuning (Deng et al.,
2022; Wen et al., 2023) are heavily relying on the
access to the weights of models to calculate gradi-
ents to optimize. However, since the weights of a
lot of prevailing LLMs such as ChatGPT, Bard 2,
are not available, tuning the prompts automatically
is almost impossible.

To this end, we propose Rephrasing for LLMs
(RELLM). RELLM rephrases the inputs with-
out changing their original meaning. Specifically,
RELLM enhances the performance of language
models by replacing low-frequency words with
high-frequency words in prompts, more detailly,
the input part of the prompts. The intuitions be-
hind our proposed method are twofold. Firstly, in
monolingual tasks, low-frequency words are less
commonly encountered in training data and may
pose challenges for LLMs to accurately generate
coherent and relevant responses. Secondly, in many
multilingual tasks such as cross-lingual summariza-
tion, aligning words between different languages
is crucial. Low-frequency words in the source lan-
guage might lack direct translation equivalents in
the target language, making alignment challenging.
By strategically substituting such words with high-
frequency alternatives, we aim to provide the model
with more robust and representative input, leading
to improved performance. Moreover, this substi-
tuing process is totally performed by the LLM it-
self (e.g., ChatGPT). Therefore, the weights of the
LLMs are not required to be accessible since no
tuning stage is performed.

2.2 RELLM

Formally, given the prompt p = (¢, z) where ¢ is
the instruction related to the task (for example, for
translation task, ¢ may be “translate the following
sentence from English to German: ") and z is the
input of the task. Most of prompt tuning meth-

2https://bard.google.com/?h1=en

ods focus on adjusting ¢ while RELLM focuses
on refining x. Instead of directly feeding p to the
LLMs, we firstly rephrase x to & and then input
p = (t,2) to the LLMs. Since many tasks are
sensitive to changes in sentence structure, rephras-
ing the whole sentence may have a negative effect
on the performance. Therefore, we only replace
the low-frequency words with their high-frequency
counterparts.

However, one difficulty is that we are unable
to count the frequency of words in the situation
that the training corpus of LLMs is not publicly
available. To solve this issue, we turn to exploit
online available word frequency statistics to help
replace low-frequency words in . Specifically, we
use the google-10000-english?, containing 10000
English words ordered by frequency from high to
low based on Google’s Trillion Word Corpus, as
the high-frequency word dictionary Dp. If a word
x; does not belong to Dy, we think this word is
a low-frequency word that should be replaced by
its high-frequency counterpart. Moreover, to avoid
mistakenly replacing some special words, for exam-
ple, names, locations, or numbers, we introduce an-
other word dictionary D7* which contains a large
number of normal words. We only substitute the
words that are not in Dy but in Dy,.

After spotting the low-frequency words, we next
need to determine their high-frequency counter-
part. The challenge lies in keeping the meaning of
the sentence unchanged after replacing the words.
We utilize ChatGPT to accomplish this challeng-
ing task. Specifically, given an input = and a low-
frequency word z; € =, we use the below prompt
to obtain the desired output:

Given a word z; and a paragraph: =, find the
word’s synonym that has a higher frequency and
does not change the meaning of the paragraph.
The output format is a dictionary where the
key is the word and the value is its synonym.

We only post-process the output with the format
{z; : ;} by replacing x; in = with &;.

3 Experiments

We choose ChatGPT as the LLM to complete the
word substitution task due to its impressive perfor-
mance across various tasks and domains. Specif-
ically, we use gpt-3.5-turbo. This is a ChatGPT

3https://github.com/first20hours/
google-10000-english

*https://github.com/dwyl/english-words/tree/
master
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gpt-3.5-turbo

text-davinci-003

|
\ baseline RELLM baseline RELLM
Language \ ROUGE-LL BLEU-4 ROUGE-L BLEU-4 \ ROUGE-L. BLEU-4 ROUGE-L BLEU-4
aeb_Arab 9.6 1.16 9.7 1.37 8.0 0.50 8.2 0.77
ast_Latn 17.8 3.37 18.0 3.24 16.7 2.84 17.0 3.08
ayr_Latn 6.2 0.60 6.5 0.62 4.8 0.46 4.8 0.45
ban_Latn 11.0 1.37 11.0 1.20 9.1 0.84 9.1 1.02
szl_Latn 9.3 1.08 9.5 1.20 8.0 0.61 8.0 0.85
bho_Deva 13.3 1.30 13.3 1.26 9.2 0.63 8.8 0.65
smo_Latn 19.8 2.48 20.4 243 18.8 1.92 18.9 2.06
lus_Latn 16.4 2.37 16.4 2.18 15.6 2.03 15.9 2.09
lij_Latn 10.3 0.93 10.6 0.93 114 0.97 11.6 1.13
lim_Latn 15.1 1.65 154 1.90 13.9 1.30 14.0 1.38
Itg_Latn 5.2 0.52 54 1.05 4.4 0.32 43 0.42
gla_Latn 17.1 2.03 17.1 2.09 14.8 1.30 14.8 1.16
fur_Latn 17.3 2.58 17.3 2.23 17.2 2.48 17.1 2.53

Table 1: Automatic Evaluation Results on Cross-Lingual Summarization.

\ SNLI MultiNLI
Language \ baseline ReLLM(vl) ReLLM(v2) \ baseline ReLLM(vl) ReLLM(v2)
eng_Latn 0.448 0.422 0.420 0.450 0.414 0.436
aeb_Arab 0.282 0.288 0.308 0.376 0.362 0.368
bho_Deva 0.314 0.292 0.312 0.350 0.346 0.370
lij_Latn 0.284 0.292 0.294 0.394 0.408 0.388
lim_Latn 0.302 0.278 0.296 0.390 0.378 0.410
Itg_Latn 0.298 0.302 0.304 0.328 0.336 0.324
gla_Latn 0.282 0.292 0.304 0.330 0.348 0.338
fur_Latn 0.308 0.310 0.324 0.360 0.408 0.386
ace_Arab 0.298 0.294 0.312 0.330 0.322 0.340
ace_Latn 0.290 0.296 0.304 0.304 0.320 0.314
ydd_Hebr 0.298 0.312 0.302 0.314 0.312 0.318
bem_Latn 0.302 0.312 0.300 0.310 0.306 0.328
san_Deva 0.304 0.298 0.316 0.368 0.354 0.366
fur_Latn 0.308 0.310 0.324 0.360 0.408 0.386
pol_Latn 0.290 0.298 0.312 0.430 0.422 0.436

Table 2: Accuracy on SNLI and MultiNLI.

model accessed via the official API through Python.
We conducted all word-replacing experiments dur-
ing April and May.

We evaluate RELLM on two different tasks:
cross-lingual summarization and natural language
inference. The first task is multilingual and we
intend to demonstrate that it is easier for LLMs to
align high-frequency words to the words in other
languages. On the other hand, the natural language
inference task focuses on examining the impact of
low-frequency words within the same language.

3.1 Cross-Lingual Summarization

Setup We conduct experiments on
XSum (Narayan et al., 2018), in which each
document is summarized into one sentence,
both written in English. To investigate whether
high-frequency words are better aligned in
other low-resource languages, we convert the
monolingual summarization to cross-lingual
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summarization. Specifically, we preserve the
original input text while translating the ground-
truth targets into low-resource languages using
NLLB . To investigate the translation quality, we
translate targets back into English using NLLB and
calculate the similarity between the original targets
and those translated back. The results are shown in
Table 3 in Appx A. We found that the translation
quality is generally good. We adopt gpt-3.5-turbo
and text-davinci-003 to perform this task. The
prompts without rephrasing are regarded as the
baseline. We use BLEU-4 ¢ and ROUGE-L 7 as
the automatic evaluation metrics.

Prompt We use the following prompt to obtain
the output from LLMs:

Shttps://huggingface.co/facebook/nl1lb-200-3.
3B

https://github.com/mjpost/sacrebleu

7https: //github.com/pltrdy/rouge
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The task is to summarize an article
with only one sentence. Here are two
examples: [example_1], [example_2]. Given
the following article: [text], output its
summary and translate it to [language].

Results The results on 13 low-resource lan-
guages® are reported in Table 1. It is evident
that RELLM generally outperforms the baseline in
terms of ROUGE and BELU metrics for both gpt-
3.5-turbo and text-davinci-003 models. Remark-
able improvements are observed, such as a dou-
bling of the score in Latgalian (Itg_Latn), where the
BLEU score increases from 0.52 to 1.05. Addition-
ally, it is worth noting that gpt-3.5-turbo exhibits
superior performance compared to text-davinci-003
in the cross-lingual summarization task. We pro-
vide some cases in Appx. B.

3.2 Natural Language Inference

In contrast to previous experiments focusing on
multilingual tasks, this particular section evaluates
the performance of RELLM specifically on mono-
lingual natural language inference. The primary
objective of this experiment is to demonstrate the
effectiveness of RELLM in languages that have
not undergone adequate training in LLMs due to
limited training data.

Setup We conduct experiments on two canoni-
cal natural language inference tasks: SNLI (Bow-
man et al., 2015) and its upgraded version
MultiNLI (Williams et al., 2018). They serve
as benchmarks for assessing a model’s ability to
understand the logical relationships between sen-
tences, such as entailment, contradiction, and neu-
trality. Most language models perform well on
English language tasks because they have been ex-
tensively trained on large-scale English corpora.
Under this scenario, the utility of RELLM in the
English language domain may be limited. There-
fore, we first rephrase the English data and then
translate them to other languages with the help of
NLLB-200-3.3b. We use accuracy as the evaluation
metric.

ReLLM in NLI Different from summarization,
which relies on word alignment between source
and target sentence, NLI focuses on sentence un-
derstanding. Therefore, except the original replace-
ment operation, that word x; in sentence zx is re-
placed by word z; ( RELLM(v1)), we propose an-

8https://github.com/facebookresearch/flores/
tree/main/flores200
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other strategy in which we provide the substitution
Z; as well as keeping the original word x;. For this
strategy, we just replace x; to x; (2;) (RELLM(v2)).
Some examples are provided in Appx. C.

Prompt We use the same prompt that is adopted
by Zhong et al. (2023):

Given the sentence [text_1] written in
[language], determine if the following
statement is entailed or contradicted or

neutral: [text_2]. Only output the label.

Results We present the results in Table 2. It is no-
table that when sentences are provided in English
(eng_Latn), the baseline approach (prompt without
rephrasing) achieves the highest performance in
both SNLI and MultiNLI tasks. This outcome can
be attributed to the fact that ChatGPT has already
been fully trained on the English corpora and there-
fore has a strong understanding of low-frequency
words. The potential imperfect modifications to the
input are detrimental to performance.

On other low-resource languages, RELLM(v2)
demonstrates superior accuracy in 11 out of 14 non-
English languages for the SNLI task. As for the
MultiNLI task, the highest scores are distributed in
aratio of 6:6:2 among RELLM(v2), RELLM(v1),
and the baseline. These results highlight the pos-
itive impact of providing high-frequency words
in enhancing LL.Ms’ understanding of sentences.
When comparing RELLM(v1) and RELLM(v2),
it can be observed that RELLM(v2) performs
on par with RELLM(v1) for MultiNLI and sur-
passes RELLM(v1) for SNLI. This suggests that
for tasks that do not necessitate alignment between
the source and target, retaining both high-frequency
words and their low-frequency counterparts is more
effective than substitution alone.

4 Conclusion

In this paper, we introduce RELLM, a method
designed to rephrase the input part of a prompt.
Our approach involves the substitution of low-
frequency words in the input with their high-
frequency counterparts. We experimentally demon-
strate that the rephrased prompt yields improved
results in eliciting the desired information from
LLMs compared to the original prompt. Impor-
tantly, the entire rephrasing process can be executed
without accessing the weights and training data of
LLMs. This capability proves particularly valuable
in scenarios where only APIs are available.
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Limitations

RELLM has only been evaluated on a limited set
of tasks, and its usefulness in various other genera-
tion and classification tasks remains unconfirmed.
Additionally, the number of languages in which
RELLM has been tested is also restricted. More-
over, caution should be exercised when applying
RELLM to high-resource languages, as it may po-
tentially have a negative impact. Further research
and experimentation are necessary to assess the
broader applicability and potential limitations of
RELLM.

Ethics Statement

There is no ethical issue known to us in this work.
Our methods and conducted experiments are based
on the well-known and widely used LLM.
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A Translation Quality

As for the translation quality, although it is dif-
ficult to directly assess the translation quality in
these low-resource languages, we adopt an indirect
method: we translate the translated text back into
English and compute the similarity between the
original English corpus and the corpus which are
translated back from low-resource language. We
report results on 8 low-resource languages of the
XSum dataset.

Language BLEU-1 BLEU-2 ROUGE-L

aeb_Arab 53.9 30.7 50.6
ast_Latn 67.5 41.4 65.1
ayr_Latn 35.6 16.5 38.3
ban_Latn 69.7 47.7 64.9
bho_Deva 74.1 52.1 66.6
lij_Latn 71.6 51.3 68.9
lim_Latn 70.7 52.2 70.2
lus_Latn 57.1 32.0 48.8

Table 3: Similarity between original targets and targets
translated back.

B Summarization Cases

At present, we have not conducted human evalua-
tion due to the limited number of individuals profi-
cient in low-resource languages and the associated
high costs involved. We would like to provide some
cases that are translated back from low-resource
languages for your reference. The cases in Table 4
are from XSum dataset which aims to summarize a
given article.

C NLI Cases

We present some rephrased cases of the natural
language inference task in Table 5.
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A leading human rights organisation has urged Nato to investigate fully the deaths of civilians in air

Human Rights Watch is demanding that NaTO take responsibility in places where it claimed at least 72
deaths of child fighters caused by airstrikes during its campaign in Libya last year.

Human Rights Watch is demanding credible investigations into NATO airstrikes, which the organization
believes killed 72 civilians last year in Libya, with NATO insisting that it cannot take responsibility for
its lack of presence on the ground to confirm the deaths, something in which Amnesty International also

The Italian parliament has approved a long-debated and extensive electoral reform that aims to give the

The lower house of the Italian parliament approved electoral reforms aimed at ending shaky alliances by
guaranteeing a majority of seats to the political party that wins the most votes in the election.

Gold Reference:

strikes in Libya last year.
Ours:
Baseline:

agreed, calling it "deeply decent".
Gold Reference:

country more political stability.
Ours:
Baseline:

The lower house of the Italian parliament has approved an electoral reform package that will guarantee
the party that wins the most votes a majority of seats, but critics argue that giving parties too much power

at the expense of the voter.

Table 4: Some cases from XSum dataset. We omit the content of articles since they are too long.

ReLLM(v1)

ReLLM(v2)

text-1: He feels perturbed.

text-2: He wants to sleep.

He feels uncomfortable.

He wants to sleep.

He feels perturbed (un-
comfortable).
He wants to sleep.

text-1: Five people are sitting on horses at a rodeo.

text-2: Bandits are sitting on horses as they prepare for a robbery.

Five people are sitting on
horses at a cowboy show.

Bandits are sitting on
horses as they prepare for
a theft.

Five people are sitting on
horses at a rodeo (cowboy
show).

Bandits are sitting on
horses as they prepare for
a robbery (theft).

text-1: A woman is looking into a mirror, brushing her hair.

text-2: The woman is taking a shower.

A woman is looking into a
mirror, combing her hair.

The woman is taking a
shower.

A woman is looking into
a mirror, brushing (comb-
ing) her hair.

The woman is taking a
shower.

Table 5: Some rephrased cases of natural language inference task.
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