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Abstract

Cross-lingual transfer has become an effective
way of transferring knowledge between lan-
guages. In this paper, we explore an often-
overlooked aspect in this domain: the influence
of the source language of a language model on
language transfer performance. We consider
a case where the target language and its script
are not part of the pre-trained model. We con-
duct a series of experiments on monolingual
and multilingual models that are pre-trained
on different tokenization methods to determine
factors that affect cross-lingual transfer to a
new language with a unique script. Our find-
ings reveal the importance of the tokenizer as a
stronger factor than the shared script, language
similarity, and model size.

1 Introduction

The dominant Natural Language Processing (NLP)
approach nowadays involves cross-lingual transfer
using pre-trained monolingual and multilingual lan-
guage models. In line with this trend, numerous
monolingual models have been released for various
languages (Devlin et al., 2019; Cañete et al., 2023;
Antoun et al., 2020). Multilingual models, which
are trained on 100 or more languages, have also
been introduced, such as XLM-R (Conneau et al.,
2020) and m-BERT (Devlin et al., 2019).

Despite the advancements in the development
of language models for high-resourced languages,
the vast majority of the world’s languages remain
excluded from these models. Out of over 6,500
spoken languages globally, less than 2% are rep-
resented in the current models, leaving the rest
unseen and unaccounted for in the current lan-
guage processing technology (Muller et al., 2021;
Hammarström, 2016; Joshi et al., 2020). Train-
ing a model for each of these languages is im-
practical due to substantial data and computational
resource requirements. Several alternative ap-
proaches have been proposed, such as zero-shot

Figure 1: We analyze the effect of script and tokenizer
on cross-lingual transfer on a target language with a new
script. We select six monolingual and multilingual mod-
els pre-trained using sub-word tokenizers and character
tokenizers. We fine-tune these models on the NER and
POS tasks in the original script (FIDEL) and the roman-
ized version (Latin). We observe that RoBERTa has bet-
ter cross-lingual transfer in both the original script and
the romanized version. We also find that romanization is
strongly beneficial in all cases of subword-based models
(ALBERT, BERT,m-BERT). Additionally, fine-tuning
Arabic-BERT, which is typologically similar to our tar-
get language (Amharic), provides no advantage. We
employ the base version of the models across all cases
to ensure a fair comparison. The reported F1-score is
averaged over five runs, with a standard deviation rang-
ing between -0.003 and 0.009.

transfer (Pires et al., 2019; Conneau et al., 2020),
language adapters (Pfeiffer et al., 2020), and ex-
tending multilingual models (Conneau et al., 2020;
Devlin et al., 2019).

While such methods require fewer resources in
the target language, they often yield sub-optimal
results (Lauscher et al., 2020; Pfeiffer et al., 2021).
For example, using even a small amount of labeled
data in the target language has been shown to be
more effective than a zero-shot transfer (Lauscher
et al., 2020).
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The effectiveness of cross-lingual transfer is in-
fluenced by several factors, such as language sim-
ilarity between the source and target languages,
the size of the pre-trained model, and the quality
and amount of the pre-training and fine-tuning data
(Muller et al., 2021; Pires et al., 2019; Cao et al.,
2020; Wu and Dredze, 2019).

In this paper, we explore which factors deter-
mine cross-lingual transfer performance for a new
language with a unique script. We consider a chal-
lenging case where the target language is not part
of the pre-trained model, and the script has also
not been seen in pre-training. Our analysis targets
three main factors: language similarity, tokeniza-
tion methods, and script. We design an experi-
ment by varying these factors. We evaluate a range
of existing monolingual and multilingual models,
specifically choosing those trained on typologically
related or typologically distant languages. Further-
more, we select models trained using various to-
kenizers, allowing us to assess how these choices
impact cross-lingual performance for a language
with a unique script. We focus on two main re-
search questions:

1. To what extent does the script of a source
language influence cross-lingual transfer to
a new language in monolingual and multilin-
gual models?

2. To what extent does the tokenizer influence
cross-lingual transfer to a new language in
monolingual and multilingual models?

Figure 1 shows the results of our experiment. Our
analysis shows that RoBERTa has better cross-
lingual transfer irrespective of the script. However,
romanization strongly affects cross-lingual transfer
for models pre-trained using sub-word tokenizers
in monolingual and multilingual settings. We make
our code available.1

2 Related Work

Under-resourced languages display considerable
variation in several aspects (Joshi et al., 2020).
First, the amount of data for these languages varies
greatly. Secondly, many of these languages use
scripts different from the Latin script (Muller et al.,
2021; Joshi et al., 2020). Finally, regarding lin-
guistic characteristics, these languages often have

1https://github.com/cltl/unkown_script/tree/
main

distinct morphological and syntactic properties, es-
pecially when compared to high-resourced Indo-
European languages.

Recently, cross-lingual transfer has become an
effective method for extending the capabilities of
pre-trained monolingual and multilingual models
for various languages. In this section, we present an
overview of studies exploring cross-lingual trans-
fer.

Multilingual models and language adapters
Multilingual models enable transfer between high-
resource and low-resource languages (Conneau
et al., 2020; Devlin et al., 2019). However, they
suffer from the ‘curse of multilingualism’ and inter-
ference between languages (Conneau et al., 2020;
Wang et al., 2020), where the model’s effectiveness
decreases as the number of languages increases
due to the parameter limit of the model. Lan-
guage adapters address these challenges by storing
language-specific knowledge of each language in
dedicated parameters (Pfeiffer et al., 2020). This
increases the capacity of a multilingual model with-
out introducing interference between languages.
These methods are, however, not directly applica-
ble to languages that use scripts not covered in the
training data of these models (Pfeiffer et al., 2021).

Zero-shot and few-shot transfer In zero-shot
transfer, a fine-tuned model on a resource-rich
source language is directly applied to a resource-
poor target language (Pires et al., 2019; Conneau
et al., 2020). While this method is appealing, it
often yields sub-optimal results (Lauscher et al.,
2020; Pfeiffer et al., 2021). Alternatively, using
even a small amount of labeled data in the target
language (few-shot transfer) has shown to be more
effective (Lauscher et al., 2020). It remains un-
clear what factors determine this effect and to what
extent.

Factor analysis The success of cross-lingual
transfer is impacted by various factors (Muller
et al., 2021; Pires et al., 2019; Cao et al., 2020;
Wu and Dredze, 2019). Muller et al. (2021) demon-
strated that the performance of transfer can signif-
icantly differ based on factors such as the script
of the language, the amount of available data, and
the relationship between source and the target lan-
guage. However, the literature concerning the ef-
fect of script and tokenizer is mixed. For example,
Muller et al. (2021) identifies script as the most
crucial factor affecting transfer performance and
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shows that transliterating a script to the Latin script
enhances the effectiveness of cross-lingual trans-
fer. Contrary to this, Artetxe et al. (2019) and
Karthikeyan et al. (2020) show that script and lex-
ical overlap are less relevant and that large mono-
lingual models learn semantic abstractions that are
generalizable to other languages. A similar mixed
result has been reported when examining the effect
of tokenizers in cross-lingual transfer. Rust et al.
(2021) show that tokenizers are a crucial factor in
the success of cross-lingual transfer for multilin-
gual models, while Wu et al. (2022) report it as
less important. The analysis of (Muller et al., 2021)
covers multilingual models, while Wu et al. (2022)
focuses only on an English model.

While similar to the approach of Muller et al.
(2021), our study takes a different direction. In-
stead of analyzing the performance of multiple lan-
guages with a single multilingual model, we focus
on one language that is unique in its script and not
covered by existing models. We select Amharic as
our target language. Amharic is a Semitic language
and is classified as morphologically complex. It
has a unique script, distinct from Latin and Arabic
alphabets, with no shared characters. Addition-
ally, it is categorized as a Class 2 under-resourced
language, indicating a significant lack of data and
tools for language processing (Jo et al., 2021; Ade-
lani et al., 2021). We evaluate a range of existing
monolingual and multilingual models, specifically
choosing those trained on languages either closely
related to or distinct from Amharic. Furthermore,
we select models trained using various tokenizers,
allowing us to assess how these choices impact
model performance for a language with a unique
script. In this way, we measure the impact of dif-
ferent factors on cross-lingual transfer.

3 Methodology

We experiment with a few-shot setting in which we
fine-tune pre-trained models on downstream tasks.
The target language and script are not part of the
pre-trained models we explore. Our few-shot setup
follows a standard setting: we take an existing base
model, fine-tune it, and test it on the original target
language.

Language We experiment with Amharic as our
target language. According to the language
classification system presented in (Joshi et al.,
2020), Amharic is categorized as a Class 2 under-
resourced language. It possesses a unique script

and is characterized by its morphological complex-
ity. We select two source languages for our anal-
ysis: English, which is typologically distant from
Amharic, and Arabic, which is typologically re-
lated. Both English and Arabic of these languages
do not share a script with Amharic. We use the
original Fidel script and the romanized version for
our fine-tuning and evaluation.

3.1 Task and model

Table 1 shows a summary of the pre-trained mod-
els we use and their corresponding tokenizers. The
selection includes monolingual models trained in
English and Arabic and various multilingual mod-
els.

Task and Datasets We experiment with two
tasks: Named Entity Recognition (NER) and part-
of-speech (POS) tagging. For the NER task, we use
MasakhaNER (Adelani et al., 2021), and for POS,
we use the Amharic-POS dataset from (Gezmu
et al., 2021). The MasakhaNER dataset is a pub-
licly accessible resource for the NER task in ten
African languages. This dataset has four types of
entity labels: PER (Person), ORG (Organization),
LOC (Location), and DATE (Date). It has 1,750
training, 250 validation, and 500 test instances. The
POS dataset contains 218K sentences with 18 POS
tags. We sample 2.5K examples, using 1,750 sen-
tences for training, 250 for validation, and 500 for
testing.

Tokenizers Our model selection encompasses
the most widely used tokenizers: SentencePiece
(Kudo and Richardson, 2018), BPE (Sennrich
et al., 2016), character-based tokenizer (Clark et al.,
2022) and WordPiece (Schuster and Nakajima,
2012).

Fine-tuning We fine-tune all models on two
tasks. Our fine-tuning is challenging because our
target language is not seen during pre-training and
has a unique non-Latin script. The experiment is
designed to test two capabilities. First, we evaluate
whether the models we are testing enable cross-
lingual transfer to a new language and script un-
seen in pre-training. This experiment is intended to
shed light on cross-lingual transfer to a target lan-
guage that does not share a script with the source
language. Second, we explore how different to-
kenization methods might facilitate cross-lingual
transfer.
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Model Tokenizer Model-Type Language Model Size

BERT (Devlin et al., 2019) WordPiece Monolingual English 110M
RoBERTa (Liu et al., 2019) BPE Monolingual English 125M
ALBERT (Devlin et al., 2019) SentencePiece Monolingual English 12M
BERT-base-arabic (Antoun et al., 2020) WordPiece Monolingual Arabic 110M
CANINE-c (Clark et al., 2022) Character Multilingual Multiple 121M
m-BERT (Devlin et al., 2019) WordPiece Multilingual Multiple 110M

Table 1: Overview of the models we use, tokenizers, model types, languages, and the model size.

Model Fidel-NER Latin-NER Fidel-POS Latin-POS

F1 P R F1 P R F1 P R F1 P R

RoBERTa-base 0.57 0.59 0.55 0.55 0.53 0.56 0.82 0.79 0.85 0.86 0.85 0.86
CANINE-c 0.12 0.13 0.1 0.09 0.12 0.07 0.21 0.33 0.15 0.19 0.31 0.13
BERT-base - - - 0.57 0.6 0.55 0.24 0.49 0.16 0.82 0.81 0.84
m-BERT - - - 0.59 0.62 0.57 0.23 0.48 0.15 0.84 0.83 0.85
BERT-arabic - - - 0.59 0.6 0.58 0.24 0.45 0.16 0.81 0.8 0.82
ALBERT-base - - - 0.5 0.5 0.49 0.24 0.47 0.16 0.76 0.76 0.79

Table 2: Results of few-shot experiments where we fine-tune different models on NER and POS tasks with Fidel
and romanized script. The empty cells show that we do not observe a decrease in the loss. We fine-tune all our
models for 25 epochs. The F1 score is averaged over five runs with a standard deviation between 0.003 and 0.009.
The highest F1 score for each script is highlighted in bold.

4 Results and Analysis

Table 2 shows the result for the few-shot setting on
NER and POS fine-tuned on the original Amharic
script (Fidel) and its romanized version. The
RoBERTa-base model stands out, showing robust
performance across both scripts, with a marginal
preference for the Fidel script for the NER task and
the Latin script for the POS task. Models such as
BERT-base, m-BERT, BERT-Arabic, and ALBERT-
base fail to recognize entities entirely in the Fidel
script but show some capabilities with the Latin
script. This pattern persists across both tasks, al-
though the POS task has less variation.

Effect of the script The difference in the ob-
tained results for Fidel and romanized versions
highlights the script’s effect on model performance.
Models pre-trained on data predominantly in the
Latin script struggle significantly with tasks in the
Fidel script, as shown by the drastically lower F1
scores for most models trained on the Fidel script
compared to the Latin script. This suggests a strong
bias towards the script used during the training
phase, with models performing better on scripts
they have seen before. This is in line with the re-
sult reported by Purkayastha et al. (2023); Muller
et al. (2021), which shows that the romanization
of unknown script boosts transfer performance in
multilingual models. However, we also observe
this effect in all of the monolingual models we test.

The RoBERTa model seems to be an exception,
showing a good performance before romanization,
though romanization also slightly improves its per-
formance.

Language relatedness English BERT-base and
Arabic BERT can be compared directly since they
are trained with similar training objectives, model
sizes, and tokenizers. We observe a mixed result,
with BERT-Arabic performing slightly better on
the NER task but showing a lower score on the
POS task.

Model size and tokenizers A plausible expla-
nation for the performance variation between
RoBERTa and the other models could be attributed
to the model size and tokenizer. RoBERTa-base
is the largest model with 125 million parameters.
However, the performance does not consistently
correlate with the model size. The other possible
explanation is the tokenizer used. RoBERTa is
trained using BPE over raw bytes instead of Uni-
code characters. The results show that the BPE
representation enables the model to leverage knowl-
edge that benefits the downstream tasks, even if the
script is not included in the model’s vocabulary.

5 Conclusion

In this paper, we explore cross-lingual transfer in
less explored but challenging settings where the
target language is not seen during pre-training and
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has a unique non-Latin script. Our analysis shows
considerable differences in cross-lingual transfer
performance among various models, possibly at-
tributable to two key factors: the size of the pre-
trained model and the specific tokenizer used dur-
ing pre-training. The model’s size could impact
its ability to capture and generalize across multi-
ple languages, including a language distant from
the pre-trained model’s language. In light of re-
cent studies that show the importance of tokenizers
in cross-lingual transfer for under-resourced lan-
guages, we show that a choice of tokenizer plays a
role in facilitating cross-lingual transfer.

6 Limitations

In our analysis, we intend to control for various
factors that could influence the comparative perfor-
mance of different models. However, residual dif-
ferences in model parameters and the extent of pre-
training data may have contributed to the observed
disparities in the obtained results. Furthermore, our
study did not involve training a model from scratch
with fixed architecture, parameters, data, and do-
main while varying only the tokenizer or the model
size. This limitation precludes a definitive conclu-
sion about the isolated effect of the tokenizer on
model performance. Hence, we identify the need
for additional research where these elements are
carefully controlled. Such an experiment would en-
able a more robust understanding of the tokenizer’s
role and interaction with other model characteris-
tics in cross-lingual transfer learning.
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